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Background: The isotropic harmonic oscillator supplemented by a strong spin-orbit interaction has been the
cornerstone of nuclear structure since its inception more than seven decades ago. In this paper we introduce—
or rather re-introduce—the “Dirac oscillator,” a fully relativistic basis that has all the desired attributes of the
ordinary harmonic oscillator while naturally incorporating a strong spin-orbit coupling.

Purpose: To assess the power and flexibility of the Dirac oscillator basis in the solution of nuclear structure
problems within the framework of covariant density-functional theory.

Methods: Self-consistent calculations of binding energies and ground-state densities for a selected set of doubly
magic nuclei are performed using the Dirac oscillator basis and are then compared against results obtained with
the often-used Runge-Kutta method.

Results: Results obtained using the Dirac oscillator basis reproduce with high accuracy those derived using the
Runge-Kutta method and suggest a clear path for a generalization to systems with axial symmetry.
Conclusions: Although the harmonic oscillator with spin-orbit corrections has been the staple of the nuclear shell
model since the beginning, the Dirac oscillator is practically unknown among the nuclear physics community.
In this paper we illustrate the power and flexibility of the Dirac oscillator and suggest extensions to the study of

systems without spherical symmetry, as required in constrained calculations of nuclear excitations.

DOI: 10.1103/PhysRevC.102.054308

I. INTRODUCTION

The isotropic harmonic oscillator has played a critical role
in the development of the nuclear shell model since its incep-
tion in the late 1940s. Indeed, Haxel, Jensen, and Suess start
their 1949 seminal paper with: “A simple explanation of the
magic numbers 14,28, 50, 82, 126 follows at once from the os-
cillator model of the nucleus, if one assumes that the spin-orbit
coupling in the Yukawa field theory of nuclear forces leads to
a strong splitting ...” [1]. Independently and just two weeks
later, Goeppert-Mayer provides detailed evidence supporting
the emergence of magic numbers as a consequence of a strong
spin-orbit coupling [2]. In that paper as well as in her 1963
Nobel lectures, Goeppert-Mayer credits Enrico Fermi with a
profound insight: “One day as Fermi was leaving my office he
asked, ‘Is there any indication of spin-orbit coupling?’ ” [3].

Fast forward to today and, despite remarkable advances
in both refining the underlying interaction and perfecting the
many-body methods, the nuclear-structure community con-
tinues to rely heavily on the isotropic harmonic oscillator
with spin-orbit corrections as a convenient and flexible single-
particle basis; see Refs. [4-9] and references contained therein
for a representative set of modern approaches to nuclear
structure. Among the reasons that the harmonic oscillator
continues to be heavily used is because it permits a clean
separation of the center-of-mass motion and has convenient
analytic properties; e.g., it has the same functional form in
momentum space as in configuration space.
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Although highly successful, relativistic approaches to nu-
clear structure are more limited in scope and generally fall
under the single rubric of covariant density-functional the-
ory (DFT) [10,11]. The aim of covariant DFT is to build
high-quality functionals that yield an accurate description of
the properties of finite nuclei, generate an equation of state
that is consistent with known neutron-star properties, while
providing a Lorentz covariant extrapolation to dense matter.
However, given that the model parameters underlying the
DFT cannot be computed from first principles, their values
must be calibrated from a suitable set of experimental data;
see Ref. [12] and references contained therein. From such
an optimally calibrated density functional, one derives the
corresponding Kohn-Sham (or mean-field) equations, which
are then solved self-consistently [13]. In particular, the nu-
cleon field satisfies a Dirac equation in the presence of strong
Lorentz scalar and vector potentials that naturally lead to a
very strong spin-orbit splitting. Given that the Dirac equation
for spherically symmetric potentials separates into a set of
two coupled differential equations in the radial coordinate,
one often solves this set of equations by using a conventional
Runge-Kutta algorithm [10,13,14]. Alternatively, one may
solve the Dirac equation as a matrix-diagonalization problem
by expanding both the upper and lower components of the
Dirac spinor in either a nonrelativistic harmonic-oscillator
basis [11,15] or in a Woods-Saxon basis [16,17]. There is,
however, a more natural alternative.

Back in 1989, Moshinsky and Szczepaniak modified the
free Dirac equation—already linear in the momentum—to one
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that would be linear in both the coordinates and the momenta
of the particle [18]; see also a much earlier paper by Ito,
Mori, and Carriere [19]. By doing so, they introduced the
“The Dirac oscillator,” a problem that can be solved exactly
because both the upper and lower components of the Dirac
equation satisfy a nonrelativistic harmonic-oscillator problem
with a strong spin-orbit coupling term. Although the paper
has generated considerable interest in certain fields, we find
it surprising that it has not generated as much excitement in
the nuclear structure community, given the prominent role that
the harmonic-oscillator potential supplemented by a strong
spin-orbit coupling has played in nuclear physics for so many
decades. However, as we show below in Eq. (14), the Dirac
oscillator basis—particularly its energy spectrum—is quite
different from that of the ordinary nonrelativistic harmonic
oscillator [20].

The aim of this paper is to introduce and illustrate the
value of the Dirac oscillator as a complete basis for the so-
lution of the relativistic Kohn-Sham equations. Comparisons
will be made against solutions obtained using the standard
Runge-Kutta method. We will also argue in favor of the Dirac
oscillator basis over the Runge-Kutta method for the treatment
of problems with axial symmetry. The rest of the paper is or-
ganized as follows. In Sec. II we briefly review the basic ideas
behind covariant DFT. Later on in the section we introduce the
Dirac oscillator and obtained a system of equations that, as
advertised, will become identical to the differential equation
satisfied by the ordinary harmonic oscillator supplemented
by a strong spin-orbit term. In Sec. III we will show results
obtained from matrix diagonalization in the Dirac oscillator
basis and underscore the excellent agreement when compared
against the Runge-Kutta method. Finally, in Sec. IV, we sum-
marize our results and suggest other possible applications of
the Dirac oscillator basis.

II. FORMALISM

A. Covariant density-functional theory

In the context of covariant density-functional theory, the
basic degrees of freedom are nucleons (protons and neutrons)
interacting via short-range nuclear interactions mediated by
various “mesons” and long-range Coulomb interactions me-
diated by photons. Since the early attempts at a relativistic
description of the nuclear dynamics [21-24], various refine-
ments have been made by incorporating density-dependent
interactions via self and mixed nonlinear meson couplings
[10,12,25-30].

In the framework of relativistic Kohn-Sham (or mean-field)
theory, the nucleons satisfy a Dirac equation with strong
scalar and (timelike) vector potentials that are generated by
the various meson fields which, in the mean-field approxi-
mation, become classical fields. In turn, the classical meson
fields satisfy Klein-Gordon equations containing both nonlin-
ear meson interactions and ground-state baryon densities as
source terms. It is this interplay that demands a self-consistent
solution to the problem.

For the purpose of this work, it is sufficient to know that
the nucleons satisfy a Dirac equation with a DFT Hamiltonian

containing scalar and timelike vector potentials. That is,
Hprr = o p+V(r) + Blm + S(r)], )

where S(r) and V(r) are the scalar and vector potentials,
respectively, p is the momentum operator, and & and 8 are
the four 4 x 4 Dirac matrices defined as follows:

o= <2 g) and f = ((1) _01> 2)

Note that we have adopted units in which 4 =c = 1. For
an extensive discussion of the covariant DFT formalism, see
Refs. [11,31,32] and references contained therein.

The eigenvalue problem associated with the Hamiltonian
displayed in Eq. (1) can be solved in multiple ways. For
example, the Dirac equation derived from the above Hamil-
tonian with spherically symmetric scalar and vector potentials
results in a set of two coupled, first order, ordinary differential
equations that may solved by using the Runge-Kutta method.
Alternatively, one can expand the Hamiltonian into a suit-
able basis and then extract the eigenvalues and corresponding
eigenvectors by diagonalizing the resulting Hamiltonian ma-
trix [11,15,17,33]. In this paper we illustrate how to perform
the diagonalization of Hprr using the Dirac oscillator basis of
Moshinsky and Szczepaniak [18,34]. These results will then
be compared against those obtained using the Runge-Kutta
method. In turn, the flexibility of the Dirac oscillator basis
naturally suggests a generalization into the study of deformed
nuclei.

B. The Dirac oscillator

The Hamiltonian for the Dirac oscillator is obtained from
the free Dirac Hamiltonian by demanding that (a) the resulting
Hamiltonian be linear in both the momenta p and coordinates
r of the particle and (b) both upper and lower components of
the Dirac spinor satisfy the conventional harmonic-oscillator
differential equation. Moshinsky and Szczepaniak [18] were
able to satisfy both conditions by performing the following
substitution:

p — p— imwpfr, 3)

which in turn transformed the free Dirac Hamiltonian into the
Dirac oscillator Hamiltonian:

H=a (p—imwpr)+ pm= <0 'mn_ 6—.;::)’ 4

where w will be identified as the frequency of the harmonic
oscillator and we have defined

wy = p+imowr. (®)]

Given that the above Hamiltonian is rotationally invariant,
the most general solution of the Dirac oscillator is of the form

[35]
¢EKm(r) gEK(r)H_Km)
m = =1 s 6
V() (mm(r) ifixOl—km) ) ©
where g and f are radial functions associated with the upper
and lower components of the Dirac spinor, respectively. Note

[T

that the relative phase “i”” introduced above ensures that both g
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and f are real functions of r. Finally, the quantum number x #
0 is a nonzero integer related to the spin-spherical harmonic
resulting from the coupling of the orbital angular momentum
to the intrinsic nucleon spin. That is,

j:|K|__7

1
=|l=jm),
|rcm) ‘ 2Jm> 3

This indicates that, whereas g(r) and f(r) share a common
value of the total angular momentum j, they differ by one unit
of orbital angular momentum. For example, assuming k = —1
yields j = 1/2, but an s-wave upper component with / =0
and a p-wave lower component with [ = 1. Using Eqgs. (4)
and (6), one derives the eigenvalue equation for the Dirac
oscillator. That is,

(0 - )x(r) = (E —m)p(r), (8a)
(0 - )p(r) = (E+m)y(r). (8b)

Although some details will be left to the Appendix, we
illustrate here some of the essential steps involved in obtaining
an equivalent “Schrodinger-like” equation for the upper com-
ponent. For positive-energy states, it is convenient to express
the lower component in terms of the upper in order to avoid
any potential singular denominator. From Egs. (8) we obtain

(0-m-)

x(r) = mﬁb(")v (9a)

(0 -m)(o - T )P(r) = (E> — m>)$(r). (9b)

As in the case of the free Dirac equation, the above result
indicates how a set of coupled first-order differential equations
may be decoupled at the expense of generating a second-order
differential equation. After performing some standard spin
algebra, one obtains the following Schrodinger-like equation
for ¢:

5 2 9
(;’—m Fimor — wo L)¢(r) - (Wﬁm.
(10)

This is—indeed—the differential equation of a nonrelativistic,
isotropic harmonic oscillator of frequency @ with an added
spin-orbit term and an effective nonrelativistic energy

E? —m? 4+ 3mow
E,=\———). (11)
2m

Although the above Schrodinger-like equation has been oc-
casionally referred to as the nonrelativistic limit of the Dirac
oscillator [18,20], we should underscore that the physical con-
tent of Eqs. (9a) and (10) is identical to the one displayed in
the original coupled set of Egs. (8). That is, no approximations
have been made and no limits have been taken.

To compute the spectrum of the Dirac oscillator one uses
the fact that the spin-spherical harmonics are eigenstates of
the spin-orbit operator [35]:

(0 - L)lkm) = —(1 + i)|cm). (12)

The positive-energy spectrum of the Dirac oscillator is now
readily obtained by enforcing the following equality:

E,—(0+)w=02n+1+3)o, (13)

where the right-hand side of the equation is the energy of the
conventional (i.e., without spin orbit) nonrelativistic harmonic
oscillator. One obtains

E? —m? | 2nw
T 12n+20+ Do

ifk <0

ifc > 0. (14

2m

This is a very peculiar energy spectrum with energies and
degeneracies quite different from those of the ordinary har-
monic oscillator. For example, for positive values of «, i.e.,
| = k > 0, the penalty for adding nodes to the wave function
is as costly as increasing the angular-momentum barrier. This
is unlike the ordinary harmonic oscillator where nodes are
twice as costly; see right-hand side of Eq. (13). As such, the
degeneracy pattern of the Dirac oscillator for ¥ > 0 is closer
to the hydrogen atom than to the ordinary oscillator. Even
more peculiar is the « < 0 case (s1/2, p32, ds/2, ...) where
the energy depends only on the number of nodes n and not on
k (or the orbital angular-momentum quantum number). That
is, for a fixed number of nodes, the Dirac oscillator displays
an infinite degeneracy for k < 0.

Having computed the energy spectrum of the Dirac oscilla-
tor, we can now display the associated eigenvectors; for more
details see the Appendix. In particular, the positive energy
(E > 0) solutions of the Dirac oscillator are

oo (F) EE Ry (r)|4,m)
Exm = s
+ile/ S22 Ry () —kcm)

while the negative energy (E < 0) solutions are given by

5)

S Rt (r)|icm)

— i\ GE Rt (r)| —iem)

IpEKm(r) = (16)

As shown in the Appendix, R,;(r) are the radial solutions of
the ordinary harmonic oscillator, {, = sgn(x), and the indices
describing the upper and lower components are related as
follows:

,_n , =1
n_{n—l l_{l+1

In particular, note that, for n =0 and « < 0, one obtains
E = m, so the entire lower component vanishes. The solu-
tions to the Dirac oscillator problem are both intuitive and
elegant. Given the relation between the number of nodes and
the orbital angular momentum dictated by the Dirac equation,
each component satisfies a Schrodinger-like equation sup-
plemented by a strong spin-orbit term. As noted earlier, the
upper and lower components have different intrinsic parities,
namely, I’ = [ + 1, as a consequence that the orbital angular
momentum is no longer a good quantum number in the rel-
ativistic framework, even when the potentials are spherically
symmetric [35].

ifke >0
ifk <O,

ifk >0

if « <O. an
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C. Dirac Oscillator basis: Applications to covariant
density-functional theory

The previous two sections introduced the Dirac Hamilto-
nian for a particular version of a covariant energy density
functional and the Dirac oscillator basis that will be used to
create its matrix representation. Although we are only inter-
ested in the positive-energy sector of the DFT Hamiltonian,
one must underscore that the positive-energy sector of the
Dirac oscillator by itself is not complete, so care must be taken
to also include the negative-energy sector in the construction
of the matrix. Considering the entire spectrum of the Dirac
oscillator, it is convenient to denote its eigenstates as |snkm),
with s being the sign of the energy.

We now proceed to compute matrix elements of the Hamil-
tonian given in Eq. (1) in the Dirac oscillator basis. Before
doing so, we rewrite the Hamiltonian by adding and sub-
tracting the linear term in r introduced in Eq. (4). That is,
ﬁDFT = ﬁo + I‘?l, where

Hy=a- (p — imwpr) + Bm, (18a)
H =V(r)+ BS(r) — imwBa -r. (18b)

For a spherically symmetric problem as the one given
above, k and m are good quantum numbers, but the matrix el-
ements are independent of m. Thus, one can diagonalize Hppr
within each « block. For an axially symmetric problem, « is
no longer a good quantum number so one must diagonalize
Hprr within each individual m block. For this case, matrix
diagonalization is more efficient than the Runge-Kutta algo-
rithm and this advantage will be explored in a forthcoming
work.

By construction, Hy is diagonal in the Dirac oscillator
basis:

<S/I’l/K/m/ |[:IO |SVle> = Esn/( 8&3‘/ 3nn/ 8/(/(’ Smm/ b ( 19)

where E,, is the eigenvalue corresponding to the Dirac os-
cillator eigenstate |snxm). In turn, for the H; part of the

Hamiltonian that is diagonal in k¥ and m we obtain
(s'n'ic'm | Hy |snkm) = (s'n’km|Hy |snkm)8ee Spmys  (20)

where
- /0 V() ge (Mga () + () ()]

+ S8 (1)ga(r) — for (1) f ()]

—(mwr)[gw (r)fo(r) + fa’(r)got(r)]}dr,
21

and we have used the short-hand notation o = snx. Here g,
and f,, are the upper and lower components of the radial wave
function of the Dirac oscillator introduced in Eq. (6).

II1. RESULTS

The main purpose of this section is to test the reliability
of the Dirac oscillator basis and to discuss the new insights
that emerge from such an approach. For problems with spher-
ical symmetry, ¥ is a good quantum number and the energy
spectrum is independent of m. In this case one must only

specify the maximum value of n used in the diagonalization
procedure. As one increases the number of nodes n, one
can account for higher momentum components in the wave
function. Although for the most extreme case of 2°Pb no
single-particle orbital displays more than two interior nodes,
we selected np,x = 10. The results improve very rapidly with
increasing np,x and are fully converged by ny.x = 10. Note
that the range of values adopted for n are used for both the
positive- and negative-energy sector.

Having identified the Dirac oscillator states that will be
used to build the Hamiltonian matrix, one must select the
value of the oscillator frequency w, or equivalently the oscilla-
tor length parameter b = 1/,/mw. Although in principle one
could optimize the diagonalization by selecting the parameter
variationally, for our purposes it was sufficient to fix b by de-
manding good agreement with the lowest 1, proton orbital in
208ph. By doing so, the value of the oscillator parameter was
fixed to b = 2.4 fm. Although an optimal value of b reduces
the number of basis states required to reproduce the entire
spectrum, the adopted value of b—together with the range
of values chosen for n—produced stable results for all nuclei
under consideration. To test the reliability of the method we
selected the FSUGold model introduced in Ref. [29] as an
example. Finally, we note that no pairing correlations have
been included in our calculations.

Predictions for the binding energy per nucleon, charge
radius, and the neutron skin thickness of the doubly magic
nuclei “°Ca, *3Ca, '3?Sn, and 2%Pb are displayed in Table I
using both the Runge-Kutta algorithm as well as the Dirac
oscillator basis. We estimate the charge radius by adding the
root-mean-square radius of the (point) proton distribution to
the single-nucleon radius (0.84 fm) in quadrature. As com-
pared with experiment, binding energies are within a fraction
of a percent whereas charge radius differ by about 1%. The
neutron skin thickness, a sensitive isovector observable, is
defined as the difference between the neutron and proton
root-mean-square radii. Evidently, the agreement between the
two methods is excellent—even when the small neutron skin
thickness emerges from the difference of two radii of similar
size.

We now explore some of the valuable insights afforded by
the Dirac oscillator basis. For example, how are the eigen-
states of Hpgr expressed as a linear combination of the Dirac
oscillator states? To answer this question we select the 25y,
neutron orbital in “°Ca as an example; that is, the orbital
with one interior node. In this case spherical symmetry is still
preserved so k = —1 emerges as a good quantum number.
The corresponding eigenstate may be expressed in terms of
the Dirac oscillator basis as follows:

Weem) = chfgmmnm (22)

where the associated amplitudes C£) that emerge from the

diagonalization procedure satisfy the normalization condition
2
Z [Clen|” = (23)

We display on the left-hand panel of Fig. 1 the absolute

value of the amplitudes C'£)  for the 25/, neutron orbital
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TABLE 1. Binding energy per nucleon, charge radius, and neutron skin thickness of “°Ca, **Ca, '32Sn, and *®*Pb as predicted by the
FSUGold model [29]. Self-consistent calculations were performed using both the Runge-Kutta method and the Dirac oscillator basis.

Observable Method Ca BCa 1328n 208pp
B/A MeV) Runge-Kutta —8.538 —8.584 —8.339 —7.889
Dirac oscillator —8.539 —8.585 —8.339 —7.888
Experiment —8.551 —8.667 —8.355 —7.867
R, (fm) Runge-Kutta 3.442 3.469 4.729 5.533
Dirac oscillator 3.442 3.469 4.729 5.533
Experiment 3.478 3.477 4.709 5.501
Ryin (fm) Runge-Kutta —0.0513 0.1973 0.2709 0.2069
Dirac oscillator —0.0515 0.1971 0.2712 0.2070

in *°Ca as a function of the number of nodes of each indi-
vidual basis state |s, n, x = —1, m = 0). However, since the
positive-energy states by themselves do not form a complete
basis, we depict with the light-blue bars the projections (or
amplitudes) into the positive-energy states and with dark-blue
bars the corresponding projections into the negative-energy
states. As expected, the largest amplitude is carried by the
positive-energy state having one interior node. The contribu-
tion from this one basis state to the entire upper component
of the wave function may be seen on the right-hand panel
of Fig. 1. The n = 2, 0, 3 are the next most important basis
states, respectively. Yet the next most important contribution
after that comes from the n = 2 negative-energy state. Indeed,
with only five basis states one can accurately capture the
shape of the exact wave function; see Fig. 1(b). Although
small, the contribution from the negative-energy sector is vital
to accurately reproduce the entire wave function, which is
displayed with the black solid line (labeled “All”) in Fig. 1(b).
The curve depicted with the red circles represents the exact

solution obtained using the Runge-Kutta method and is clearly
indistinguishable from the black line. This simple yet illustra-
tive example confirms that the Dirac oscillator basis is both
efficient and insightful for the solution of relativistic nuclear-
structure problems. Similar trends are observed in Fig. 2 for
the behavior of the 1A/, (k = —6) neutron orbital in 208py,
We close this section by displaying in Fig. 3 the baryon
(neutron-plus-proton) density as well as the charge density as
predicted by the FSUGold model [29] for “°Ca, **Ca, '3%Sn,
and 2%®Pb. On the left-hand panel we highlight the excel-
lent agreement between the Runge-Kutta and Dirac oscillator
methods in predicting the baryon density—a ground-state
property that is sensitive to all nucleon orbitals. Given the
excellent agreement between the two methods, we display
in Fig. 3(b) their predictions (combined in a single solid
line) alongside the experimental charge density (depicted
with symbols) for 40Ca, ¥Ca, and 2%Pb [36]. Note that, at
present, the charge density of *’Sn is unknown, although
enormous progress is being made in the development of

T T I T I T I T
0.8 Positive Energy States — — 0.6
B Negative Energy States
r 40 . ] 0.4
Ca(2s,, n-orbital) -
0.6 = Q
£ T 02
SAS - : E
> =
O ~ ok
= 0.4— — o
2 3
o0 0.2
02 — - —— ) -
5
04X F —
8 i X — All
@) Y ®) |
0 — 1 | 1 | 1 | 1 | 1
01 2 3 45 6 7 8 910 2 4 6 8 10
n (number of nodes) r(fm)
FIG. 1. (a) Absolute value of the projections (or amplitudes) of the 2s,,, (k = —1) neutron orbital in 40Ca onto the various Dirac oscillator

basis states; see Eq. (22). The horizontal axis denotes the number of nodes in the first 11k = —1 basis states. The light (dark) blue bars
represent the contribution from the positive-energy (negative-energy) states. (b) Piecewise reconstruction of the upper component of 2s;
(k = —1) neutron orbital in “°Ca by combining the various Dirac oscillator basis states in order of importance. For example, the red dot-dashed
line includes the most important basis state (i.e., the n = 1 positive-energy state). In turn, the blue dashed line includes the two most important
states, and so on. The solid black line includes the contribution of all basis states used in the diagonalization procedure. Finally, the curve
depicted with the magenta circles was obtained from using the Runge-Kutta algorithm.
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FIG. 2. Same as Fig. 1, but now for the 14;,,, (k = —6) neutron orbital in 208py,

electron-scattering techniques for the measurement of the
charge density of short-lived isotopes [37,38]. Although the
charge radius of several closed-shell nuclei was used in
the calibration of the FSUGold functional, a common defi-
ciency of models of this kind is the poor reproduction of the
interior density, a behavior that is controlled by the high-
momentum components of the charge form factor. Perhaps
a more reliable comparison between theory and experiment
is the phase-space-weighted charge density displayed in the
inset of Fig. 3(b) and defined as

p(r)= %47{r2p(r) with / ooz(r)dr= 1. (24)
0

4
r(fm)

In particular, 5(r) has been normalized to 1 for all nuclei
and its second moment equals the mean-square radius of the
charge distribution.

Problems with axial symmetry may play a pivotal role
in the refinement of modern energy density functionals.
The standard fitting protocol of energy density function-
als (both covariant and nonrelativistic) involves calibrating
the parameters of the model by invoking genuine physical
observables—mostly ground-state properties such as bind-
ing energies and charge radii. However, these observables
are insensitive to certain critical aspects of the nuclear dy-
namics. For example, whereas binding energies and charge
radii effectively constrain the saturation point (density and

0.1

0.08f=,

0.02

FIG. 3. (a) Baryon (neutron-plus-proton) densities of **Ca, “*Ca, '¥*Sn, and *®*Pb as predicted by the FSUGold model [29]. Results from
the Dirac oscillator method are denoted with the solid lines whereas those obtained from the Runge-Kutta algorithm are depicted with the
various symbols. (b) Same as in panel (a) but now for the charge density. The nearly identical predictions from the Dirac oscillator and
Runge-Kutta methods are plotted jointly as solid lines whereas the experimental results [36] are depicted with the various symbols. Note that,
at present, there is no measurement of the charge distribution of '32Sn, although see Refs. [37,38]. Finally, the inset displays the charge density
multiplied by a suitable phase-space factor that makes the integral under the curve identically equal to one for all nuclei.
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binding energy per nucleon) of symmetric nuclear matter, they
provide little guidance on the incompressibility coefficient. In
an effort to remedy this deficiency, experimental information
on isoscalar giant monopole energies—which are strongly
correlated to the incompressibility coefficient—are now incor-
porated into the calibration of the functionals [12]. However,
in an effort to reduce the computational demands, giant-
monopole energies were computed in a constrained approach,
thereby avoiding the need for computationally demanding
random-phase-approximation (RPA) calculations [39]. In a
constrained approach, giant-monopole energies may be di-
rectly computed from a ground-state calculations by adding to
the Hamiltonian a “constrained” one-body term proportional
to the operator responsible for the excitation, namely, Ar2.
Note that, for monopole excitations, the Hamiltonian remains
spherically symmetric.

Whereas binding energies, charge radii, and giant-
monopole energies provide stringent constraints on the
isoscalar sector of the functional, the lack of experimental
data on exotic nuclei with a large neutron-proton asymme-
tries has hindered our knowledge of the isovector sector.
It has been recognized that the neutron skin thickness of
neutron rich nuclei such as 2®®Pb and *¥Ca can effectively
constrain the isovector sector, particularly the density de-
pendence of the nuclear symmetry energy, and experimental
campaigns are currently underway at the Jefferson Lab to
determine the thickness of the neutron skin in a clean and
largely model-independent way [40—42]. The electric-dipole
polarizability has also been shown to be a strong isovector
indicator [43—45]. The electric-dipole polarizability is a static
observable that is proportional to the inverse-energy-weighted
sum m_; of the isovector dipole response. As such, m_;
may be computed from a ground-state calculation by adding
a “constrained” one-body term of the form: ArY; (8, ¢)7..
As already shown here, matrix elements of operators of the
general form rLY; o(6, ¢) may be readily evaluated in the
Dirac oscillator basis. Hence, in principle one may incorporate
experimental information on the electric-dipole polarizability
in the calibration of the functional by either computing m_; in
a constrained approach or by computing the entire isovector
dipole response in a relativistic random-phase approximation.
Although successful in computing various moments of the
monopole and quadrupole distribution in a constrained ap-
proach, so far we have been unable to obtain stable results for
the electric-dipole polarizability. To date, the only successful
approach that we are aware of is the one by Yuksel, Marketin,
and Paar [46], in which the calibration of a new “point cou-
pling” model involved computing the entire isovector dipole
response.

IV. CONCLUSION

The staple of nuclear structure is the nuclear shell model,
a theoretical framework that in its simplest form consists of
a harmonic-oscillator model supplemented by a strong spin-
orbit interaction [1,2]. Although more than seven decades
have passed since its original formulation, this simplest
version of the nuclear shell model continues to be used
today—often as the first step in the development of more

sophisticated models. Initially modeled after the Thomas term
in atomic systems, it was soon realized that “There is no
adequate theoretical reason for the large observed value of the
spin-orbit coupling” [47]. Ultimately, of course, the complex
dynamical origin of the nuclear spin-orbit force hides within
QCD. Nevertheless, inspired by Yukawa’s meson theory, early
attempts at building relativistic models of the nuclear force
considered nucleons interacting by the exchange of isoscalar
meson fields of Lorentz scalar and vector character [21-24].
While successful in many regards [10], the models also pro-
vided a natural explanation for the emergence of a strong
spin-orbit force. Since then, relativistic nuclear models have
been augmented and refined—and are now part of a vast
arsenal of theoretical tools devoted to the study of diverse
nuclear phenomena. It is in this overall context that we find
it surprising that the Dirac oscillator model of Moshinsky
and Szczepaniak [18]—which may be cast in the form of an
ordinary oscillator model with a strong spin-orbit term—has
remained largely unknown to the nuclear physics community.
The present contribution aims to remedy this situation.

In this paper we introduced the Dirac oscillator and high-
lighted some of its remarkable properties. Mainly, the fact
that the Dirac oscillator can be solved exactly given that both
of its upper and lower components satisfy Schrodinger-like
equations identical to the conventional harmonic oscillator
supplemented by a strong spin-orbit interaction. Matrix ele-
ments of a mean-field Hamiltonian containing strong scalar
and (timelike) vector potentials were computed in the Dirac
oscillator basis. Once the matrix elements were obtained,
we carried out the entire self-consistent procedure, which
involved solving Klein-Gordon equations for the meson fields
and diagonalizing the mean-field Hamiltonian for the nu-
cleon field until convergence was achieved. By selecting a
reasonable value for the oscillator frequency, or equivalent
the oscillator length, relatively modest-size matrices had to
be diagonalized. We note that, while the contribution from
the negative-energy sector of the Dirac oscillator played a
relatively minor role, it was by no means negligible. Finally,
we compared results against those obtained using the Runge-
Kutta method. In all instances the comparisons between the
two methods were excellent. Yet we argue that, relative to
the Runge-Kutta method, the Dirac oscillator method has the
distinct advantage that the generalization to problems with
broken spherical symmetry is straightforward.

In summary, we have demonstrated that the Dirac oscillator
basis provides a powerful tool for solving nuclear-structure
problems formulated within the framework of covariant
density-functional theory. Indeed, excellent agreement was
obtained when compared against results generated using the
Runge-Kutta method. The Dirac oscillator incorporates two
features that have been at the core of nuclear structure since
its inception: (i) a harmonic-oscillator basis supplemented by
(ii) a strong spin-orbit coupling. In this paper we outlined
the steps that are necessary to compute matrix elements of
an axially symmetric relativistic mean-field Hamiltonian in
the Dirac oscillator basis. Problems of this kind are useful
for understanding the structure of deformed nuclei as well
as in computing various moments of the nuclear response in
a constrained approach. Ultimately, an efficient and robust
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computation of these moments could significantly improve the
quality of future covariant energy density functionals.
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APPENDIX

In this section we provide a detailed derivation of the ener-
gies and corresponding eigenfunctions of the relativistic Dirac
oscillator. Given the spherical symmetry of the potential, we
start by writing the four-component solution as follows [35]:

_ ¢Ekm(r) _ gEK(r)|+Km>
Vekn(r) = (xEmm = \iFee () —kcm) )
where both gg, (r) and fg,(r) are real functions of r and the
spin-spherical harmonics |km) have been defined in Eq. (7).
As shown in Eq. (10), the upper component of the Dirac

equation satisfies a Schrodinger-like equation supplemented
by a strong spin-orbit term:

) 2 _ .2
(;’_ + lmwzrz _ a)a-L>¢(r) — (m>¢(r),
m 2 2m
(A2)

(AD)

Because of the appearance of the spin-orbit interaction, the
energies of the Dirac oscillator depend strongly on the gener-
alized angular momentum quantum number «. That is,

ifk <0

E? —m? 2nw
- { ite >0, (A

2m 2n+2l+ Do

In particular, for k < O the energies are independent of any
angular-momentum quantum number (i.e., [ and j) so the
spectrum—for a fixed value of n—displays an infinite degen-
eracy. Although more reminiscent of the ordinary oscillator,
the energies for k > 0 weight equally the number of nodes
n as the orbital angular-momentum quantum number /; recall
that, in the ordinary case, nodes cost twice as much energy
as [.

At this point it is useful to invoke some well-known results
from the ordinary harmonic oscillator. For example, the radial
solution of the isotropic harmonic oscillator is

Ru(x) = Anlxl/\/l(—n, I+ %, xz)e_xz/z, (A4)
where n is the number of interior nodes, [ is the orbital angular
momentum, x = /b is the dimensionless radial distance mea-
sured in units of the oscillator-length parameter b = 1/./mow,
and A,; is the normalization constant given by

|2 (n+1+3/2)
Ay = [ T2
(nOI2(0 +3/2)

Besides the characteristic Gaussian falloff, the radial de-
pendence of R, (r) is contained in Kummer’s function

(AS5)

[48]:
e (@), "
M(a, B,2) = ,,,2:(:) B m’ (A62)
with (o), = (e + 1)@ +2)--- (¢ +m—1). (A6Db)

Although, in principle, the above sum extends up to infin-
ity, in practice the sum is truncated after n + 1 terms, making
M(—n, a, B) a polynomial of degree n; note that (a)y = 1.
In this way, we can write the upper component of the radial
solution of the Dirac equation simply as

8ec(r) = Ry(x =r/b),

where the energy is given in Eq. (A3) and « is related to /
via Eq. (7). Having solved for the upper component, the lower
component may be obtained by differentiation. That is, using
Eq. (92), one obtains

(A7)

_(o-m) _ o (p—imor)
x(r) = (E+m)¢(r)— ET) o(r)
_ i d  (k+1)
B M[E—F , +mw"]gEK(r)|—/cm).

(A8)

Comparing this expression to Eq. (A1), we conclude that

1 d («+1)
fEK(r):<E+m>|:E+ , +mwr:|gEK(r)

(b d n
“\E+m)|dx
Now, by direct differentiation of Eq. (A4), one obtains
d +1
[ LEED
X

( i D x]Rnl(xy (A9)

dx

+ x] Ry (x)

l 1
+( +K+ )M
X

= Ayx' x [2xM/(a,/3,x2) (a,ﬂ,xz)}exz/z,

(A10)

where « = —n, B = [ + 3/2, and the “prime” indicates differ-
entiation with respect to the argument (i.e., x*). At this point,
one must distinguish between « < 0 and « > 0, and for this
we use the following two useful relations involving Kummer’s
functions [48]:

aM@. B2 _ @1 Bt 1,2, (Alla)
dz p

dM(a, B,z

Z%:(,3—1)[M(a,ﬁ—17z)—M(“’ﬂ’Z”’

(A11b)

where the first identity is used for x < O and the second
one for ¥ > 0. Using these relations one obtains simple and
illuminating expressions for the lower component of the Dirac
oscillator

b1 d 1
fre(r) = ( )[— + (”j ) +x}Rn,(x)

E+m)|dx
EZ_mZ

Y T R(x),
Etm r(x)

=& (A12)
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where ¢, = sgn(x), and n’ and [’ are defined as
;__Jn ;o [—1
”‘{n—1 l_{H4

This illustrates the well-known fact that the upper and lower
components of the Dirac wave function have different in-
trinsic parities, namely, I’ = [ £ 1. That is, in the relativistic
framework the orbital angular momentum is no longer a good
quantum number.

We can now proceed to write the properly normalized
eigenstates of the Dirac oscillator. For the positive energy
(E > 0) sector one obtains

ifke >0
ifke <0,

ife >0
ifk <O.

(A13)

ELR i (r)|+iem)

+i§rq/ Ez;EmRn’l’(rN_Km)

VEn(r) = (Al4)

In turn, eigenstates of the Dirac oscillator with negative energy
(E < 0) are given by

ST R ()] +-1cm)

. E|+
—i\ 5E Rt (r)|—em)

Such a simple expression is reminiscent of the plane wave
(i.e., free) solutions of the Dirac equation, which for positive
energy are

8ec(r) = jilkr), (A16a)
—x /BT A16b
Jec(r) = 7 +m]1/( r), ( )

where k = (E? — m?)'/2, and Ji(x) are jy(x) are spherical
Bessel functions. The remarkable feature of Eq. (A15) is that
such a compact expression emerges even in the case of the
highly nontrivial Dirac oscillator.
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