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Although the prompt fission neutron spectrum (PFNS) is an essential component of neutron-driven systems
that has been measured for decades, there are still multiple glaring unknowns regarding the PFNS of major
actinides in the fission neutron incident energy range, specifically with regard to multichance fission and pre-
equilibrium neutron emission processes. The only impactful experimental 239Pu PFNS measurements included
in recent nuclear data evaluations were measured over a limited outgoing neutron energy range at thermal and
1.5-MeV average incident neutron energy, while other potentially impactful measurements have been shown to
contain errors that resulted in either large uncertainty increases or in complete exclusion from nuclear data evalu-
ation. We report here a measurement of the 239Pu PFNS over a wide range of incident neutron energy (1–20 MeV)
and three orders of magnitude in outgoing neutron energy (0.01–10 MeV) resulting from the Chi-Nu experiment
at the Los Alamos Neutron Science Center. These results are the combination of separate PFNS measurements
in the same experimental area, one using a Li-glass and the other a liquid scintillator detector array. Covariances
between all PFNS data points from each detector and within each incident energy range were generated between
all other data in both detector arrays and within all other incident neutron energy bins, yielding a single
covariance matrix for all 1300 PFNS data points reported here. These covariances are based on a thorough
assessment of systematic bias and uncertainties associated with the measurement, PFNS extraction technique,
combination of data from each detector type, and other aspects of the analysis. The existence of covariances
between PFNS data points in different incident neutron energy ranges yielded covariances between average
PFNS energy values at each incident energy to be reported here as well, which allowed for firm statements
to be made regarding a shape of a purely experimental mean PFNS energy trend for the first time. Although
minor PFNS shape differences exist between the results reported here and recent nuclear data evaluations,
the ENDF/B-VIII.0 and JEFF-3.3 PFNS evaluations agree reasonably well with the present results from 1-to
10-MeV incident neutron energy, which spans the well-measured 1.5-MeV incident neutron energy PFNS
from Lestone and Shores as well as the onset of second-chance fission. However, while the pre-equilibrium
component of the PFNS above 12-MeV incident neutron energy roughly agrees in position and magnitude with
ENDF/B-VIII.0 and JEFF-3.3, clear differences relating to the relative magnitude of third-chance fission PFNS
features are present in the PFNS shape and in the mean PFNS energy trends.

DOI: 10.1103/PhysRevC.102.034615

I. INTRODUCTION

The complexity of nuclear fission requires fission models
to rely heavily on experimental measurements of fission ob-
servables. In terms of fission-driven chain reactions, the en-
ergy spectrum of prompt neutrons from neutron-induced fis-
sion, known as the prompt fission neutron spectrum (PFNS),
is of clear importance. It is especially of interest also for
innovative nuclear fuels in breeder reactors and fast reactors
in general [1]. While it is the spectrum of neutrons emitted
promptly following fission that is commonly described when
discussing the PFNS, the experimentally observed spectra

*Corresponding author: kkelly@lanl.gov

contain neutrons that were emitted both before (prefission)
and after (postfission) the fission event. There may also be
“scission neutrons” emitted during the fission process. PFNS
models have been developed for decades and range from
simple neutron evaporation models, such as Maxwellian and
Watt distributions [2,3], to more complicated descriptions like
the Los Alamos Model (LAM) [4], those contained in the
CGMF [5] and FREYA [6] codes, analog Hauser-Feshbach
calculations [7–9], statistical approaches [10], and others. It is
unclear whether any of these approaches accurately describe
the 239Pu PFNS on the basis of the available data.

Capote et al. [11] and Neudecker et al. [12,13] provided
a thorough description of the available experimental 239Pu
PFNS data as well as those data suitable for incorpora-
tion into the ENDF/B evaluations [14,15], and so only the
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relevant details will be discussed here. Note that here and
throughout this work, Eout

n refers to the measured outgoing
neutron energy from fission and E inc

n refers to the incident
neutron beam energy that induced the fission event. Lestone
and Shores [16] determined the PFNS for a series of dis-
crete outgoing energies ranging from Eout

n = 1.5−10.5 MeV
for an average incident neutron energy of 〈E inc

n 〉 = 1.5 MeV,
and these data heavily influence the ENDF/B evaluations
at these energies [14,15]. Staples [17] measured the 239Pu
PFNS for the incident and outgoing neutron energy ranges
E inc

n = 0.5 MeV and Eout
n = 0.596−15.952 MeV, E inc

n =
1.5 MeV and Eout

n = 1.696−15.192 MeV, E inc
n = 2.5 MeV

and Eout
n = 2.808−14.485 MeV, and E inc

n = 3.5 MeV and
Eout

n = 4.088−13.828 MeV. While these data initially appear
to make a significant contribution to the database of 239Pu
PFNS data, it was determined that there may have been an
issue with the employed detector efficiency, and corrections
for multiple scattering were also missing. So these data were
later reanalyzed by Lestone [18] and scaled according to
the efficiency curve used for the 235U PFNS measurements
by Johansson and Holmqvist [19]. The uncertainties associ-
ated with this correction were determined to be substantial
enough for these data to be excluded from the ENDF/B-VIII.0
evaluation [13,15]. Chatillon et al. [20] reported the 239Pu
PFNS from E inc

n = 1−200 MeV and Eout
n = 0.4−7 MeV, but

their data were also called into question with regard to their
assumed efficiency curve. As a result, the data from Chatillon
et al. were corrected by Granier [21] and additional systematic
uncertainties were included on these data when used in the
ENDF/B-VIII.0 evaluation [13,15]. However, due to the fact
that Chatillon et al. did not observe the pre-equilibrium peak
of their PFNS spectrum, their measurement above E inc

n =
15 MeV was excluded from ENDF/B-VIII.0 altogether.

Realistic estimates of the precision from a decadal ex-
periment need to be considered prior to the measurement
campaign to ensure that the results will have a significant
impact on nuclear data evaluations. These uncertainty esti-
mates were set as goals nearly 10 years prior to this work
during the development of the Chi-Nu project and were
chosen to be 5%, 3%, 5%, and 15% for measurements of
PFNS neutrons at Eout

n = 0.1−1.0, 1.0–5.0, 5.0–8.0, and 8.0–
10.0 MeV, respectively [22–24]. While ambitious, these goals
were noticeably larger than the total uncertainty of the latest
ENDF/B evaluation at the time, ENDF/B-VII.0 [25]. With
the development of ENDF/B-VII.1 [14] and ENDF/B-VIII.0
[15], these evaluated uncertainties have since been increased
[26] to be typically in the range of 5–10%, 1.5–2%, and
15–30% at Eout

n = 0.1, 2.0, and 10 MeV, respectively, for
the ENDF/B-VIII.0 239Pu PFNS evaluation. Thus, the target
uncertainty goals for results from the Chi-Nu project align
well with the uncertainties in the latest evaluations, and are
therefore poised to make a significant contribution to the
evaluated database, especially given that measurements for
incident neutron energy ranges in which there are either very
few or no measurements are provided.

It is important to note that a report of data from Marini
et al. was recently published in Ref. [27]. Although the
results shown in the present work are intrinsically correlated
to those of Ref. [27] because they were collected using the

same liquid scintillator detector array used here and within
the same experimental flight path, the fission-counter target,
detector shielding, data acquisition, and analysis are unique to
each experiment. The results shown here were obtained using
data from an experiment that is completely separate from that
of Ref. [27] and the analysis of these data sets was carried
out independently. While the comparison of these correlated
works is of interest to the community, this comparison is
beyond the scope of this paper and will be presented in a future
paper.

In this work, we present data collected on the 239Pu
PFNS for E inc

n = 1–20 MeV and Eout
n = 0.01−10 MeV at the

Weapons Neutron Research (WNR) facility, which is part of
the Los Alamos Neutron Science Center (LANSCE) at Los
Alamos National Laboratory. Outgoing neutrons with an en-
ergy below ≈1.5 MeV were measured with a Li-glass detector
array while those with an energy above ≈0.85 MeV were
measured with an array of liquid scintillator detectors. Data
from these arrays were collected in separate experiments and
combined to form a single measurement of the PFNS shape
over the specified outgoing neutron energy range. Details
of the experimental setup are given in Sec. II A and those
on background treatment are discussed in Sec. II B. With
regard to detector characterization, a highly detailed Monte
Carlo simulation was created with the general Monte Carlo
N-Particle transport code (MCNP®) and modified to match
each experimental configuration prior to data analysis. The
use of this simulation eliminated the need for determination
of a detector efficiency curve. The Chi-Nu MCNP model is
described in Sec. II C with assessment of the fission counter
efficiency in Sec. II D, a description of the general procedure
for extracting the PFNS results in Sec. II E, and corrections for
neutron beam wraparound effects in Sec. II F. Data reduction
procedures are unique for each detector type used at Chi-Nu.
Li-glass and liquid scintillator data analysis procedures are
described in Secs. III A and IV A, respectively.

In addition to performing a high-statistics measurement of
the PFNS, we strived to provide a thorough statistical and
systematic uncertainty analysis completed with covariance
matrices for each uncertainty source, as well as for the PFNS
shape result from each detector array. These uncertainties
are described in Secs. III B and IV B for Li-glass and liquid
scintillator data, respectively. However, the PFNS shapes from
the Li-glass and liquid scintillator arrays correspond to dif-
ferent portions of the same total PFNS shape and the same
underlying PFNS shape is probed in the overlapping outgoing
neutron energy region between these two detector arrays. The
shapes from these detector arrays are therefore combined
to form a single PFNS result across all measured outgoing
energy ranges according to the methods described in Ref. [28].
Furthermore, not only are the data correlated across all mea-
sured outgoing neutron energies, but they are also correlated
across all measured incident energies. This correlation has
never been measured or quantified for an experimental PFNS
measurement and allows for separate assessments of the Chi-
Nu PFNS results in terms of both relative PFNS value and
shape across incident neutron energies. Both the combination
of data from the Li-glass and liquid scintillator arrays and the
correlation of the data across all measured incident energy
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FIG. 1. The neutron flux at the Chi-Nu target position based
on an MCNP calculation of neutron emission from the tungsten
spallation target following irradiation with the nominal proton beam
at WNR is shown here. Note that attenuation along the target flight
path reduces the low-energy flux compared to what is shown in this
calculation.

ranges are described in Sec. V. Results are shown in Sec. VI
in terms of PFNS comparisons with evaluations, with spectra
below E inc

n = 5 MeV shown in Sec. VI A, 5 MeV � E inc
n �

10 MeV in Sec. VI B, and 10 MeV � E inc
n 20 MeV in

Sec. VI C. Finally, the primary conclusions of this work are
discussed in Sec. VII.

II. THE Chi-Nu EXPERIMENT

A. Experimental configuration

Additional details of the Chi-Nu experimental area can
be found in Ref. [29,30]. Only the necessary details will be
repeated here. The incident neutron beam at LANSCE/WNR
originates from proton spallation reactions on a tungsten
target 21.5 m upstream of the Chi-Nu target position, and
15◦ to the left of the incident proton beam direction. The
signal indicating a proton interaction with the tungsten target,
measured at a time referred to as t0, is collected and stored
for incident neutron energy calculations via time of flight. A
calculation of the nominal incident neutron beam production
at the Chi-Nu target position is shown in Fig. 1.

Incident neutrons of a 2-cm radius beamspot size reach a
parallel-plate avalanche counter (PPAC) [31] chamber con-
taining 10 individual PPAC volumes. Each volume is sepa-
rated from neighboring volumes by a 5-μm platinum plate and
consists of a titanium foil with 5 mg of >99.9% pure 239Pu
electro-deposited on either side. Each deposit is 4 cm in diam-
eter, yielding a target density of approximately 400 μ g/cm2

for each volume. Fission fragments from neutron induced
fission of 239Pu are then detected via an electron avalanche
initiated by ionization of 4.2-torr isobutane gas within the
PPAC chamber and generated via a 375-V potential difference
between two aluminum foils. A 252Cf PPAC chamber with an
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FIG. 2. An example PPAC integral spectrum is shown here. This
is the observed spectrum from a single PPAC volume after the
analyses described in Secs. III A and IV A.

identical construction and only a single PPAC cell was also
fabricated for experimental and simulation calibration tests
(see Sec. II C for more details). The difference between the
fission fragment detection time, tf , and the neutron produc-
tion time, t0, yields the incident neutron energy, E inc

n . The
fast (<1.0 ns) time resolution of the PPAC signals yields a
0.36% uncertainty on the time-of-flight of a 20 MeV incident
neutron, which corresponds to a 0.58% uncertainty on the in-
cident neutron energy. This uncertainty rapidly decreases with
decreasing incident neutron energy, and so the uncertainty
on the incident neutron beam energy can be ignored for the
results shown in this work. In addition to fission fragments,
the PPAC detects α particles that are spontaneously emitted
from 239Pu at a rate of ≈1.1 × 107 α/s per 239Pu deposit
[31]. This created a time-independent background that will
be addressed in Sec. II B. An example PPAC spectrum for a
single PPAC volume during the course of this experiment is
shown in Fig. 2. While the α background does contaminate the
region containing fission signals of interest, this background is
addressed with the method described in Sec. II B, the separa-
tion between α particles and fission fragments is clearly seen,
and approximately 95% of the fissions detected in coincidence
with both a neutron and a t0 signal were able to be extracted
for data analysis.

The results shown in this work were collected over the
course of two separate but correlated experiments. Neutrons
below Eout

n = 1.59 MeV were detected with a 22-detector Li-
glass array, shown in Fig. 3. Of the 22 Li-glass detectors,
21 of them are GS20 Li-glass (95% enriched with 6Li) with
the remaining detector made of GS30 Li-glass (99.9% en-
riched in 7Li), both of which were purchased from Scinta-
cor [32,33] and each of which was mounted to an R1250A
Hamamatsu photomultiplier tube (PMT) [34]. Five of these
detectors contain 1.27-cm-thick Li-glass while the others are
1.80 cm thick. The nominal flight path distance from the
PPAC to a Li-glass detector is 0.400(5) m with a net 1-σ
outgoing-neutron time resolution of 1.03(1) ns. The 239Pu
Li-glass results presented here were collected over 1650 h,
yielding 1322 h of usable data and approximately 1.43 × 1010
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FIG. 3. A rendering of the Chi-Nu Li-glass detector array is
shown here. Beam enters from the lower-left of this figure. The PPAC
fission counter is at the center of the array.

total fission events. Neutrons above Eout
n = 0.89 MeV were

collected with a 54-detector EJ-309 [35] liquid scintillator
array, shown in Fig. 4, with each detector optically coupled
to an R4144 Hamamatsu PMT. Each liquid scintillator is a

FIG. 4. A rendering of the Chi-Nu liquid scintillator detector
array is shown here. Beam enters from the lower-left of this figure.
The PPAC fission counter is at the center of the array.

5.5-cm-thick × 17.7-cm diameter cylindrical volume with
a nominal flight path of 1.020(5) m from the PPAC to the
detector center and net 1-σ outgoing-neutron time resolution
of 1.05(1) ns. The 239Pu liquid scintillator data presented in
this work were collected over 518 h, yielding 412 h of usable
data and approximately 1.28 × 109 total fission events. It is
primarily the differences in beam intensity between the two
experiments that impacts the relative number of fission events.
Details of Li-glass and liquid scintillator detector spectra and
analysis are discussed in Secs. III A and IV A, respectively.
High voltages for detector PMTs were supplied via a CAEN
SY4527 HV supply [36]. Signals from all neutron detectors,
each PPAC volume, and the t0 timing were asynchronously
read out with a series of CAEN 1730b digitizers [37] using
MIDAS [38]. Time stamps and integral information for each
pulse were available at all stages of offline analysis. Dead time
was negligible for this experiment given the relatively fast
pulses from these detector arrays and the asynchronous dig-
ital data acquisition system employed here. Neutron signals
detected at a time, tn, were used to assign outgoing neutron
energies from time of flight using the tn − t f time difference.

B. Random coincidence backgrounds

Signals corresponding to times t0, tf , and tn were assem-
bled offline into coincidence pairs {t0, t f } and {t0, tn}, and sub-
sequently into pairs of tf and tn that were in coincidence with a
common t0 signal, {t f , tn; t0}, the latter of which is referred to
as a “double coincidence.” Creation of coincidences in this
manner provided the division of outgoing neutron energies
as a function of incident neutron energy, while also allowing
for determination of the time-dependent random coincidence
background according to the method described in Ref. [39].
In short, the rate of random (background) coincidences, rb,
for a coincidence measurement between detectors i and j, is
described by the product of detection rates, ri and r j , and the
coincidence window width, �t , i.e.,

rb = rir j�t . (1)

In practice for the present experiment, ri and r j are the PPAC
fission rate, r f , and either the Li-glass or liquid scintillator
neutron detection rate, rn. Equation (1) can then be rewritten
in terms of background counts, b, as

b = r f rnnt�
2
t , (2)

with nt as the number of t0 signals, which is equivalent to
the number of micropulses in the experiment. Given that this
method is carried out in the experimental configuration (no
separate background measurement required) it was shown that
the neutron beam can be used a factor of 4 as efficiently
compared to an experiment that separately acquired the same
statistical precision on the experimental data and random
coincidence background. See Ref. [39] for a fully detailed
description of this random-coincidence background method.

While the statistical uncertainties of this method are neg-
ligible [39], a systematic error can be present in the random
coincidence background if rates change during the course of
an experiment. There are two primary sources of rate changes
during an experiment: predictable and unpredictable changes.
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Unpredictable rate changes are the result of, for example,
changes in beam intensity or changes in the amount neutrons
scattered from other flight paths to a Chi-Nu experiment,
among other sources. The only source of a predictable (i.e.,
well understood) rate change is the WNR beam structure. The
800-MeV proton beam is delivered to the WNR spallation
target in “micropulses” 150 ps wide and separated from neigh-
boring micropulses by ≈1.8 μs. Nominally, approximately
347 micropulses are contained within a larger beam pulse
called a “macropulse,” and macropulses are delivered to WNR
at an average rate of 100 s−1. As micropulses of beam are
delivered within a macropulse, beam intensity increases over
the first 10–20 micropulses before reaching a plateau, which
changes both the PPAC and neutron detector rates, but this
was avoided in data analysis by eliminating the first 100 μs of
each macropulse for both Li-glass and liquid scintillator data
sets. Additionally, as neutrons from the beam and also PFNS
neutrons scatter off objects in the experimental environment,
an ambient source of epithermal neutrons builds up within the
flight path. This buildup increases the neutron detector rate as
a function of time within a macropulse but does not alter the
PPAC rates appreciably. While the unpredictable rate changes
produce a systematic error in the background that is difficult
to quantify, the predictable rate changes produce a noticeable
deficit in the background with respect to the measured data
that must be corrected.

The remainder of this section describes methods to quan-
tify and correct for systematic uncertainties and errors in the
random coincidence background. Many of these details will
be described further in a forthcoming paper. However, we will
include all necessary details in this work because much of the
analysis in the rest of this section is presented here for the
first time. We will first address the background error from the
macropulse structure in Sec. II B 1 and systematic uncertain-
ties from rates changes over the course of the experiment in
Sec. II B 2.

1. Background error from macropulse structure

The macropulse structure impacted the low outgoing en-
ergy Li-glass results to a much greater extent than the liquid
scintillator results. This effect can be corrected by using a
simple method: Shift the PPAC timing by 1 micropulse in
either direction. This shift should result in a spectrum of
measured data that is entirely background since there are no
true {t f , tn} coincidences, i.e., the data and background (d
and b) from shifting the PPAC up (du and bu) or down (dd

and bd ) in time should be equal. However, an offset can be
observed between the data and background for shifts in either
direction. Furthermore, this offset is nearly identical for shifts
in either direction, and this offset appears to align well with
the apparent background deficit in the Li-glass results with
all detectors properly aligned in time. Although no apparent
deficit existed in the liquid scintillator results, application of
this procedure produced a small correction to the measured
background. Therefore, the total background, b, for both the
Li-glass and liquid scintillator data was determined to be

b = bo + 1
2 [(du − bu) + (dd − bd )], (3)

where bo is the random coincidence background determined
by the methods of Ref. [39] with the PPAC and neutron
detectors aligned in time. The term within square brackets
is the average background deficit with the PPAC shifted up
or down by one micropulse and is only applicable to the
analysis with no shift if rates vary linearly with time for any
set of three micropulses within a macropulse. Note that this
term is not itself a background, but only a modification to the
aligned background, b0. While the overall rate of neutron de-
tection varies nonlinearly over the course of a macropulse (see
Sec. III A), it can be shown that any set of three micropulses
in a macropulse do indeed vary linearly with time to within
0.064% within a Li-glass experiment and to within �0.001%
for a liquid scintillator experiment. Therefore, a systematic
uncertainty of 0.064% was applied to the term within square
brackets in Eq. (3) for the Li-glass analysis, as described in
the uncertainty analysis in Sec. III B, and was ignored for the
liquid scintillator analysis (see Sec. IV B).

2. Systematic uncertainty from random rate changes

Random rate changes over the course of an experiment
also impacted the background assessment for data collected
with both neutron detector arrays. Typically, the data for an
experiment are summed together before they are analyzed for
the random coincidence background, which based on Eq. (2)
yields the background spectrum

b = NR〈r f 〉〈rn〉〈nt 〉�2
t , (4)

where NR is the total of number of individual data “runs”
and the 〈〉 brackets indicate averages over the course of all
runs of the quantity inside. Alternatively, if the background
was calculated for each run before summing all of the data
together, then this random coincidence background would be
written as

b′ = NR〈r f rnnt 〉�2
t . (5)

If r f , rn, and nt are all constant, then Eqs. (4) and (5) yield
the same background spectrum, but in reality these values can
change from run to run. Therefore, Eqs. (4) and (5) are not
generally equivalent. However, assuming a consistent spec-
trum after the formation of each {t f , tn; t0} double coincidence,
the ratio of Eqs. (4) and (5) should be approximately equal to
the ratio of the background spectra after double coincidence
formation, i.e.,

b

b′ = NR〈r f 〉〈rn〉〈nt 〉�2
t

NR〈r f rnnt 〉�2
t

= 〈r f 〉〈rn〉〈nt 〉
〈r f rnnt 〉 . (6)

This ratio was calculated according to the r f , rn, and nt

values observed over the course of both Li-glass and liquid
scintillator experiments. Given that the treatment of Eq. (5)
is more correct in that it eliminates errors from run-to-run
rate variations, Eq. (6) might be initially interpreted as a
correction factor for the background from Eq. (4). However,
although runs were rejected from both the Li-glass and liquid
scintillator data sets if outlying values of rn, r f , or nt were
observed, these quantities are also changing during the course
of each run just as they do from run to run. Thus, this ratio
is interpreted as a systematic uncertainty on the background
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instead of systematic error correction. These uncertainties are
quantified for data collected with both neutron detector array
in Secs. III B and IV B.

C. MCNP simulations

It is common in neutron detection experiments to attempt
a measurement of the neutron detector efficiency with a
calibration source, such as a 252Cf spontaneous fission source
(see Ref. [11] and references therein). Alternatively, the effi-
ciency is sometimes determined via computer programs like
SCINFUL [20,40–43] or measured via reference resonances
or transmission spectrum measurements [44]. All of these
methods assume that the chosen neutron detectors have a
single efficiency curve, similar to usual treatments of γ -ray
detectors. However, the quantity that would be termed the
“neutron detection efficiency” depends heavily on the experi-
mental environment because of the high cumulative probabil-
ity for neutrons to scatter within the experimental environment
before detection. The scattering of neutrons leads to “down-
scattering,” the process through which neutrons appear at a
lower energy because of scattering in the environment. This
effect is typically used to describe two separate, but usually
indistinguishable experimental mechanisms: physical loss of
energy via scattering in the environment and total path length
increase. Both effects increase the amount of time it takes for
a neutron to travel to the detector and therefore decrease the
inferred energy calculated from neutron time of flight.

In efficiency measurements using the 252Cf(sf) PFNS, the
measured counts are divided by the 252Cf(sf) PFNS value at
the time-of-flight energy to determine a relative number of
counts expected for a given value of the PFNS. This correction
includes both the intrinsic neutron detection efficiency and
scattering corrections, but two issues arise from this approach.
First, if the experimental environment is changed from that of
the 252Cf(sf) measurement, then the interactions of neutrons
with the environment change, and the altered contributions to
each measured time-of-flight energy from scattering follows.
This would happen if, for example, the target was switched
to the isotope of interest. Even if the target components and
geometries are kept as identical as possible between the 252Cf
and another other isotope, there could still be effects that
change what would be the correct detector efficiency curve.
Second, and more importantly, the efficiency inferred from
the 252Cf(sf) PFNS is only appropriate for a measurement of
the 252Cf(sf) PFNS. Any change in the PFNS emitted from
the target changes the relative number of counts in each bin
that are from neutrons of the measured time-of-flight energy to
those that are from downscattering. Therefore, the efficiency
from a 252Cf(sf) measurement (effectively in units of counts
per PFNS value) is only an approximation when used in a
measurement of any other PFNS shape, especially considering
the wide variety of shapes that can result from neutron-
induced PFNS measurements across orders of magnitude of
neutron energy. The complication from this fact is that there
is no way to know how to properly correct a measurement of a
PFNS without first knowing the PFNS itself. The same state-
ments also apply to efficiency curves generated from the other

methods mentioned above that are applied to measurements
of various PFNS shapes in different environments.

To address this complicated issue, we have adopted an
analysis that employs highly detailed and customized MCNP
[45] simulations including essentially every aspect of the ex-
periment environment as well as detector response properties
such as time resolution, pulse height resolution, and other
effects to account for neutron scattering for each experiment.
Historically, MCNP X-PoliMi [46,47] simulations have been
validated with 252Cf(sf) measurements using a PPAC with
an identical internal construction as the 239Pu shown in this
work [48,49]; these simulations have been used for data anal-
ysis and PFNS extraction, though more complex issues have
recently been addressed via MCNP6 [50] and the PTRAC
output format [51–54] (see Secs. II D and III B). We have
also attempted to reduce the impact of neutron scattering
in a number of ways, including the creation of a 2-m-deep
“get-lost basement” below the experimental area to reduce
scattering from the floor.

In addition to the detailed studies of neutron scattering ef-
fects from experimental environments carried out for the Chi-
Nu experiment, the assumptions of scattering corrections re-
quired for past experiments have also been challenged. These
studies yielded altered interpretations of the literature results
that significantly influenced how literature data were treated in
PFNS evaluations [12,49,55]. Despite these efforts, scattering
still exists within the Chi-Nu experimental environment and
the use of MCNP simulations to extract the measured PFNS
shape from the experimental data (see Sec. II E) still requires
a priori knowledge of the measured PFNS. However, the
use of simulations to extract the underlying PFNS instead of
a measured reference affords the experimenter an important
capability that is not otherwise available: the ability to assign
a systematic uncertainty on the accuracy of the result. Within
simulation, the reference PFNS can be changed over a range
of potential PFNS shapes, each of which produces a slightly
different result because of scattering within the environment,
and the spread in these results can be used to assign this
systematic uncertainty. It is this last step that is missing from
efficiency measurements in previous works with 252Cf and
other similar methods.

D. PPAC angular efficiency and fission fragment anisotropies

The fission-fragment detection efficiency of the PPAC used
in these experiments is known to depend on the angle of
emission of the fission fragment with respect to the target
foil and is also believed to be sensitive to the fragment mass
to a lesser extent [31,56]. The natural course for measuring
the angular efficiency of the PPAC would be to measure
the number of fragments detected as a function of fragment
angle for an isotropic source. Unfortunately, the observed
PPAC signal has effectively no angular information and so
the fission fragment angle cannot be correlated with frag-
ment detection, thereby making a direct measurement of the
PPAC angular detection efficiency impossible. However, the
kinematics of neutrons emitted from fission fragments is such
that the highest-energy neutrons observed in a given neutron
detector are from fragments that are emitted directly toward
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FIG. 5. The mean PFNS energy as a function of laboratory detec-
tion angle with respect to the incident neutron beam for the incident
energy of E inc

n = 2−3 MeV is shown here for the present measure-
ment (black diamonds) and the corresponding MCNP6 simulation
(red circles). For this incident neutron energy bin the fragments are
emitted close to isotropically in the center-of-mass frame and there
is very little motion of the center of mass. Therefore, the pattern
observed in this figure is primarily a result of the PPAC angular
efficiency. See the text for a discussion.

that detector. It follows that the PFNS observed at angles cor-
responding to a lower fragment detection efficiency should be
softer (i.e., fewer high-energy neutrons and therefore a lower
mean spectrum energy). As a corollary to this statement, the
detectors perpendicular to lower-fragment-efficiency angles
will observe a harder spectrum. Indeed, this is precisely what
is observed for the 239Pu PFNS as a function of angle, an
example of which is shown in Fig. 5 as the black diamonds.

A connection must be made between the unmeasured fis-
sion fragment angles and the measured time-of-flight neutron
energies to address the issue of an unknown PPAC angular
efficiency. To accomplish this task, calculations of 239Pu
neutron-induced fission for 1 MeV increments from E inc

n =
1−20 MeV were carried out with the CGMF code [5] to
generate distributions of the emitted neutron energies and
angles corresponding to each fragments angle and for each
incident energy. Separately, MCNP6 simulations of neutrons
leaving each PPAC target were analyzed with the PTRAC
[51] output format to create distributions of emitted (initial)
neutron energies and angles as a function of measured neutron
time-of-flight energies and detector angles. Finally, for each
measured neutron energy and angle within the simulation,
the corresponding initial neutron energy and angle was used
to increment a total probability distribution for the fission
fragment angle that could have created the detected neutron.
An example of this distribution is shown in Fig. 6 after
integrating over all measured neutron angles in simulation.

The distribution in Fig. 6 can now have a weighting func-
tion, i.e., a PPAC angular efficiency curve, applied to the
different fragment emission angles. The simulation spectrum
associated with the chosen efficiency curve is then the y-axis
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FIG. 6. The distribution of neutron energies from time of flight
as a function of fragment emission angle generated via the methods
described in Sec. II D.

projection of Fig. 6. The mean energy trend as a function of
angle shown in Fig. 5 was used as guidance for the accuracy
of the applied efficiency curve. For the purposes of this work,
efficiency curves were varied manually to arrive at a reason-
able estimate of the PPAC angular efficiency such that the
effect of this efficiency could be studied. The result of these
variations is shown as the red circles in the same figure. The
efficiency curve itself was assigned a 10% uncertainty across
all fragment angles, and this was used to estimate the covari-
ance associated with the PPAC angular efficiency described
in Sec. IV B. While the MCNP/CGMF reproduction of this
pattern of mean energy as a function of neutron detection
angle is not within 1-σ agreement at the angles near 90◦,
by design of the Chi-Nu experiment [57] the angle-integrated
result of data from each detector angle is similar to the input
PFNS spectrum for the simulation, implying that this source
of systematic error and uncertainty has a minimal impact on
the PFNS results. Nonetheless, more sophisticated methods
for reproducing this feature of the measured data will be
investigated in future work.

The CGMF code was also used to study the possibility of
a bias in our PFNS results from kinematic effects and from
fission fragment anisotropies [58,59]. CGMF calculates the
kinematic effects on fragments and the emitted neutrons and
includes fission fragment anisotropies using the result of a fit
to literature fragment anisotropy data [60–65]. The impact of
the total fragment anisotropy (the combination of kinematics
and intrinsic fragment anisotropies) was tested by generating
probability distributions of the total fragment anisotropy as
a function of incident energy for multiple incident energies
from 1–20 MeV. These distributions were used as a weighting
for the distribution shown in Fig. 6 and compared to the result
with no kinematics or fragment anisotropies. This method is
analogous to that used to test the impact of the PPAC angular
efficiency. The largest impact observed from these effects was
a change by 0.22 keV (≈0.009%) on the average PFNS en-
ergy. Given the small size of this effect, fragment anisotropies
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and kinematics were disregarded for the uncertainty analysis
in this work. The PPAC angular efficiency was the dominant
source of uncertainty relating to fission fragment emission and
detection.

E. The ratio-of-ratios method

The ratio-of-ratios method [49] was used to generate the
PFNS results shown in this work. The general form of the
unnormalized ratio-of-ratios expression is

pi = di − bi

Fi
, (7)

where the subscript, i, refers to the PFNS energy, Ei, at which
the PFNS data point, pi, is reported. Energy bins were chosen
at 20 bins per decade of neutron energy to ensure sufficient
statistical precision for each energy bin. The parameters d, b,
and F are the measured counts in the data from either the
Li-glass or liquid scintillator detectors, the background cal-
culated according to Sec. II B, and the correction factor for
detector efficiency and environmental scattering, respectively.
The F factor is calculated using MCNP simulation spectra
generated using the environmental detector response matrix
formalism used at Chi-Nu [66,67], and the response matrix
itself was calculated with MCNP X-PoliMi [46] including
time resolution, pulse-height resolution, and other relevant
features of the detector response [49]. The F correction factor
is described by

Fi = 1

ν

ν∑
π=1

cπ,i

pπ,i
, (8)

where the index π denotes a unique PFNS distribution, pπ,i is
the PFNS, pπ , evaluated at Ei, and cπ,i is the counts from a
simulation carried out with PFNS pπ in the bin corresponding
to energy Ei. The Fi sum is over ν different PFNS distribu-
tions, chosen to vary widely enough such that they are likely
to contain the desired 239Pu PFNS. These distributions are the
following:

(1) Watt spectrum with a = 0.988 MeV and
b = 2.249 MeV−1 (to resemble a 235U PFNS),

(2) Watt spectrum with a = 0.966 MeV and
b = 2.842 MeV−1 (to resemble a 239Pu PFNS),

(3) Watt spectrum with a = 1.025 MeV and
b = 2.926 MeV−1 (to resemble a 252Cf PFNS),

(4) The 252Cf(s f ) evaluation of Ref. [68],
(5) A low-incident-energy 239Pu PFNS from ENDF/B-

VII.1 [14].

See Eq. (31) for the Watt spectrum functional form. This
parameter corrects for neutron detection physics (i.e., intrinsic
detection efficiency) and multiple-scattering effects by calcu-
lating the average ratio of the measured foreground counts to
the true underlying PFNS distribution. However, neutrons of
different initial energies interact differently with the experi-
mental environment, and so this ratio is not a constant for all
pπ , which will result in a systematic uncertainty described in
Secs. III B and IV B. PFNS shapes were calculated separately
for both the Li-glass and liquid scintillator data sets and then
combined as described in Sec. V.
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FIG. 7. An example spectrum of the number of fissions observed
as a function of time within a macropulse for three micropulses. See
the text for a description of the two varieties of wraparound. The
exponential extrapolation of the low-energy wraparound is shown
as the blue dashed line with the uncertainty band shown as the
shaded region. The relative time is defined such that pulse 1 begins
at approximately 0 μs.

F. Wraparound corrections to the PFNS results

A correction was made to the PFNS results shown here
for the “wraparound” effect. We will first briefly describe
the origin of this effect: experiments using pulsed, white
sources of incident neutrons are subject to effects amounting
to contamination of the assumed incident neutron spectrum
from neighboring incident neutron pulses. In fact, there are
two effects that could be termed as wraparound, which we
will call high- and low-energy wraparound. High-energy
wraparound occurs when the high-energy neutrons from the
next pulse arrive at a detector (the PPAC, in this case) at
a time corresponding to slower neutrons from the present
pulse. High-energy wraparound is shown in Fig. 7 as pulse 2
contaminating pulse 1 at approximately 1.8 μs. In practice,
this effect can be identified because, among other things,
the incident neutron flux sharply increases as the next pulse
arrives, and so the entire issue is avoided by placing a lower
limit on the reported incident neutron energies. It is the high-
energy wraparound effect that drives the low-energy threshold
of E inc

n = 1 MeV for this work.
On the other hand, low-energy wraparound occurs when

low-energy incident neutrons from the previous pulse arrive at
the detector at a time corresponding to higher energies from
the present pulse. Low-energy wraparound is demonstrated in
Fig. 7 as the low-energy neutrons from pulse 0 contaminating
pulse 1. In principle, the low-energy neutrons from pulse 0
and every other preceding pulse also contaminate the inferred
incident neutron spectrum in an analogous way, but contam-
inations from additional pulses are negligible. This effect
is more difficult to quantify, it cannot be cleanly removed
from the data, and a correction must instead be applied to
the PFNS results based on the incident neutron flux pattern.
The treatment of low-energy wraparound is the focus of this
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section. This treatment is split into two parts: the fractional
contamination of the counts measured at each incident neu-
tron energy (i.e., the fraction of the counts at each incident
energy from wraparound) and the shape of the contaminant
PFNS from the wraparound incident neutrons. These effects
and their associated covariance derivations are discussed in
Secs. II F 1 and II F 2, respectively, and the total correction
applied to the data is described in Sec. II F 3.

1. Low-energy wraparound contamination fraction

The wraparound contamination fraction can be estimated
by looking at the number of fissions detected as a function
of time within a macropulse, as is shown in Fig. 7. The low-
energy (long-time) tail of pulse 0 is fit with an exponential as-
suming a diagonal statistical covariance matrix for the counts
shown in Fig. 7, and the extrapolation of this fit into pulse 1
is used to estimate the low-energy wraparound contamination.
The centroid result of the fit is shown in Fig. 7 as the dashed
line, and the shaded region shows the 1-σ uncertainty band on
the fit derived by a Monte Carlo sampling of the covariance
from the exponential fit. For each time bin within the incident
energy range of interest for pulse 1 (E inc

n = 1−20 MeV corre-
sponds to approximately 0.281−1.484 μs) the exponential fit
in Fig. 7 estimates the low-energy wraparound contamination
fraction, x(t ), defined by

x(t ) = e(t )

c(t )
, (9)

where e(t ) and c(t ) are the exponential fit and counts at time
t , respectively. The covariance matrix for x(t ) is derived from
the diagonal c(t ) covariance matrix and the nondiagonal e(t )
covariance matrix. The e(t ) covariance matrix is output from
the fit in parameter space and is converted to time space before
use in the x(t ) covariance matrix. There is no covariance
between e(t ) and c(t ). Thus,

cov[x(t )]i j = x(ti )x(t j )

{
cov[e(t )]i j

e(ti )e(t j )
+ δi jcov[c(t )]i j

c(ti )c(t j )

}
, (10)

= x(ti )x(t j )

{
cov[e(t )]i j

e(ti )e(t j )
+ δi j

c(ti )

}
, (11)

where δi j is a Kronecker δ function for time bins i and j.
Rather than convert these contamination fractions to energy
space and apply them individually to each incident energy
range, an average contamination fraction, x̄, was calculated
as

x̄ = 1

Nt

Nt∑
i=1

x(ti ), (12)

where Nt is the total number of time bins considered and

var[x̄] =
Nt∑

k=1

Nt∑
l=1

[
∂ x̄

∂x(tk )

]
cov[x(t )]kl

[
∂ x̄

∂x(tl )

]
, (13)

=
Nt∑

k=1

Nt∑
l=1

cov[x(t )]kl

N2
t

. (14)

The average contamination fraction resulting from this proce-
dure was x̄ = 0.0290(49), and it is this value that was assumed
for the low-energy wraparound correction.

It should be noted that the spectrum in Fig. 7 corresponds
to the number of fissions as a function of time within a
macropulse after forming coincidences between measured
t0, fission, and neutron signals and also after application of
additional gates to select neutrons from the acquired data
(see Secs. III A and IV A). Therefore, the spectrum in Fig. 7
corresponds only to counts that made it through to the final
result, which is the appropriate quantity for this correction.
While it might be assumed that the same answer should
result if the contamination fraction was estimated with the
counts in the equivalent spectrum of Fig. 7 before these
additional analysis steps, the contamination fraction would
actually be 0.0734(37) in this case. The most obvious reason
for this change in the contamination fraction is that ν̄(E inc

n ),
the average number of neutrons emitted per fission, increases
with increasing incident neutron energy, and so there are
more opportunities for detecting a neutron in coincidence
with a measured fission. However, ignoring the important
effects of the energy dependence of the neutron detection
efficiency and changes in PFNS spectrum as a function of
incident neutron energy, this effect should only account for a
decrease in x̄ by ν̄(E ′inc

n )/ν̄(E inc
n ), where E ′inc

n corresponds to
the wraparound incident neutron energy. At most, this should
decrease x̄ from 0.0734 to approximately 0.0423 based on
the ν̄(E inc

n ) ≈ 5 and ν̄(E ′inc
n ) ≈ 3 for E inc

n = 20 MeV with a
smaller change expected for lower incident neutron energies
[69–72]. The further reduction in x̄ results from the analysis
described in Secs. III A and IV A and is likely the result of data
reduction from coincidence analysis and gating. Regardless of
the reasons behind the measured x̄ after analysis of the spectra
from each detector type, the number of fissions that reach
the final analysis (i.e., those shown in Fig. 7) is the relevant
quantity for correcting the PFNS results for the low-energy
wraparound effect.

2. Wraparound contaminant PFNS shape

Considerations of the PFNS shape corresponding to the
low-energy wraparound incident neutrons requires careful
thought. The most obvious issue with defining this shape
is that the wraparound energy corresponding to each inci-
dent energy is unique. The wraparound energy ranges from
0.215 MeV at E inc

n = 1 MeV to 0.522 MeV at E inc
n = 20 MeV,

and so the shape of the low-energy wraparound PFNS changes
as a function of the measured incident neutron energy. The
natural choices for characterizing this wraparound PFNS
shape would be either a measurement of the PFNS at these
energies or an evaluation PFNS at the wraparound ener-
gies. Unfortunately, the high-energy wraparound prevents the
PFNS at the wraparound energies from being reported in this
work. Alternatively, a reasonable approximation might be to
extrapolate a nuclear data evaluation such as ENDF/B-VIII.0
[15] to the correct wraparound energy for each measured
incident neutron energy. However, this choice is also not ideal
because, as will be shown in Sec. VI, the results presented
here do not perfectly agree with ENDF/B-VIII.0 or any other
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nuclear data evaluation, which implies that choosing one
of these evaluations would inappropriately bias the results
toward the chosen evaluation. For these reasons the lowest
incident energy PFNS reported in this work was used to
characterize the low-energy wraparound PFNS shape. This
choice is supported by two observations made when quanti-
fying the wraparound correction: (1) the correction made to
the lowest incident neutron energy PFNS spectrum reported
here assuming the E inc

n = 500 keV ENDF/B-VIII.0 PFNS
is essentially negligible, and (2) the correction to the PFNS
shapes at higher incident neutron energies in this work is
similar to that calculated when using the ENDF/B-VIII.0
PFNS at E inc

n = 500 keV, both of which suggests that the
lowest incident energy PFNS reported here is sufficient for
this correction. An additional advantage of this approach is
that the data analysis is self-contained and does not rely on the
use of some particular evaluation that happens to be available
today.

Rather than directly using the measured PFNS at the
lowest reported incident energy to correct the PFNS shapes
at all higher incident energies, thereby propagating statis-
tical fluctuations, a Watt spectrum [2,3] fit was performed
instead, and the result of this fit was used as the shape of
the wraparound contaminant PFNS. This fit to the PFNS
at E inc

n = 1.0−2.0 MeV included the complete experimental
covariance matrix of the PFNS before corrections for the
low-energy wraparound effect, and the overall scaling of the
Watt function was defined at each iteration rather than being
included as an additional fit parameter. Both of these features
of the fit were incorporated via the TMinuit class [73] of
the ROOT data analysis framework [74]. The fit resulted in
the Watt parameters a = 1.0464(36) and b = 2.258(35) with
a parameter correlation of −0.614. Again, see Eq. (31) for
the Watt spectrum functional form. The parameter covariance
was converted to an energy-space covariance matrix binned
exactly as the PFNS data.

3. Application of the low-energy wraparound correction

The low-energy wraparound correction was applied to the
PFNS points, pi, at all but the lowest incident neutron energy
(since this was used to derive the wraparound contaminant
PFNS shape) using the relation

p′
i = pi − x̄Wi

1 − x̄
, (15)

where Wi is the value of the Watt spectrum wraparound fit
at PFNS energy Ei, x̄ is the average wraparound contamina-
tion factor described in Eq. (12), and p′

i is the wraparound-
corrected PFNS value at the same PFNS energy. Note that this
correction is applied to the PFNS data before the combination
of different detectors and normalization described in Sec. V.
However, this correction requires that the unnormalized PFNS
data be scaled such that the centroids are in the same relative
position as in the normalized PFNS. Thus, the area of both the
unnormalized PFNS and the Watt function is equal to unity
and including the 1 − x̄ term in the denominator preserves this
area for the wraparound-corrected PFNS. The covariance of

the wraparound-corrected PFNS is

cov[p′]i j = ∂ p′
i

∂ pi
cov[p]i j

∂ p′
j

∂ p j
+ ∂ p′

i

∂Wi
cov[W ]i j

∂ p′
j

∂Wj

+ ∂ p′
i

∂ x̄
var[x̄]

∂ p′
j

∂ x̄
, (16)

= cov[p]i j

(1 − x̄)2
+ x̄2cov[W ]i j

(1 − x̄)2

+ var[x̄]

[
pi − x̄Wi

(1 − x̄)2
− Wi

(1 − x̄)

]

×
[

pj − x̄Wj

(1 − x̄)2
− Wj

(1 − x̄)

]
. (17)

The uncertainty analyses described in Secs. III B and IV B are
contained within the cov[p] term, and the data discussed in
Sec. V have been corrected in this manner for the low-energy
wraparound effect. In this work, this is the only source of
uncertainty correlating the Li-glass and liquid scintillator data
sets prior to the normalization procedure described in Sec. V.

III. Li-GLASS ANALYSIS

A. Data analysis

Neutron detection in 6Li-glass detectors proceeds via the
6Li(n, t) reaction, which has a Q value of 4.784 MeV, a reso-
nance at approximately 240 keV, and is a standard up through
1 MeV [15,75]. All of these features make neutron detection
via 6Li(n, t) attractive for low-energy neutrons. However, the
large thermal cross section for the 6Li(n, t) reaction also
makes these detectors especially susceptible to the buildup of
epithermal neutrons in the experimental flight path area, as
described in Sec. II B. An example of the number of neutrons
detected in a 6Li-glass detector (including background neu-
trons) as a function of time within the macropulse is shown in
Fig. 8. The Li-glass rate change shown in Fig. 8 required the
use of the methods described in Sec. II B in order to correctly
determine the random coincidence background for Li-glass
data.

Neutrons determined to be part of a valid double coin-
cidence are processed in terms of neutron kinematics from
the PPAC to the Li-glass detector. An example kinematic
spectrum for 6Li-glass detectors is shown in the top panel
of Fig. 9. The region within the solid (red) kinematic gate
contains neutrons along the expected kinematic curve for
neutrons traveling from the PPAC to a neutron detector. The
counts within the vertical line at tn − t f = 0 ns correspond to
fission γ rays, the parallel vertical band at tn − t f ≈ 10 ns cor-
responds to other reactions within the glass, and the horizontal
band at 0.1 V μs contains both low-energy fission neutrons
and the random coincidences formed by epithermal neutrons.
The counts within the kinematic gate in the top panel of Fig. 9
are converted to outgoing neutron energy via time of flight.
This spectrum is shown in the bottom panel of Fig. 9 for an in-
cident neutron energy of E inc

n = 2.0−3.0 MeV (corresponding
to an average incident energy of 〈E inc

n 〉 = 2.514 MeV) with
the random coincidence background determined according to
Ref. [39]. The bump in this spectrum at Et = 240 keV is from

034615-10



MEASUREMENT OF THE 239Pu(n, f ) PROMPT … PHYSICAL REVIEW C 102, 034615 (2020)

s)µTime within a Macropulse (
0 100 200 300 400 500 600 700

C
ou

nt
s

0

50

100

150

200

250

300

350

400

450

500

FIG. 8. Number of neutron detections as a function of time
within a macropulse for a 6Li-glass detector. The y-axis maximum
is reduced well below the maximum number of counts to emphasize
the changes in neutron detection rate. See the text for a discussion.

the 6Li(n, t) resonance at approximately the same energy. The
measured data spectrum consists of >99% background at the
lowest energies.

The Li-glass PFNS results reported in this work were
calculated via the method described in Sec. II E using the
response matrix methodology described in Ref. [66]. The
Chi-Nu Li-glass response matrix with a 239Pu PPAC is shown
in Fig. 10. To briefly summarize the details of this matrix
discussed in Refs. [52,66], this response matrix describes
the interaction between PFNS neutrons and the experimental
environment as a function of PFNS neutron energy and the
measured time-of-flight neutron energy. Neutrons near the di-
agonal correspond to neutrons that were emitted from the tar-
get and detected in a Li-glass detector with either no scattering
or a small number of scatters that did not impact the total time
of flight before detection. Every other neutron in this matrix
scattered at least once before detection and did so in such
a way that significantly extended the neutron time of flight
compared to that of the PFNS neutron energy. Note that while
this process (downscattering; see Sec. II C) always yields a
measured energy that is lower than the desired PFNS energy, it
can produce counterintuitive effects that must be understood.
For example, as was discussed in Ref. [67], a neutron with an
energy just above the 240-keV 6Li(n, t) resonance energy can
reach a detector faster than a neutron at the resonance energy,
but then undergo a scattering reaction quickly followed by
a capture on the resonance without significantly altering the
measured time of flight. This yields an excess of counts above
the 240 keV resonance peak observed in the data, which shifts
the centroid energy of the observed resonance peak up by
20–30 keV. This specific effect becomes an issue if, for exam-
ple, the 6Li(n, t) resonance is used to calibrate the timing of an
experiment, as was done in Ref. [44]. Similar effects impact
the entire measured neutron spectrum, further emphasizing
the fact that the concept of a single neutron detector efficiency
is not a reliable concept for neutron detection experiments.
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FIG. 9. Top: A kinematic spectrum for neutrons determined to
be part of a valid double coincidence. Bottom: A spectrum of
the measured data (black, solid line) and the random coincidence
background spectrum (red, dashed line) for incident neutron energy
E inc

n = 2.0−3.0 MeV, which corresponds to an average incident en-
ergy of 〈E inc

n 〉 = 2.514 MeV. Counts per bin are plotted versus an
outgoing neutron energy calculated from the time of flight from the
PPAC to the 6Li-glass neutron detector, assuming a straight-line path.
See the text for a discussion of both figures.

B. Uncertainty quantification

While there are only three parameters in Eq. (7), sources
of statistical and systematic uncertainty arise from multiple
aspects of the analysis. The counts in the raw data spectrum
acquired from the experiment, which include both foreground
and background, have a simple statistical uncertainty equal to
the square root of the counts and no off-diagonal correlations.
This diagonal covariance matrix is represented as

cov[d]i j = δi jdi. (18)

The δi j is a Kronecker δ. The values in this matrix represent
the statistics of the measured data.

The covariance of the Li-glass background contains both
statistical and systematic uncertainties, according to the meth-
ods described in Sec. II B. Although the statistical uncertainty
on the calculated random coincidence backgrounds is neg-
ligibly small [39], there is a statistical component from the
data collected when the PPAC detection times are shifted by
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FIG. 10. The Chi-Nu Li-glass response matrix including a 239Pu
PPAC is shown here. This matrix was calculated with MCNP X-
PoliMi.

one micropulse up and down with respect to the Li-glass
neutron detections. Systematic components also arise from
both neutron detection rate changes as a function of time
within a macropulse and random changes in the fission rate,
neutron rate, and number of micropulses in a run. Following
Eq. (3), the covariance of the Li-glass background has the
form

cov[b]i j = δi j

[
du + dd

4

]
+ σ 2

b,r

[
bo,ibo, j + σ 2

b,l

×
(

bu,ibu, j + bd,ibd, j

4

)]
. (19)

The parameter σb,r is the systematic uncertainty percentage
from random rate changes during this Li-glass experiment
calculated according to Eq. (6), equal to 0.51% for this data
set, and σb,l is the systematic uncertainty associated with the
assumption that any three micropulses vary linearly so that
Eq. (3) is valid, equal to 0.064% here.

The F multiple-scattering correction factor in Eq. (7) con-
tains both statistical and systematic uncertainties. Statistical
uncertainties arise from statistics in the response matrix used
to calculate the various simulated spectra and are small com-
pared to the systematic effects. Nonetheless, they are included
in the form

cov[F ]i j,stat = δi j

ν2

ν∑
α

ν∑
β

n∑
k=1

Rik pαk pβk

p2
ok pαi pβi

. (20)

In this equation, pα and pβ correspond to the ν different
PFNS shapes used in the ratio-of-ratios method (see Sec. II E),
po is the original PFNS shape used as an energy weighting
distribution for the response matrix in Fig. 10 (see Ref. [66]),
i and j are indices corresponding to the n different time-of-
flight measured outgoing energy bins of the simulation, k is an

index corresponding to the initial neutron energy upon leaving
the target (i.e., the true PFNS neutron energy), and the Rik

are the counts in the response matrix at the bin corresponding
to measured neutron energy bin i and initial neutron energy
bin k.

Each different PFNS distributions chosen for calculation of
F predicts a different multiple-scattering correction, and the
spread in these corrections implies a systematic uncertainty in
the predicted correction via F . This systematic uncertainty is
calculated according to

cov[F ]i j,syst = 1

ν − 1

ν∑
α

(
cαi

pαi
− Fi

)(
cα j

pα j
− Fj

)
, (21)

where cα,i and cα, j are the counts in the simulation (i.e.,
projection of the response matrix) corresponding to PFNS
shape α and outgoing neutron bin i and j, respectively. The
spread of these corrections is significant for the Li-glass
data, especially at low outgoing neutron energies (≈3−4% at
10 keV), but is smaller for higher-energy neutrons detected
with the Li-glass detectors.

The largest additional uncertainty source arising from the
MCNP simulation used in this work was determined to be
uncertainties in the 6Li(n, t) cross section itself. Despite the
fact that this cross section is a standard, it impacts all areas of
the measured spectrum in multiple ways, and so this cross sec-
tion was varied according to its covariance utilizing implicit-
capture simulations with MCNP6 and MCNPTools with the
PTRAC output format (see Ref. [52] for a full description of
this procedure). This additional source of systematic uncer-
tainty was incorporated directly from the results of Ref. [52],
and corresponds to the covariance matrix

cov[m]i j = σmi j . (22)

Note that these uncertainties are applied to the foreground
counts, i.e., d − b, since they apply to the counts acquired
from the Monte Carlo. While it is apparent from Fig. 10 that
multiple other reactions also impact the measured spectrum
[e.g., 27Al(n, n), 16O(n, n), etc.], the impact of the uncertainty
of these reactions on the present results is assumed to be
significantly smaller than that of 6Li(n, t) since every detected
neutron has to be captured through this reaction. Therefore,
these additional sources of systematic uncertainty are ignored
for the present results, but could be explored in the future.

Additional sources of uncertainty that were explored for
the liquid scintillator detectors but not for the Li-glass de-
tectors are uncertainties relating to the choice of MCNP
postprocessing parameters and to the PPAC angular efficiency.
Definition of Li-glass MCNP postprocessing parameters such
as time resolution, pulse height gain, pulse height resolution,
and kinematic gate placement benefit from the existence of the
240-keV resonance in the 6Li(n, t )α reaction. This resonance
creates a distinct feature in both the data and simulation that
allowed for these parameters to be accurately defined, and
the lack of such a feature in the liquid scintillator spectra
resulted in the need for an additional systematic uncertainty
in the liquid scintillator results. The PPAC angular efficiency
systematic was ignored for the Li-glass detectors because, as
discussed in Sec. II D, the loss of fragments emitted at certain
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FIG. 11. Number of neutron detections as a function of time
within a macropulse for liquid scintillator data. The y-axis maximum
is reduced to emphasize the changes in neutron detection rate. See
the text for a discusion.

angles primarily causes a loss of the highest-energy neutrons
emitted at angles similar to the inefficient fragment detection
angles. Given that the Li-glass detectors are measuring low-
energy neutrons, this effect is believed to be much smaller
than the other uncertainty sources already described in this
section.

Propagation of these uncertainties yields the unnormalized
Li-glass covariance matrix defined as

cov[p]i j = 1

FiFj
(cov[d]i j + cov[b]i j

+ cov[m]i j + pi p jcov[F ]i j ). (23)

Examples of this unnormalized covariance matrix are shown
in Sec. V alongside similar matrices from the liquid scintilla-
tor detectors.

IV. LIQUID SCINTILLATOR ANALYSIS

A. Data analysis

As opposed to Li-glass detectors in which neutrons are
captured in the detection medium, neutron scattering on hy-
drogen and carbon are the primary detection reactions for
liquid scintillators. Although the dynamic range of these
detectors was tuned to provide a reasonable overlap with
the Li-glass detectors, these detectors are naturally more
sensitive to higher-energy neutrons, and so, in principle, these
detectors should be less sensitive to the buildup of epithermal
neutrons within the Chi-Nu experimental area. An equivalent
plot of Fig. 8 for the liquid scintillator detectors is shown in
Fig. 11. Whereas the Li-glass detectors display a nonlinearly
increasing baseline of counts over the course of a macropulse,
the count rate for the liquid scintillator detectors rises
sharply at short times but then becomes nearly constant after
approximately 75 μs, implying that the background correc-
tions for predictable rate changes described in Sec. II B were
not necessary.

s)μLiquid Signal Integral (V 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

P
S

D
 V

al
ue

 (
T

ai
l/T

ot
al

 R
at

io
)

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

0.28

1

10

210

310

FIG. 12. An example of a liquid scintillator PSD spectrum is
shown here. The gate for neutrons is shown as the area bounded by
the red line.

In addition to neutrons, liquid scintillator detectors have a
nonnegligible efficiency for detecting γ rays. These γ rays are
then a potential background for the desired neutrons because
the neutron signals are not boosted by a reaction Q value, as is
the case with Li-glass detectors. The pulse-shape discrimina-
tion (PSD) properties of liquid scintillators and also reaction
kinematics were exploited to separate counts from neutrons
and γ rays. An example PSD spectrum for Chi-Nu liquid scin-
tillator detectors during this experiment is shown in Fig. 12
with the chosen gate to select on neutrons. The horizontal
band of counts below the PSD gate corresponds to γ rays that
are excluded from the data analysis. The top panel of Fig. 13
shows an example kinematic spectrum for neutrons traveling
from the PPAC to a liquid scintillator with a kinematic gate
used to select PFNS neutrons shown in red. The bottom
panel of Fig. 13 shows an example spectrum of the acquired
data and background for the incident energy range E inc

n =
2.0−3.0 MeV after application of PSD and kinematic gates.

Following the same procedure described in Sec. III A,
the response matrix for the liquid scintillator experimental
environment was created with MCNP X-PoliMi simulations
and is shown in Fig. 14. Features in this matrix are gener-
ally similar to those in Fig. 10, though fewer environment
interactions are apparent in the matrix. This is reflective of
the fact that counts from the liquid scintillator detectors were
less impacted by environmental scatters overall, though clear
structures corresponding to various reactions and objects in
the experimental environment can be seen. The counts in this
matrix were handled identically to the Li-glass analysis to
calculate the liquid scintillator PFNS results shown in this
work.

B. Uncertainty quantification

Statistical uncertainties on the liquid scintillator data, back-
ground, and F multiple-scattering correction factor, as well as
the systematic uncertainties on F and the background were
handled identically for both the liquid scintillator and Li-glass
data. The statistical and systematic contributions to the F
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FIG. 13. Top: A kinematic spectrum for neutrons determined
to be part of a valid double coincidence. Bottom: A spectrum of
the measured data (black, solid line) and the random coincidence
background spectrum (red, dashed line) for an incident neutron
energy of E inc

n = 2.0−3.0 MeV, which corresponds to an average
incident energy of 〈E inc

n 〉 = 2.514 MeV. See the text for a discussion
of both figures.

uncertainty sum in quadrature to less than 1% for the majority
of the reported PFNS neutron energy range, which is a reflec-
tion of the fact that the contribution to background from neu-
tron scattering is smaller for higher neutron energies (above
1–2 MeV). The liquid scintillator background was impacted
by the same effects that influenced the Li-glass background
measurement, but to a much lesser extent as a smaller percent-
age of the measured data resulted from random backgrounds.
This background has the same form as in Eq. (19), but with
σb,r , the systematic uncertainty from random rate changes dur-
ing the course of an experiment calculated from Eq. (6), equal
to 0.133%, and σb,l , the systematic uncertainty associated with
the assumption that any three micropulses in a macropulse
vary linearly with time, set to 0 as it was found to be negligible
for the data after 100 μs in a macropulse included in the
analysis here. Note that σb,r , would have been much higher
if careful cuts on fission rates, neutron rates, and number of
micropulses in a run were not enforced.

As was stated in Sec. III B, the systematic uncertainties
relating to MCNP postprocessing parameters were not neg-
ligible for liquid scintillator analysis. Specifically, the pulse-
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FIG. 14. The Chi-Nu liquid scintillator response matrix includ-
ing a 239Pu PPAC is shown here. This matrix was calculated with
MCNP X-PoliMi.

height gain and pulse-height resolution parameters carried
a systematic uncertainty driven by the pulse-height cutoff
employed in the experimental data analysis (see the top panel
of Fig. 13 or the left-hand side of Fig. 12). This pulse-height
cutoff was employed to reduce the data to only those counts
that are reliably described by the physics of liquid scintil-
lator neutron detection, thereby making our PFNS results
not dependent on a description of the experimental loss of
counts as a function of decreasing pulse height resulting from
PMT characteristics and detector thresholds in the MCNP
simulation. However, this cutoff also implies that the MCNP
simulation matching to the data at low pulse heights is sensi-
tive to the accuracy of the pulse-height gain and pulse-height
resolution since both of these effects can cause simulated
counts to be included or excluded. This source of uncertainty
is then concentrated at the lower PFNS energies of the liquid
scintillator data and was part of the driver for the low-energy
cutoff of approximately 850 keV outgoing neutron energy
from time of flight for the liquid scintillator results shown
in this work. This source of uncertainty was assumed to be
the largest source of MCNP-related systematic uncertainties
for the results shown here, and so uncertainties relating to
nuclear physics included in the MCNP are not quantified. A
detailed sensitivity study would be required for a thorough
determination of the systematic uncertainties on the Li-glass
and liquid scintillator PFNS results shown here, as well as the
correlations between them, resulting from uncertainties in all
cross sections encountered in the Chi-Nu MCNP simulation.
Although an innovative framework for cross section variation
within an MCNP simulation has been put forth and employed
for the 6Li(n, t )α reaction [52], this full sensitivity study is
outside the scope of this work. Covariances for the liquid
scintillator MCNP parameter definitions were assessed via
Monte Carlo variation of the parameters within limits con-
strained by the experimental data and are contained within the
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covariance cov[r]i j in Eq. (24). These are covariances on the
unnormalized liquid scintillator PFNS values themselves.

Finally, the covariance relating to the PPAC angular ef-
ficiency (cov[ε]i j) was assessed for the liquid scintillator
spectra. Given the PPAC efficiency curve estimated using
the method described in Sec. II D, a Monte Carlo variation
of this efficiency curve was carried out using the estimated
10% uncertainty on this curve as the 1-σ for a randomly
sampled Gaussian at each fragment angle. This variation
yielded a covariance matrix on the liquid scintillator PFNS
values that was incorporated into the total unnormalized liquid
scintillator covariance matrix. This covariance corresponds
to roughly a 0.4% additional uncertainty on the mean liquid
scintillator PFNS energy. The total unnormalized covariance
for the liquid scintillator PFNS in this work can be written as

cov[p]i j = 1

FiFj
(cov[d]i j + cov[b]i j + pi p jcov[F ]i j )

+ cov[r]i j + cov[ε]i j . (24)

V. COMBINED PRESENTATION OF Li-GLASS AND
LIQUID SCINTILLATOR PFNS RESULTS

It was shown in Ref. [26] that evaluated PFNS shapes
require a normalization, and this was recently extended to
experimental shape measurements in Ref. [28]. Both of these
works establish the need to normalize a shape in order to
obtain only the covariance relating to uncertainty in a shape.
This guidance might seem to imply that both the Li-glass and
liquid scintillator spectra need to be normalized separately
before they can be reported, but the correct analysis requires
more careful attention to details. First, the analysis methods
described earlier in this work are separately applied to the Li-
glass and liquid scintillator data within each incident energy
bin are identical across all incident energies but separate
for each detector type; the Li-glass F multiple-scattering
correction factor and covariance, the relative (%) background
covariance, and the relative MCNP nuclear physics covariance
are identical for the Li-glass PFNS in each incident energy
range, and similarly, the liquid scintillator F factor and co-
variance, relative background covariance, relative MCNP pa-
rameter covariance, and PPAC angular efficiency covariance
are identical for each incident energy range. All of these
facts create strong correlations between the PFNS results at
each incident energy for each respective detector type and
make clear the need to define a covariance matrix not just
between PFNS points of a single detector type or between
PFNS points of both detector types within an incident energy
range, but between all PFNS points of both detectors across
all incident neutron energies. Therefore, a single covariance
matrix describing the entirety of the Chi-Nu results for the
239Pu PFNS must be generated in order to adequately report
the Chi-Nu PFNS results, as should be done with any other
data set reported over multiple incident energies with similar
analyses at each energy.

The constant relative covariances were used with the un-
normalized PFNS centroids from each detector type to gen-
erate the covariance elements between PFNS measurements
with different incident energies (i.e., the off-E inc

n -diagonal
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FIG. 15. The unnormalized correlation matrix associated with
both the Li-glass and liquid scintillator PFNS for E inc

n =
1.0−2.0 MeV is shown here. This matrix and those all other E inc

n

ranges reported in the work result directly from the covariance in
Eqs. (23) and (24).

elements) of the 239Pu covariance matrix. The correlation
matrices associated with the Li-glass and liquid scintillator
spectra for E inc

n = 1.0−2.0 MeV are shown in Fig. 15. The
same procedure is identically applied to the PFNS points
corresponding to all E inc

n bins, which results in a strong posi-
tive correlation between points from the same detector type
but a weak correlation between points of different detector
types. The data are most conveniently described in terms of
data point number when considering the overlapping outgoing
energies and multiple incident energy ranges. Each incident
energy bin contains N = 65 PFNS points, G = 44 points
from the Li-glass detectors from Eout

n = 0.01−1.59 MeV
and L = 21 points from the liquid scintillators from Eout

n =
0.89−10.0 MeV. This yields No = 5 data points from each
detector that exactly overlap with each other. All PFNS data
are binned at 20 bins per decade. The PFNS neutron energies
corresponding to the data point numbers within a single E inc

n
range are shown in the top x axis in Fig. 15. We are reporting
data for 20 incident energy bins from E inc

n = 1−20 MeV,
yielding 1300 PFNS data points.

Noteworthy in Fig. 15 is that initially there are only weak
correlations between the uncertainties of data points of a
Li-glass and liquid scintillator data set based on wraparound
corrections (see Sec. II F), though these cross-detector corre-
lations are difficult to see. In principle, there are additional
correlations between the uncertainties of these unnormalized
data sets due to, for example, being measured in the same
experimental area and using the same PPAC to measure the
PFNS. However, the quantification of these correlations is not
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straightforward and many of these correlations will likely re-
sult from the sensitivity study mentioned in Sec. IV B, which
is outside of the scope of this paper. Therefore, the existence
of any additional correlations between the unnormalized Li-
glass and liquid scintillator data sets will be ignored for this
work.

Following the guidance of Ref. [28], we combine the
Li-glass and liquid scintillator data in each incident energy
range by performing a simultaneous normalization of the data
from both detectors assuming that the area in the overlap
region is the same. The assumption that the PFNS shapes
from both detectors have the same area in the overlap region
is motivated by the fact that the two detector arrays are
attempting to measure the same underlying PFNS in the
overlap region. However, in order to generate the normalized
off-E inc

n -diagonal elements of the covariance matrix across all
incident energies, the methods of Ref. [28] must be extended
to perform a normalization of the combined Li-glass-liquid
scintillator PFNS shape of all incident energies in a single
calculation. In other words, we must evaluate

cov[n]αiβ j = �αiλkcov[p]λkμl�β jμl . (25)

We are using the Einstein summation notation here, sum-
ming over the repeated λ, k, μ, and l indices. Greek indices
(α, β, λ, μ) represent incident energy bins, Roman indices
(i, j, k, l) represent outgoing energy bins, nαi is the normal-
ized PFNS for incident energy bin α and outgoing energy bin
i, and

�αiλk = ∂nαi

∂ pλk
. (26)

As is described in detail in Ref. [28], the exact definition of
nαi depends on the choice of whether the unnormalized Li-
glass PFNS data are scaled to have the same area as the liquid
scintillators in the overlap region, or vice versa. However, in
either case, the resulting PFNS centroids and covariances are
identical, so we will choose to scale the liquid scintillators
to have the same area as the Li-glass detectors in the overlap
region such that [28]

nαi =
⎧⎨
⎩

pαi/AT if 0 � i < G

ρα pαi/AT if G � i < N
= ρθ (i)

α pi

AT
. (27)

Here AT is the total area of the combined unnormalized PFNS
defined as

AT =
G−No−1∑

i=0

pαiwi + 1

2

G−1∑
j=G−No

pα jw j

+ 1

2

G+No−1∑
k=G

ρα pαkwk +
L−1∑

l=G+No

ρα pαlwl , (28)

and ρα is the scaling factor forcing the unnormalized liquid
scintillator PFNS spectrum for E inc

n range α to the same as
that of the unnormalized Li-glass spectrum for the same E inc

n

defined as

ρα =
[

G+No−1∑
i=G

pαiwi

]
×

⎡
⎣ G−1∑

j=G−No

pα jw j

⎤
⎦

−1

, (29)

where wi is the width of PFNS bin i. The θ (i) parameter in
Eq. (27) is a step function equal to 0 if i is part of a Li-glass
data set, yielding ρ0

α = 1 in Eq. (27), and equal to unity if
i is part of a liquid scintillator data set, yielding ρ1

α = ρα in
Eq. (27). In this way only data points in the liquid scintillator
data sets have ρα applied. The derivatives in Eq. (26) are
straightforward to derive (albeit long) and are not written
explicitly here.

The resulting correlation matrix for the combined Li-glass-
liquid scintillator PFNS within E inc

n = 1.0−2.0 MeV is shown
in Fig. 16(a) and the correlation matrix containing off-E inc

n -
diagonal elements is shown in Fig. 16(b), with either the
individual Li-glass and liquid scintillator PFNS energies or
the incident neutron energy bin divisions along the top x
axis, respectively. Additionally, since a very similar analysis
is used to extract the PFNS at each incident energy range,
the relative systematic uncertainties are very similar for each
PFNS reported here. Thus, the relative uncertainties shown
graphically in Fig. 17 can be roughly interpreted as the relative
uncertainties for each PFNS shown in the following sections,
though the normalization procedure redistributes uncertainties
in a slightly different way at each incident energy depending
on the shape of the deduced PFNS.

The matrix in Fig. 16(b) fully describes the correlation
between all PFNS shape data points for both detectors and
all incident neutron energy bins reported in this work. The
incident energy bin numbers shown along the top x axis in
Fig. 16(b) correspond to an E inc

n range shown in Secs. VI A–
VI C. Each E inc

n bin is 1 MeV wide going from 1 to 20 MeV,
with bins 5 and 6 corresponding to 5.0–5.5 and 5.5–6.0
MeV respectively, to provide increased E inc

n granularity for
the onset of second-chance fission This correlation across
incident neutron energy bin has never been reported in a
PFNS measurement publication, including other white source
measurements and PFNS measurements at multiple incident
energy by the same group [17,20,43], though PFNS evaluators
sometimes estimate these correlations.

There are many added benefits of reporting the PFNS
correlations across all measured outgoing and incident energy
ranges. First, given the clearly defined correlations between
all measured outgoing energies for each incident energy, the
relative scaling of both the Li-glass and liquid scintillator
data are constrained when included in evaluations. In the
absence of these correlations, it may be possible for these
data sets to scale independently of each other within a PFNS
evaluation, which in turn can lead to incorrect results of a nu-
clear data evaluation. Additionally, the added effort required
by evaluators to estimate the correlations between different
PFNS measurements is eliminated. Next, the correlations
across incident neutron energy allow for the generation of a
covariance matrix for the mean PFNS energy as a function
of incident neutron energy. While the ability to calculate this
matrix is itself interesting in that no experimental 〈E〉 versus
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FIG. 16. The correlation matrices shown here result from the
individual normalization of the combined Li-glass-liquid scintillator
PFNS at each incident energy following the procedure described in
Ref. [28] and extending it to multiple incident energies. See the text
for a discussion and description of the E inc

n bins. The normalized
correlation matrix associated with both the Li-glass and liquid scin-
tillator PFNS for E inc

n = 1.0–2.0 MeV is shown in panel (a), and the
combined normalized correlation matrix for the Li-glass and liquid
scintillator data across all incident neutron energies is shown in panel
(b).

E inc
n covariance matrix has ever been reported, this also allows

for firm statements on the shape of the 〈E〉 versus E inc
n trend

to be made in addition to the absolute reported values, which
becomes useful in Sec. VI D. Finally, in principle, one could
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FIG. 17. Shown here are a set of representative relative uncer-
tainties from each uncertainty source incorporated into the PFNS
results shown in this work. Solid and dashed lines of the various
colors correspond to liquid scintillator and Li-glass uncertainties,
respectively.

study the behavior of a single or a subset of the reported PFNS
energy bins as a function of incident neutron energy. While
such a study has not been carried out for the present work,
this example implies that there is much more depth of analysis
available for the PFNS data and covariances reported here.

VI. RESULTS AND DISCUSSION

The 239Pu PFNS changes as a function of the incident
neutron energy inducing fission as a result of increased energy
input to the 239Pu +n system and the opening of different
reaction channels. The fission reaction channels important
for this work are described schematically in Fig. 18. The
various paths to fission are described at the beginning of
the relevant following sections. Measurements of first-chance
fission only are described in Sec. VI A, measurements above
the threshold for second-chance fission but below that of third-
chance fission are described in Sec. VI B, and measurements
above the thresholds for second- and third-chance fission and
pre-equilibrium neutron emission are shown in Sec. VI C.
All PFNS results in this work are shown relative to a
1.424-MeV Maxwellian distribution to eliminate the majority
of the Eout

n dependence of the PFNS and show more clearly the
non-Maxwellian PFNS features. Additionally, while we are
reporting PFNS results down to 10 keV in the covariances re-
ported in the previous section and in the mean PFNS energies
reported in Sec. VI D, the PFNS results plots in the following
sections stop at 100 keV. We chose to report the data this way
because (a) the PFNS below 100 keV comprises �3% of the
total integral of a PFNS and is therefore not as important as
the data above 100 keV for comparison to evaluations and
literature data, and (b) the data at these low energies were
primarily important for validating the background treatment
at the higher energies.
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FIG. 18. Shown here are the various paths that can lead to fission
for the 239Pu +n system with the approximate incident neutron
energy ranges for which they occur. Note that the chosen fission
fragments are only one of the many possible combinations of fission
fragment pairs. This figure is a reproduction of Fig. 1 from Ref. [53].
The various processes involving prefission neutron emission allow
different nuclei to undergo fission and can create unique features
in the measured spectra. Numbers of neutrons and fission fragment
identities are approximate.

A. Low incident energies

For incident energies E inc
n � 5 MeV, fission is believed to

proceed via capture of a neutron by 239Pu followed by fission
of a 240Pu nucleus, termed “first-chance fission.” Comparisons
of the present results with existing literature data from Lestone
and Shores [16] and Chatillon et al. [20] as well as to
the ENDF/B-VIII.0 [15] and JEFF-3.3 [76] evaluations are
shown in Figs. 19(a)–19(d). As was stated in the introduction
of this work, the data of Chatillon et al. [20] were corrected
for issues with the assumed efficiency curve after publication
by Granier [21], which led to different centroid values than
those originally reported and also to increased systematic
uncertainties for the data used in ENDF/B evaluations. The
corrected data with increased systematic uncertainties are
shown in this work. The results of Lestone and Shores [16]
were collected from neutron experiment (NUEX) diagnostics
from nuclear device tests at the Nevada Test Site (NTS). As
such, these results were collected with a very different method
than that used here, which resulted in high statistical precision.

The ENDF/B 239Pu PFNS evaluations have been driven
strongly by Lestone and Shores PFNS data due to the high
statistical precision, so the comparison of results at an average
incident neutron energy of 〈E inc

n 〉 ≈ 1.5 MeV is an important
benchmark. The upturn of the 239Pu PFNS at high outgoing
neutron energies suggested by Lestone and Shores is not
apparent in the present results, though future extensions to
Eout

n � 10 MeV may shed light on this potential feature. An
additional detail worth noting is that six of the eight un-
certainty sources listed by Lestone [77] are believed to be
correlated across outgoing neutron energies, three of which
are strongly correlated. These correlations combined with the

relative contribution of the correlated uncertainties imply that
the shape of these data is fairly well constrained, but the
uncertainty on the shape cannot be quantified because no
correlation matrix has been explicitly published for these data.

B. Second-chance fission PFNS features

Beginning at E inc
n ≈ 5.0−6.0 MeV it is possible for the

240Pu compound nucleus to emit a neutron prior to the fission
event, leading to fission of a 239Pu nucleus. The emission
of this neutron and the change in identity of the fissioning
nucleus introduces unique features into the observed PFNS.
As mentioned in the Introduction, the neutron emitted prior
to fission is not strictly a prompt fission neutron, i.e., a neu-
tron emitted promptly following fission. However, the short
timescales involved in nuclear fission make it experimentally
impossible to separate these prefission neutrons from postfis-
sion PFNS neutrons, and so both pre- and postfission neutrons
appear in the experimental spectrum.

The PFNS results from the Chi-Nu experiment from E inc
n =

5.0−10.0 MeV are shown in Figs. 20(a)–20(f) with compar-
isons to the same literature and evaluated spectra as shown
in Sec. VI A. The emergence of second-chance fission can
be seen in the E inc

n = 6.0 MeV ENDF/B-VIII.0 evaluation in
Figs. 20(a) and 20(b) as the increased relative PFNS value
from Eout

n = 100−500 keV. The existence of the feature in the
present results becomes clear in Fig. 20(b). The data of Chatil-
lon et al. provide little insight into this PFNS feature because
of the higher threshold of those measurements. Both the JEFF-
3.3 and ENDF/B-VIII.0 evaluations appear to generally agree
within uncertainties with the present results, though shape
differences are apparent between the evaluations, especially
above Eout

n ≈ 4−5 MeV.

C. Pre-equilibrium neutron component and third-chance fission

Above E inc
n ≈ 12 MeV two new fission paths are expected

to become available: third-chance fission and pre-equilibrium
neutron emission preceding fission. Third-chance fission is
conceptually similar to second-chance fission in that a pre-
fission neutron is emitted from a compound nucleus, whereas
in second-chance fission a prefission neutron is emitted from
240Pu leading to fission of a 239Pu, in third-chance fission a
second prefission neutron is emitted from 239Pu leading to
fission of a 238Pu nucleus. Pre-equilibrium neutron emission
preceding fission is also similar to second-chance fission in
that a 239Pu nucleus undergoes fission. However, as opposed
to the emission of neutron from a 240Pu compound nucleus in
second-chance fission, there is no compound 240Pu nucleus
formed in the pre-equilibrium process. Instead, an incident
neutron effectively undergoes an inelastic scattering reaction
leaving the residual 239Pu with enough excitation energy to
fission. The pre-equilibrium reaction process is also known to
result in a distinct, forward-peaked angular distribution for the
prefission neutron as was recently shown in Ref. [53].

Figures 21(a)–21(e) and 22(a)–22(e) show the present
results for E inc

n = 10.0−15.0 MeV and 15.0–20.0 MeV, re-
spectively. The third-chance fission features predicted in the
evaluated PFNS can be seen in the ENDF/B-VIII.0 and
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FIG. 19. Shown here are comparisons of the present PFNS results with the spectra from Lestone and Shores [16] and Chatillon et al. [20]
as well as the ENDF/B-VIII.0 [15] and JEFF-3.3 [76] evaluations at the relevant incident neutron energies. The band for each evaluation
trend represents the 1-σ uncertainty limit. Note that the evaluation spectra are evaluated at a single E inc

n value and the other experiment spectra
are integrated over different E inc

n ranges. See the text for a discussion. (a) The PFNS for E inc
n = 1.0–2.0 MeV, corresponding to an average

incident neutron energy 〈E inc
n 〉 = 1.54 MeV, (b) The PFNS for E inc

n = 2.0–3.0 MeV, corresponding to an average incident neutron energy
〈E inc

n 〉 = 2.51 MeV, (c) The PFNS for E inc
n = 3.0–4.0 MeV, corresponding to an average incident neutron energy 〈E inc

n 〉 = 3.50 MeV, and (d)
The PFNS for E inc

n = 4.0–5.0 MeV, corresponding to an average incident neutron energy 〈E inc
n 〉 = 4.53 MeV.

JEFF-3.3 curves on these plots as the increase in relative
PFNS contribution at Eout

n ≈ 100−500 keV beginning in
Fig. 21(c) and moving up through the spectrum in the higher
E inc

n plots. Interestingly, there appears to be minimal evidence
for this feature in the present experimental results. The differ-
ence in the measured and evaluated PFNS contributions from
third-chance fission becomes more obvious when the mean
PFNS energy is considered in Sec. VI D.

The pre-equilibrium component of the PFNS can be seen
starting in Fig. 21(a) as the peak at Eout

n ≈ 5 MeV. This peaks
moves toward increasing Eout

n and becomes more sharply
peaked as E inc

n increases through Figs. 21(a)–22(d). In general,
the position and magnitude of this feature in the PFNS agrees
well with the ENDF/B-VIII.0 and JEFF-3.3 evaluations. The
clarity with which this PFNS feature is observed in the

present results allowed for the relative contribution of the
pre-equilibrium peak to the PFNS to be extracted from the
data as a function of liquid scintillator detection angle from
E inc

n = 14−20 MeV. The results of this analysis are described
in Ref. [53]. Since only the minimally necessary details of
the analysis were provided in Ref. [53], we will elaborate on
the procedure for extracting the angular distribution of the
pre-equilibrium peak counts in the remainder of this section.

In order to extract the angular distribution of the pre-
equilibrium peak in the observed PFNS spectrum, the counts
in this peak (not the relative PFNS contribution) need to
be calculated by extracting these counts much like a peak
above background. This approach implies that a description
of the “background” spectrum underlying the pre-equilibrium
peak at each considered E inc

n and angle is required. Although
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FIG. 20. Shown here are comparisons of the present PFNS results with the spectra from Chatillon et al. [20] and the ENDF/B-VIII.0 [15]
and JEFF-3.3 [76] evaluations for E inc

n ranges corresponding to a combination of first- and second-chance fission. The band for each evaluation
trend represents the 1-σ uncertainty limit. Note that the evaluation spectra are evaluated at a single E inc

n value and the other experiment spectra
are integrated over different E inc

n ranges. See the text for a discussion. (a) The PFNS for E inc
n = 5.0–5.5 MeV, corresponding to an average

incident neutron energy E inc
n = 5.25 MeV, (b) The PFNS for E inc

n = 5.5–6.0 MeV, corresponding to an average incident neutron energy E inc
n =

5.81 MeV, (c) The PFNS for E inc
n = 6.0–7.0 MeV, corresponding to an average incident neutron energy E inc

n = 6.50 MeV, (d) The PFNS
for E inc

n = 7.0–8.0 MeV, corresponding to an average incident neutron energy E inc
n = 7.52 MeV, (e) The PFNS for E inc

n = 8.0–9.0 MeV,
corresponding to an average incident neutron energy E inc

n = 8.54 MeV, and (f) The PFNS for E inc
n = 9.0–10.0 MeV, corresponding to an

average incident neutron energy E inc
n = 9.46 MeV.
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FIG. 21. Shown here are comparisons of the present PFNS results with the spectra from Chatillon et al. [20] and from the ENDF/B-VIII.0
[15] and JEFF-3.3 [76] evaluations for E inc

n ranges corresponding to a combination of first-, second-, and third-chance fission as well as
pre-equilibrium neutron emission preceding fission from E inc

n = 10−15 MeV. The band for each evaluation trend represents the 1-σ uncertainty
limit. Note that the evaluation spectra are evaluated at a single E inc

n value and the other experiment spectra are integrated over different
E inc

n ranges. See the text for a discussion. (a) The PFNS for E inc
n = 10.0–11.0 MeV, corresponding to an average incident neutron energy

〈E inc
n 〉 = 10.60 MeV, (b) The PFNS for E inc

n = 11.0–12.0 MeV, corresponding to an average incident neutron energy 〈E inc
n 〉 = 11.61 MeV, (c)

The PFNS for E inc
n = 12.0–13.0 MeV, corresponding to an average incident neutron energy 〈E inc

n 〉 = 12.48 MeV, (d) The PFNS for E inc
n =

13.0–14.0 MeV, corresponding to an average incident neutron energy 〈E inc
n 〉 = 13.56 MeV, and (e) The PFNS for E inc

n = 14.0−15.0 MeV,
corresponding to an average incident neutron energy 〈E inc

n 〉 = 14.53 MeV.
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FIG. 22. Shown here are comparisons of the present PFNS results with the ENDF/B-VIII.0 [15] and JEFF-3.3 [76] evaluations for E inc
n

ranges corresponding to a combination of first-, second- , and third-chance fission as well as pre-equilibrium neutron emission preceding fission
from E inc

n = 15−20.0 MeV. The band for each evaluation trend represents the 1-σ uncertainty limit. The data of Chatillon et al. were excluded
from the ENDF/B-VIII.0 239Pu PFNS evaluation for these incident energies, so they are not shown here. Note that the evaluation spectra are
evaluated at a single E inc

n value and the other experiment spectra are integrated over different E inc
n ranges. See the text for a discussion.

(a) The PFNS for E inc
n = 15.0–16.0 MeV, corresponding to an average incident neutron energy 〈E inc

n 〉 = 15.53 MeV, (b) The PFNS for
E inc

n = 16.0–17.0 MeV, corresponding to an average incident neutron energy 〈E inc
n 〉 = 16.60 MeV, (c) The PFNS for E inc

n = 17.0–18.0 MeV,
corresponding to an average incident neutron energy 〈E inc

n 〉 = 17.67 MeV, (d) The PFNS for E inc
n = 18.0–19.0 MeV, corresponding to an

average incident neutron energy 〈E inc
n 〉 = 18.59 MeV, and (e) The PFNS for E inc

n = 19.0–20.0 MeV, corresponding to an average incident
neutron energy 〈E inc

n 〉 = 19.56 MeV.
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the pre-equilibrium component of the PFNS is a distribution
that is more broad than just the peak itself, the spectrum
underlying the pre-equilibrium peak can be approximated
as being dominated by the postfission PFNS spectrum [78].
However, while simple PFNS models such as Maxwellian
or Watt distributions may be able to describe a given PFNS
shape, especially within a restricted Eout

n range, no simple
model exists to describe the shape of the measured counts
because of complicated interactions of neutrons with the
experimental environment. Therefore, the measured spectrum
must be converted to a PFNS in order to obtain a description
of the counts underlying the pre-equilibrium peak using a
Watt function. This Watt function must then be converted
back to counts to allow for a subtraction of background in
counts from the pre-equilibrium peak region of the measured
spectrum. Finally, these counts, measured as a function of
E inc

n and neutron detection angle, describe the shape of the
pre-equilibrium peak angular distribution.

To accomplish the task described above, the experimen-
tal spectrum was converted to a fission neutron spectrum
using a ratio to 252Cf. The 252Cf data were collected just
prior to collection of the 239Pu data shown in this work
using a 252Cf PPAC that is nearly identical to the 239Pu
PPAC. Mathematically, this conversion was accomplished
via

pPu(E , θ ) = cPu(E , θ )

cCf (E , θ )
pCf (E ), (30)

where θ is the laboratory detection angle; c(E ) and p(E )
are experimental counts and the PFNS, respectively; and
the subscripts Pu and C f refer to 239Pu(n, f ) and 252Cf(sf)
spectra. In principle, the energies in Eq. (30) are neutron
time-of-flight energies, but the PFNS is defined in terms of
the initial neutron energy, E (the PFNS neutron energy). As
mentioned in Sec. II C, the method of measuring a PFNS as a
ratio to 252Cf does not generally produce accurate results be-
cause this method incorrectly assumes that the environmental
neutron scattering correction to the data of interest, 239Pu in
this case, is identical to that of 252Cf(sf) [66,67]. However,
the purpose of this calculation is not to report a PFNS for
239Pu as a ratio to 252Cf(sf), and in fact the calculation of the
PFNS via Eq. (30) is reversed after the PFNS underlying the
pre-equilibrium region has been characterized, as described
in the previous paragraph. This makes the method of PFNS
calculation somewhat arbitrary for the analysis here with the
only requirement being that the measured counts are trans-
formed into a spectrum amenable to description via a simple
PFNS model, which the ratio-to-252Cf calculation in Eq. (30)
satisfies.

Covariances from the 239Pu and 252Cf counts as well as
from the ENDF/B-VIII.0 [15] 252Cf(sf) PFNS used for this
analysis were propagated through to the calculated PFNS.
Next, a Watt function was fit to the PFNS spectrum ex-
cluding the pre-equilibrium peak region for the spectrum at
each energy and angle, keeping this region constant across
spectra at each angle even if the pre-equilibrium compo-
nent cannot be seen at a given angle. The Watt spectrum is

given by [2,3]

χw(E ; a, b, N ) = 2N√
πa3b

sinh(
√

bE )

× exp

[
−ab

4
− E

a

]
, (31)

where

a = T and b = 4E f

T 2
. (32)

The parameters T and E f are the nuclear temperature at the
time of neutron emission and the kinetic energy of the fission
fragment in the laboratory frame prior to neutron emission.
For the fit, a normalization parameter, N , was included as
well to allow the Watt function to be on the same scale as
the data. The Watt function can be described in parameter
space, yielding the function χw(E ; a, b, N ) which must be
evaluated at each incident energy, E , to obtain a value of the
Watt spectrum, or it can be described as a pointwise function
of energy, χw(E ). While the former is the more common
description of this function, the latter is advantageous for
calculations described later in this section.

The fit to the PFNS excluding the pre-equilibrium region
provides a description of the PFNS “background” underneath
the pre-equilibrium counts of interest. Resulting from the fit
is the covariance matrix for the Watt function in parameter
space, cov[χw(E ; a, b, N )]. It can be shown that the covari-
ance of this function in energy space is given by

cov[χw(E )]i j = χw(Ei )χw(Ej )

×
Npar∑
q=0

Npar∑
r=0

∂qicov[χw(E ; a, b, N )]qr∂r j, (33)

where q and r are indices for the Watt fit parameters, Npar is
the number of parameters in the Watt fit, and

∂qi = 1

χw(Ei )

∂

∂q
χw(E )|Ei . (34)

Given the Watt fit function for the PFNS background
underlying the pre-equilibrium peak in energy space, the Watt
spectrum was then converted to counts, by reversing the PFNS
calculation shown in Eq. (30). This yields the Watt spectrum
counts

cw(E , θ ) = χw(E , θ )

pCf (E )
cCf (E , θ ). (35)

Note that since the uncertainties from the 252Cf counts and
PFNS were already included prior to the fit, they were not
included again at this step of the analysis. We finally obtain the
counts in the pre-equilibrium peak region, cpe(E inc

n, θ ), from

cpe
(
E inc

n , θ
) =

high∑
i=low

[cPu(Ei, θ ) − cw(Ei, θ )], (36)

where the sum from “low” to “high” indicates the lowest
and highest outgoing energy bins of the data associated with
the pre-equilibrium peak region at a given incident neutron
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FIG. 23. Shown here is an example pre-equilibrium peak angular
distribution from 239Pu(n, f ) for E inc

n = 19−20 MeV. The measured
data are shown as the black diamonds and a fit to the data using
Kalbach-Mann systematics [84] and a maximum Legendre polyno-
mial l value of 2 is shown as the red shaded region. An independent
Feshbach, Kerman, and Koonin calculation for inelastically scattered
neutrons from 239Pu [78,79] is shown as the blue line. Note that this
figure is a reproduction of Fig. 5(f) in Ref. [53]. The reader is referred
to Ref. [53] for the full presentation of these results.

energy. The associated covariance matrix is described by

cov
[
cpe

(
E inc

n , θ
)]

i j

=
high∑

i=low

δi jσ
2
pu,i +

high∑
i=low

high∑
j=low

cCf (Ei )cCf (Ej )

pCf (Ei )pCf (Ej )
cov[χw(E )]i j,

(37)

where σ 2
pui

is the covariance of the 239Pu data counts (in-
cluding pre-equilibrium) from counting statistics, which were
not included previously because the pre-equilibrium region
was excluded from the fit. The covariance of these data is
diagonal, hence the Kronecker delta function, δi j . An example
of an extracted pre-equilibrium peak angular distribution is
shown in Fig. 23 for E inc

n = 19−20 MeV. These distributions
of pre-equilibrium peak counts were shown to agree well
with the scattering model of Feshbach, Kerman, and Koonin
[78,79], which provides support to the theory that these pre-
equilibrium neutrons preceding fission can indeed be treated
as purely scattered neutrons in coincidence with fission. Addi-
tionally, the measured angular distributions provide further in-
formation on pre-equilibrium angular distributions for fission
models, especially those that use the exciton model [80–82]
to describe only the energy distribution of the pre-equilibrium
component of the PFNS [4–7,10,13,15,83], though some have
adopted a combination of the exciton model with Kalbach-
Mann systematics for this purpose [10,84]. See Ref. [53] for
further discussion on this topic.

D. Mean PFNS energies

In addition to analyzing PFNS shape differences as a
function of Eout

n and E inc
n , it is informative to also calculate

the mean energy of the PFNS, 〈E〉, as a function of E inc
n . This

amounts to a PFNS-weighted average over the Eout
n energies

calculated as

〈E〉α =
∑

i

(
1
2

)θν (i)
nαiwiEi∑

j

(
1
2

)θν ( j)
nα jw j

= Awα

Aα

. (38)

As in Sec. V, Greek indices indicate E inc
n bins and Roman

indices indicate Eout
n bins, nαi is the normalized PFNS value

at Eout
n bin i and E inc

n bin α, and wi is the width of Eout
n bin

i, which is constant across E inc
n . Here Awα and Aα are the

weighted and unweighted area of the PFNS at E inc
n bin α,

respectively. Finally, θν (i) is a step function equal to unity
if i corresponds to data points in the overlap region between
Li-glass and liquid scintillator data and is used to avoid double
counting the data in the detector overlap region.

Given that the present results are described with a covari-
ance matrix correlating all data points from both detectors
arrays across all measured outgoing and incident neutron
energies, it is possible to calculate the covariance matrix of
〈E〉. This has never been done in the publication of any
experimental PFNS measurement, and can provide detailed
information on the experimental 〈E〉 values relative to one
another (i.e., the shape of the 〈E〉 trend) that was previously
only limited to speculation.

The 〈E〉 covariance matrix is calculated via

cov[〈E〉]α,β =
(

∂〈E〉α
∂nλk

)
cov[n]λkμl

(
∂〈E〉β
∂nμl

)
, (39)

where cov[n]λkμl is taken from Eq. (25). We have again used
the Einstein summation notation to indicate summing over
indices λ, k, μ, and l . The 〈E〉 derivatives can be shown to
be

∂〈E〉α
∂nλk

=
(

1

2

)θν (k)

δαλ

wk

Aα

[Ek − 〈E〉α], (40)

and so

cov[〈E〉]α,β = δαλδβμ

[
wkwl

AαAβ

](
1

2

)θν (k)+θν (l )

× (Ek − 〈E〉α )(El − 〈E〉β )cov[n]λkμl , (41)

where we are implicitly summing over the same indices as in
Eq. (39), and the δαλ and δβμ Kroenecker δ functions require
that the derivatives of 〈E〉 be within the the same E inc

n bin.
The 〈E〉 results from the present work are shown in Fig. 24

with total uncertainties in black and statistical uncertainties
in red compared to the ENDF/B-VIII.0 [15], JEFF-3.3 [76],
and JENDL-4.0 [85] evaluations. All 〈E〉 trends are integrated
from Eout

n = 0.01−10 MeV. Note that the uncertainties for the
〈E〉 results reported in this work correspond to the normalized
PFNS combined across both Li-glass and liquid scintillator
detector arrays. As such, the uncertainties on the present
results are suitable for a shape measurement and would not
be directly comparable to uncertainties from a result that, for
example, considered only the statistical uncertainties with out
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FIG. 24. Top: Shown here is the mean PFNS energy trend for
the present results compared to the ENDF-B/VIII.0 [15], JEFF-3.3
[76], and JENDL-4.0 [85] evaluations shown as the red solid, blue
dashed, and green dotted lines, respectively. The present results are
shown as uncertainty bands only, with the net statistical uncertainty
of the normalized PFNS results combined across Li-glass and liquid
scintillator spectra shown as the smaller, red uncertainty band and
the total uncertainty as the larger black uncertainty band. Note that
each point on this plot corresponds to a PFNS distribution shown in
Secs. VI A–VI C. Bottom: The percentage uncertainty trends for the
statistical and total uncertainties are shown here as the solid black
and red dashed lines.

a data normalization applied. The dips seen in the 〈E〉 trend
at E inc

n ≈ 7 and 14 MeV in the ENDF/B-VIII.0 evaluation
trend correspond to the introduction of the low Eout

n PFNS
features that are expected to emerge in the PFNS as second-
and third-chance fission channels open up. The placement of
the second-chance fission feature from all three evaluations
shown seems to agree well with the present results, though
JEFF-3.3 and JENDL-4.0 appear to be too low in 〈E〉 at
the minimum. Similar to the conclusion from the PFNS
spectra shown in Sec. VI C, third-chance fission does not
appear to contribute as strongly to the PFNS 〈E〉 values as
predicted by the ENDF/B-VIII.0 evaluation. The JEFF-3.3
evaluation predicts a smaller contribution from third-chance
fission, which is closer to the conclusion from the present
results, but the overall magnitude of this evaluation appears
to be too low across all E inc

n values. Interestingly, JENDL-
4.0 appears to agree better with the present results above
10 MeV in terms of 〈E〉 magnitude. It is difficult to make any

2 4 6 8 10 12 14 16 18 20

 Bin Numberinc
nE

2

4

6

8

10

12

14

16

18

20

 B
in

 N
um

be
r

in
c

n
E

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

FIG. 25. Shown here is the correlation matrix between the 〈E〉
points shown in Fig. 24. Note that the z-axis scale only goes down to
0.8, with white indicating a correlation of 0.9, implying that all 〈E〉
points are highly correlated.

conclusions regarding the pre-equilibrium PFNS component
from the 〈E〉 trend alone. The additional uncertainty sources
that are intended to be added to the present results in the future
are likely to carry with them reasonably strong correlations
and will therefore not impact this interpretation of the 〈E〉
significantly.

The correlation matrix corresponding to the present 〈E〉
results is shown in Fig. 25. It must be noted that the z-
axis scale only goes from 0.8–1, and thus all 〈E〉 points are
highly correlated. This conclusion was thought to be true prior
to the calculation of 〈E〉 covariance matrix, but it has not
been proven to be true before this work. This high level of
correlation implies that the shape of the 〈E〉 trend is known
to a much higher precision than the total uncertainties on
Fig. 24 imply. The shape uncertainties themselves are not
shown in Fig. 24 to avoid adding too much detail to this
plot, but the shape uncertainty closely resembles the statistical
uncertainty. Given that the shape is known approximately as
well as the statistical uncertainties, the statistical uncertainties
themselves can be interpreted as the uncertainty within which
the 〈E〉 points may vary with respect to one another in a
manner that impacts the shape, and the difference between the
total and statistical uncertainties can be roughly interpreted
to be the uncertainty that only amounts to a constant scaling
of the 〈E〉 trend. Therefore, the present results are consistent
with a weak onset of third-chance fission.

Finally, concerning the extrapolation of the present 〈E〉 re-
sults to thermal energies, a linear by-eye extrapolation to ther-
mal would seem to imply a centroid mean energy effectively
equal to that of ENDF/B-VIII-0 and JENDL-4.0. However,
the total uncertainty, which is almost entirely systematic at the
lower incident neutron energies reported here, is well within
agreement with the ENDF/B-VIII.0 and JENDL-4.0 thermal
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values. The thermal value of JEFF-3.3 may be only be just in
agreement with the linearly extrapolated total uncertainty of
the present results despite the good agreement with the 〈E〉
trend shape below E inc

n = 10 MeV.

VII. CONCLUSIONS

An accurate characterization of the energy spectrum of
neutrons emitted promptly after neutron-induced fission, i.e.,
the PFNS, is crucial for understanding the behavior of a
variety of nuclear systems. However, the majority of the
available PFNS literature data lack the precision and coverage
of both incident and outgoing neutron energies required to
accurately guide evaluations and fission models [11–13]. With
regard to the 239Pu PFNS, multiple data sets were found
to contain incorrect assumptions or unknown errors. While
corrections could be estimated for some of these errors with a
corresponding increased uncertainty, some errors could not be
accurately corrected, leading to further increased uncertainties
or complete exclusion of data in PFNS evaluations.

The Chi-Nu experiment was designed to measure the PFNS
for wide range of incident and outgoing energies with a
thorough analysis of systematic uncertainties and extensive
analysis documentation. Presented here are the 239Pu PFNS
results from the Chi-Nu experiment. These data span outgoing
neutron energies from 0.01 to 10.0 MeV and incident neutron
energies from 1 to 20 MeV. Two detector arrays were used
to cover the entire outgoing neutron energy range of interest.
Data from these detectors were correlated with each other
and combined to form a single PFNS shape measurement
for each incident energy range. Furthermore, these data were
correlated across incident neutron energies based on the
similar analyses required at each incident neutron energy,
yielding a single covariance matrix to describe all of the data
reported in this work. This correlation across incident neutron
energies made it possible to calculate a covariance matrix of
the measured mean PFNS energy trend. The experimental
mean energy covariances have never been reported for a
PFNS measurement, and these covariances allow for firm
statements regarding the shape of the mean energy trend to be
made for the first time. In addition to statistical uncertainties
from the measured data spectrum, background, and MCNP
simulations, systematic uncertainties from background nor-
malization, rate dependence of the background shape, PFNS
extraction technique, PPAC angular detection efficiencies, fis-
sion fragment anisotropies, kinematics, nuclear cross sections
used in MCNP, postprocessing parameters for the MCNP
simulations, and incident neutron beam wraparound effects
were explored for the results shown here. While this list
of systematic uncertainty sources is already quite extensive,
additional systematics will likely be explored in the future
as the analysis of Chi-Nu PFNS data from other isotopes
progresses. As such, the authors should be consulted for the
latest version of the covariance matrices for Chi-Nu results.

The data shown here provide much-needed guidance on
the 239Pu PFNS trends as a function of incident neutron
energy, especially with regard to multichance fission and pre-

equilibrium neutron emission processes. The present results
agree fairly well with the results of Lestone et al., which
have been a strong influence on the low-incident-energy PFNS
evaluations. At higher incident energies the present results ap-
pear to largely verify the treatment of second-chance fission in
ENDF/B-VIII.0 in both PFNS shape and mean PFNS energy.
However, third-chance fission does not appear to be present
to the extent predicted by ENDF/B-VIII.0 or JEFF-3.3, and
JENDL-4.0 appears to agree better with the magnitude of
the mean PFNS energies of the present results above 10- to
12-MeV incident neutron energy. The angle-integrated treat-
ment of the pre-equilibrium component of the 239Pu PFNS
of the ENDF/B-VIII.0 and JEFF-3.3 evaluations appears to
broadly agree with the data shown in this work, though no
angle-differentiated information is available from these or
any nuclear data evaluation. As such, here we described a
procedure for extracting the counts in the well-resolved peak
of the pre-equilibrium distribution to estimate the angular dis-
tribution of the pre-equilibrium prefission neutron component
of the spectrum. The results of this procedure are shown in
Ref. [53].

Data from this work are available for inclusion in nuclear
data evaluations, and it should be noted that these results su-
persede those in previous publications of preliminary results.
Additionally, while we report here the combined Li-glass–
liquid scintillator PFNS across three orders of magnitude of
outgoing neutron energy and 20 MeV of incident neutron
energies, it is possible to report only a subset of these data,
e.g., from a single detector array or over a subset of the
reported energies. Although it might at first be assumed that
the reported results could be truncated to the desired ranges
to obtain the desired data, the covariances of the PFNS may
change more than expected. For example, if only the liquid
scintillator data were reported, the covariance for the liquid
scintillator data alone would be notably different than the
liquid scintillator portion of the combined Li-glass–liquid
scintillator covariance matrix reported here. Therefore, when
these data are used in an evaluation, care should be taken
to clearly state how they were used and a proper covariance
treatment must be verified to ensure they are used properly.
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