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We present a simple way to construct three-dimensional initial conditions for relativistic heavy-ion collisions
based on the Glauber collision geometry. Local energy and momentum conservation conditions are imposed
to set non-trivial constraints on our parametrizations of longitudinal profiles for the system’s initial energy
density and flow velocity. After calibrating parameters with charged hadron rapidity distributions in central
Au + Au collisions, we test model predictions for particle rapidity distributions in d + Au and peripheral
Au + Au collisions in the Beam Energy Scan program at the Relativistic Heavy-Ion Collider. Simulations and
comparisons with measurements are also made for Pb + Pb collisions at Super Proton Synchrotron energies. We
demonstrate that elliptic flow measurements in heavy-ion collisions at

√
s ∼ 10 GeV can set strong constraints

on the dependence of quark-gluon plasma shear viscosity on temperature and net baryon chemical potential.

DOI: 10.1103/PhysRevC.102.014909

I. INTRODUCTION

Understanding the phase structure of QCD matter is one
of the critical questions in relativistic heavy-ion physics.
First-principles lattice QCD calculations have established that
the transition from hadron resonance gas to the quark-gluon
plasma (QGP) phase at vanishing net baryon density is a
smooth crossover [1]. The presence of a first-order transition
accompanied by a critical point at some finite net baryon
density has been conjectured based on many model calcula-
tions (see, e.g., Refs. [2,3] for a review). Current heavy-ion
experiments in the Relativistic Heavy-Ion Collider (RHIC)
Beam Energy Scan (BES) program, the NA61/SHINE ex-
periment at the Super Proton Synchrotron (SPS), as well
as future experiments at the Facility for Antiproton and Ion
Research (FAIR) and Nuclotron-based Ion Collider Facility
(NICA), produce hot and dense nuclear matter to probe an
extensive temperature and baryon chemical potential region in
the QCD phase diagram. Measurements from these collisions
study the nature of the QCD phase transition from hadron gas
to the QGP at different net baryon densities. Furthermore,
the STAR Collaboration at the RHIC discovered non-zero
global polarization of � hyperons, which could indicate local
fluid vorticity of ω ≈ (9 ± 1) × 1021 s−1 [4]. This result far
surpasses the vorticity of all other known fluids in nature.
Hence, it is of great interest to understand the origin of
the RHIC � polarization measurements. Because the tiny
fireballs created in heavy-ion collisions undergo ultra-fast
yoctosecond dynamics, theoretical modeling of the system’s
multi-stage evolution is essential to elucidate physics from
experimental measurements. In particular, phenomenological
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studies of precise flow measurements of the hadronic final
states allow for the extraction of transport properties of the
QGP in a baryon-rich environment [5].

Heavy-ion collisions at
√

s ∼ O(10) GeV strongly vi-
olate longitudinal boost invariance and require full three-
dimensional (3D) modeling of their dynamics [6]. The geome-
try of incoming nuclei and the impact parameter between them
determines the transverse shape of the produced fireball at a
length scale of system size. Event-by-event fluctuations raise
at multiple smaller length scales, such as nucleon-size fluctu-
ations from random positions of nucleons inside the colliding
nucleus [7] and sub-nucleon fluctuations from valence quarks
and gluon fields [8–10]. Recently, there is a collective inter-
est in understanding the longitudinal dynamics of heavy-ion
collisions. The longitudinal profile of initial energy density is
usually parametrized by a plateaulike function in symmetric
collision systems [11]. Variations of parametrizations were
proposed to study the rapidity-dependent directed flow as well
as longitudinal flow fluctuations [12–16]. Models that include
3D dynamical evolution at the pre-hydrodynamic phase were
recently developed based on classical strings deceleration
[6,17] and transport approaches [18–21]. These models can
provide a non-trivial correlation between the rapidity and
space-time rapidity of energy-momentum and net baryon
density currents [22]. These models have predictive power for
particle rapidity distributions at different collision energies. In
addition, there are new theoretical developments in exploring
longitudinal flow observables with the (3 + 1)D IP-Glasma
model [23,24], understanding early-stage baryon stopping
from color glass condensate (CGC) effective-theory-based
approaches in the fragmentation region [25,26], and from a
holographic approach at intermediate couplings [27].

In this work, we assume that all the energy and momentum
from the two colliding nuclei are deposited into fluid dynamic
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fields in 3D hydrodynamic simulations. Rare processes, such
as QCD jets and heavy-quark productions, carry negligible
energy and momentum compared to those of the entire col-
lision system. Using these constraints from total energy and
net longitudinal momentum, we can reduce the number of
model parameters in longitudinal profiles for the initial energy
density. Specifically, we do not require an overall normal-
ization factor for the system’s initial energy density profile
anymore. By adjusting the width of the energy density plateau
to match the measured charged hadron multiplicity at mid-
rapidity, this model can make predictions for the centrality
dependence of particle production as well as particle rapidity
distributions. A similar idea was proposed in Ref. [28] to
study the particle production at the top SPS collision energy.
In this work, we find that imposing local energy-momentum
conservation in 3D initial conditions can lead to a non-trivial
transverse energy density profile. Our proposed scheme can
straightforwardly extend to event-by-event simulations in the
future. Because this approach ignored pre-equilibrium dy-
namics during the two colliding nuclei passing through each
other, our results serve as a baseline for future comparisons
with more realistic dynamical initialization frameworks.

In the next section, we describe the procedure of imposing
local energy-momentum conservation and our parametriza-
tion of longitudinal profiles. Using event-averaged density
profiles for nuclear thickness functions, we analyze the longi-
tudinal distribution and collision centrality dependence of the
fireball’s initial eccentricity coefficients. Section III presents
our theoretical results from evolving 3D initial conditions
with hydrodynamics plus a hadronic transport hybrid frame-
work. We present a phenomenological study compared with
experimental measurements at RHIC BES and SPS programs,
focusing on charged hadron and identified particle rapidity
distributions. The particle’s directed and elliptic flow coef-
ficients are studied as well. Section IV is devoted to some
concluding remarks.

II. THE MODEL FRAMEWORK

In this section, we discuss an extension of geometry-
based two-dimensional (2D) initial conditions to three di-
mensions with parametric longitudinal profiles for energy and
net baryon densities. Conservation laws of local energy and
momentum are imposed to constrain our parametrization.

A. Local energy-momentum conservation

The nucleus thickness function determines collision geom-
etry in the transverse plane:

TA(B)(x, y) =
∑

i∈participants

1

2πσ 2
⊥

exp

[
− (x − xi )2

2σ 2
⊥

− (y − yi )2

2σ 2
⊥

]
.

(1)

We denote the colliding nucleus A as the projectile, which
has a positive velocity along the longitudinal direction, and
the nucleus B to fly to negative a direction as the target. The
impact parameter vector �b is defined to start from the target
to the projectile. Individual nucleons are assumed to have a
Gaussian profile in the transverse plane with a parametric

width of σ⊥. Before the collision, all the nucleons fly with
the beam rapidity determined by the center-of-mass collision
energy

√
sNN,

ybeam = arccosh

(√
sNN

2mN

)
. (2)

Here the nucleon mass is mN . With nucleus thickness func-
tions, we can determine the local collision energy and net
longitudinal momentum at any point in the transverse plane
(x, y):

E (x, y) = [TA(x, y) + TB(x, y)]mN cosh(ybeam )

≡ M(x, y) cosh(yCM(x, y)), (3)

Pz(x, y) = [TA(x, y) − TB(x, y)]mN sinh(ybeam )

≡ M(x, y) sinh(yCM(x, y)). (4)

We can define a local invariant mass M(x, y) and a center-of-
mass rapidity yCM(x, y):

yCM(x, y) = arctanh

[
TA − TB

TA + TB
tanh(ybeam )

]
, (5)

M(x, y) = mN

√
T 2

A + T 2
B + 2TATB cosh(2ybeam ). (6)

These conditions are used to constrain the longitudinal pro-
files at matching between initial conditions and hydrodynamic
fields. It is worth noting that the factor cosh(2ybeam ) 	 1
for

√
sNN > 5 GeV. At these collision energies, the local

invariant mass at a transverse point (x, y) is proportional to√
TA(x, y)TB(x, y).
At the beginning of hydrodynamic simulations, we con-

sider hydrodynamic initial conditions on a constant proper
time surface τ ≡ √

t2 − z2 = τ0:

M(x, y) cosh[yCM(x, y)] =
∫

d3�μT μt (x, y, ηs)

=
∫

τ0dηs(T
ττ (x, y, ηs) cosh(ηs)

+ τ0T τη(x, y, ηs) sinh(ηs)), (7)

M(x, y) sinh[yCM(x, y)] =
∫

d3�μT μz(x, y, ηs)

=
∫

τ0dηs(T
ττ (x, y, ηs) sinh(ηs)

+ τ0T τη(x, y, ηs) cosh(ηs)). (8)

Here T ττ (x, y, ηs) and T τη(x, y, ηs) are components of the
system’s energy-momentum tensor at τ = τ0. We can rewrite
Eqs. (7) and (8) as follows:

M(x, y) =
∫

τ0dηs(T
ττ cosh(ηs − yCM)

+ τ0T τη sinh(ηs − yCM)), (9)

0 =
∫

τ0dηs(T
ττ sinh(ηs − yCM)

+ τ0T τη cosh(ηs − yCM)). (10)
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These two equations suggest that T ττ (ηs) should be an even
function to yCM and τ0T τη(ηs) is odd with respect to yCM.
In general, when we choose longitudinal profiles for local
energy density and flow velocity profiles, we need to ensure
conservation of energy and momentum in Eqs. (7) and (8).
These two conditions can eliminate two degrees of freedom
in the model parameter space.

B. A simple parametrization of longitudinal profiles
for local energy density and flow velocity

To keep our model simple, we assume the Bjorken flow for
the system’s flow velocity profile at τ = τ0:

uμ(x, y, ηs) = (cosh(ηs), 0, 0, sinh(ηs)). (11)

This assumption significantly reduces the complexity of the
system’s initial energy-momentum tensor, making it only a
function of the local energy density, T ττ (x, y, ηs) = e(x, y, ηs)
and T τη = 0. Energy-momentum conservation leads to

M(x, y) =
∫

τ0dηse(x, y, ηs) cosh(ηs − yCM), (12)

0 =
∫

τ0dηse(x, y, ηs) sinh(ηs − yCM). (13)

We choose a symmetric rapidity profile parametrization with
respect to yCM for the local energy density [11],

e(x, y, ηs; yCM) = Ne(x, y) exp

[
− (|ηs − yCM| − η0)2

2σ 2
η

× θ (|ηs − yCM| − η0)

]
. (14)

Here the parameter η0 determines the width of the plateau and
the ση controls how fast the energy density falls off at the edge
of the plateau. In a highly asymmetric situation TA(x, y) 	
TB(x, y), the center-of-mass rapidity yCM(x, y) → ybeam. To
make sure there is not too much energy density deposited
beyond the beam rapidity, we set η0(x, y) = min(η0, ybeam −
yCM(x, y)). The normalization factor Ne(x, y) is not a free
parameter in our model. It is determined by the local invariant
mass M(x, y),

Ne(x, y) = M(x, y)

2 sinh(η0) + √
π
2 σηeσ 2

η /2Cη

, (15)

Cη = eη0 erfc

(
−

√
1

2
ση

)
+ e−η0 erfc

(√
1

2
ση

)
. (16)

Here erfc(x) is the complementary error function. Because
the local invariant mass M(x, y) ∝ √

TA(x, y)TB(x, y), our
choice of the longitudinal profile leads to local energy den-
sity e(x, y) ∝ √

TA(x, y)TB(x, y) inside the plateau region. At
the top RHIC and Large Hadron Collider (LHC) energy,
the plateau width η0 is large. Our derivation suggests that the
transverse energy density in the mid-rapidity region should
scale with

√
TA(x, y)TB(x, y) instead of the participant nu-

cleon profile or binary collision profile. The scaling with√
TA(x, y)TB(x, y) was preferred from the current state-of-the-

art Bayesian extraction [29,30]. Our model provides a physics

TABLE I. The model parameters for longitudinal envelope pro-
files for the system’s local energy density and net baryon density.

√
sNN (GeV) τ0 (fm/c) η0 ση ηB,0 σB,in σB,out

Au+Au and d + Au at 200 1.0 2.5 0.6 3.5 2.0 0.1
Au+Au and d + Au at 62.4 1.0 2.25 0.3 2.7 1.9 0.2
Au+Au and d + Au at 39 1.3 1.9 0.3 2.2 1.6 0.2
Au+Au at 27 1.4 1.6 0.3 1.8 1.5 0.2
Au+Au and d + Au at 19.6 1.8 1.3 0.3 1.5 1.2 0.2
Au+Au at 14.5 2.2 1.15 0.3 1.4 1.15 0.2
Au+Au at 7.7 3.6 0.9 0.2 1.05 1.0 0.1
Pb+Pb at 17.3 1.8 1.25 0.3 1.6 1.2 0.2
Pb+Pb at 8.77 3.5 0.95 0.2 1.2 1.0 0.1

explanation that this scaling is rooted from conservation of
energy and longitudinal momentum.

We prepare event-averaged nuclear thickness functions
based on the Monte Carlo Glauber model using the open-
source code package SUPERMC within the IEBE-VISHNU frame-
work [31,32]. Centrality classes are determined with the
number of participating nucleons in each collision. Over
10 000 fluctuating initial conditions in every centrality bin
are averaged after rotating each event by its second-order
participant plane angle to align the respective eccentricities
[33,34].

We use the same net baryon density profile as was used in
Ref. [35]:

f A
nB

(ηs) = NnB

{
θ (ηs − ηB,0) exp

[
− (ηs − ηB,0)2

2σ 2
B,out

]

+ θ (ηB,0 − ηs) exp

[
− (ηs − ηB,0)2

2σ 2
B,in

]}
(17)

and

f B
nB

(ηs) = NnB

{
θ (ηs + ηB,0) exp

[
− (ηs + ηB,0)2

2σ 2
B,in

]

+ θ (−ηB,0 − ηs) exp

[
− (ηs + ηB,0)2

2σ 2
B,out

]}
. (18)

Table I summarizes the values of model parameters for
the longitudinal profiles in Eqs. (14), (17), and (18). They
are calibrated with charged hadron and net proton rapidity
distributions in central Au + Au collisions at different colli-
sion energies. With these parameters, we illustrate a 3D local
energy density distribution for 20–30% Au + Au collisions
at

√
sNN = 19.6 GeV in Fig. 1. Because the two colliding

nuclei are offset by a finite impact parameter, their nuclear
thickness functions at the edge of the overlapping region are
not symmetric. This asymmetry shifts the local energy density
plateau by a space-time rapidity 
ηs = yCM(x, y) along the
longitudinal direction. This effect makes a wider longitudinal
distribution for energy density when collisions are asymmetric
in the transverse plane. Figures 1(b)–1(d) further show that
the transverse shape of the energy density becomes more
eccentric at forward and backward rapidity regions.
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FIG. 1. Color contour plot for the local energy density distribu-
tion at τ = 1.8 fm/c in 20–30% Au + Au collisions at 19.6 GeV.

C. Boost-invariance-breaking effects on fireballs’
transverse geometry

Before we perform hydrodynamic simulations, it is in-
structive to study the dependence of collision systems’ initial
eccentricities on centrality and space-time rapidity. The initial
eccentricity coefficients can be defined as

�E1 ≡ ε1(ηs)ei�1(ηs ) = −
∫

d2rr̃3eiφ̃e(r, φ, ηs)∫
d2rr̃3e(r, φ, ηs)

, (19)

�En ≡ εn(ηs)ein�n (ηs )

= −
∫

d2rr̃neinφ̃e(r, φ, ηs)∫
d2rr̃ne(r, φ, ηs)

for (n � 2). (20)

Here we compute those eccentricity coefficients with re-
spect to the energy density weighted center-of-mass point
(x0(ηs), y0(ηs)) in every space-time rapidity slice. The trans-
verse radius and azimuthal angle are defined as r̃(x, y, ηs) =√

(x − x0(ηs))2 + (y − y0(ηs))2 and φ̃(x, y, ηs) = arctan[(y −
y0(ηs))/(x − x0(ηs))]. The center-of-mass point is computed
using local energy density as a weight:

x0(ηs) =
∫

d2rxe(r, φ, ηs)∫
d2re(r, φ, ηs)

, (21)

y0(ηs) =
∫

d2rye(r, φ, ηs)∫
d2re(r, φ, ηs)

. (22)

The space-time rapidity distribution of initial eccentricity
vectors is demonstrated in Fig. 2 for 30–40% Au + Au colli-
sions at 7.7, 19.6, and 200 GeV. We set the impact parameter
to point along the +x direction so that the imaginary part of
�En is zero. The dipole deformation vector �E1(ηs) is an odd
function in space-time rapidity, which reflects shape variations
of transverse energy density profiles along the ηs direction
shown in Fig. 1. Collisions at lower energy show stronger
dipole deformations. At 19.6 GeV, the dipole vector �E1(ηs)
points to the direction where the colliding nucleus sits in the
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]

(b) 30-40% Au+Au

FIG. 2. The space-time rapidity distribution of initial eccentricity
coefficients ε1(ηs ) and ε2(ηs ) for 30–40% Au + Au collisions at 200,
19.6, and 7.7 GeV.

transverse plane in a forward region with ηs > 1.4. In this
region, the shape of local energy density is dominated by the
projectile nuclear thickness function. In the meantime, the
direction of �E1(ηs) is opposite near the mid-rapidity region,
|ηs| < 1.4. Figure 1(d) shows that the shape of the target
nuclear thickness function generates the steepest gradient in
the local energy density profile at ηs ∼ 1.5. It flips the dipole
vector’s direction.

The initial �E2(ηs) vector is an even function in space-time
rapidity. At 200 GeV, the magnitude of elliptic deformation
ε2(ηs) remains constant for a space-time rapidity window of
ηs ∼ [−1.5, 1.5], showing approximated boost invariance in
this region. Such a plateau region shrinks quickly as collision
energy decreases. The spatial ellipticity increases in forward
and backward rapidity regions because of the shifts induced
by the local net longitudinal momentum. This is consistent
with those energy density profiles illustrated in Figs. 1(b)–
1(d).

In Fig. 3, we further study the centrality dependence of ε2

at mid-rapidity in Au + Au collisions at four collision ener-
gies. They are compared with those eccentricities estimated
with different functions of the two nuclear thickness func-
tions. The case ε2(TA + TB) corresponds to the ellipticity of
the participant nucleon profile, while the results from ε2(TATB)
represent the quadruple deformation of the system’s binary
collision profile. Based on our derivation in the previous
section, our eccentricity ε3D

2 at ηs = 0 should approximately
scale with the

√
TATB profile. With the model parameters listed

in Table I, we find the
√

TATB eccentricity scaling works well
even at

√
s = 7.7 GeV.
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FIG. 3. Centrality dependence of the initial eccentricity ε2 for
Au + Au collisions at 200, 39, 19.6, and 7.7 GeV. The mid-rapidity
eccentricities from 3D energy density profiles are compared with
those assuming longitudinal boost invariance and local energy den-
sity being proportional to TA + TB,

√
TATB, and TATB. Here TA and TB

are the nuclear thickness functions.

D. Temperature- and net-baryon-chemical-potential-dependent
QGP specific shear viscosity

The 3D energy density and net baryon density profiles
serve as initial conditions for hydrodynamics and hadronic
transport simulations. In this work, we use the open-source
3D viscous hydrodynamic code package MUSIC [35–39] to
simulate fluid dynamical evolution of the collision system’s
energy, momentum, and net baryon density:

∂μT μν = 0, (23)

∂μJμ
B = 0. (24)

Because the overlapping time for the two colliding nuclei
to pass through each other is not negligible at

√
s ∼ O(10)

GeV [6,19], we start our hydrodynamic simulations at τ =
τ0 > τoverlap. The values of τ0 used at different collision en-
ergies are listed in Table I. They are calibrated to reproduce
the measured identified particle mean pT in Au + Au colli-
sions. Hydrodynamic equations of motion are solved with a
lattice-QCD-based equation of state (EoS) at finite net baryon
density, NEoS-BQS [40,41]. This EoS imposes strangeness
neutrality and constrains the local net electric charge density
to be 0.4 times the local net baryon density. We include shear
viscous effects during hydrodynamic simulations. We explore
a temperature- and net-baryon-chemical-potential-dependent
specific shear viscosity (η/s)(T, μB), which is parametrized
as

η

s
(T, μB) =

(η

s

)
0

fT (T )

(
e + P

T s

)
fμB (μB). (25)

Here the temperature- and net-baryon-chemical-potential-
dependent (η/s)(T, μB) is defined via the following functions:

fT (T ) = 1 + Tslope
T − Tc

Tc − Tlow
θ (Tc − T ) (26)

FIG. 4. The specific shear viscosity (η/s)(T, μB ) used in our
hydrodynamic simulations. The grey area indicates the hadronic
transport region with esw < 0.26 GeV/fm3.

and

fμB (μB) = 1 + μB,slope

(
μB

μB,scale

)α

. (27)

In addition, the factor (e + P)/(T s) introduces some extra T
and μ dependence through the equation of state NEoS-BQS
(nS = 0, nQ = 0.4nB) at finite densities:

e + P

T s
= 1 +

∑
i=B,Q,S

ni

s

μi

T
= 1 + nB

s

μB + 0.4μQ

T
. (28)

Calibrating our full hybrid simulations with charged
hadron elliptic flow measurements at the RHIC BES program
(see results in Sec. III D below), we find the following set of
parameters: (η/s)0 = 0.1, Tc = 0.165 GeV, Tlow = 0.1 GeV,
Tslope = 1.2, μB,slope = 0.9, μB,scale = 0.6 GeV, and α = 0.8.

Figure 4 shows the temperature- and net-baryon-chemical-
potential-dependent specific shear viscosity (η/s)(T, μB)
used in our hydrodynamic simulations. It increases rapidly at
low temperature and in large-μB regions. Our hydrodynamic
simulations transition to a microscopic transport description,
URQMD [42,43], on a constant energy density hyper-surface
with esw = 0.26 GeV/fm3. The hadronic transport phase is
indicated as the grey area in Fig. 4.

III. RESULTS AND DISCUSSIONS

In this section, we present our model calibrations and test
its predictions with measurements in the RHIC BES and
the CERN SPS programs. Our results serve as a baseline
for future comparisons with more realistic event-by-event
simulations with a dynamical initialization scheme [6].

A. Particle productions and their rapidity distributions

While the overall normalization of our longitudinal profile
for energy density is constrained by the system’s collision
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FIG. 5. Pseudorapidity distributions of charged hadron produc-
tion are compared with the PHOBOS measurements in Au + Au
collisions at 19.6, 62.4, and 200 GeV [44].

energy in Eq. (14), the widths of energy density plateaus at
different

√
s need to be calibrated with measured charged

hadron pseudorapidity distributions.
Figure 5 shows a comparison of charged hadron pseu-

dorapidity distributions between our model and the PHO-
BOS measurements in Au + Au collisions at 19.6, 62.4, and
200 GeV [44]. We only use the most central 0–6% centrality
data for model calibrations. Comparisons in the other four
centrality bins test our model predictions. The dependence of
particle production on centrality is well reproduced with our
3D initial conditions. We find that the rapidity boost to energy
density profiles from the longitudinal momentum constraint
in Eq. (5) plays a crucial role in reproducing the measured
centrality dependence of particle yields. The asymmetry be-
tween the two nuclear thickness functions at a given transverse
position is larger in peripheral centrality bins compared to
those in central collisions. The larger asymmetry at the edge
of the transverse overlapping area boosts more energy density
to forward and backward rapidity regions. This effect leads to
a wider plateau in the longitudinal profile for energy densities
[illustrated in Fig. 1(a)]. Without this local rapidity shift, the
parameters in Table I will overestimate mid-rapidity charged
particle yields in peripheral Au + Au collisions.

At four additional collision energies in the RHIC BES
program, measurements of particle rapidity distributions are
still very limited. We present our model predictions for the ra-
pidity distributions of final positively charged pions in Fig. 6.
Because we utilize the total collision energy as a constraint
in our model, we only need to adjust the plateau widths
of the initial energy density profiles to match the measured
π+ yields in |
y| < 0.1 [45]. Again, we only use the most
central 0–5% data for calibrations. Figure 6 shows that the
measured centrality dependence of particle production is well
predicted by our model. Our predictions for particle rapidity
distributions can be compared with future measurements from
the RHIC BES phase II program.

We apply the same framework to simulate Pb + Pb col-
lisions at two SPS collision energies. Rapidity distributions
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FIG. 6. Rapidity distributions of π+ are compared with the
STAR measurements in Au + Au collisions at 7.7, 14.5, 27, and
39 GeV [45].

of π− in five centrality bins are compared with the NA49
measurements [46] in Fig. 7. Once calibrated using measure-
ments at the most central 0–5% centrality, our model provides
a reasonable description of the π− rapidity distributions in
the remaining four semi-peripheral centrality bins. The widths
in π−’s rapidity distributions at

√
sNN = 17.3 GeV increase

slightly faster in the experimental measurements than those in
our model calculations.

Last but not least, we test our model’s predictive power
by simulating highly asymmetric d + Au collisions at four
collision energies. We use the same set of model parameters
calibrated by central Au + Au collisions at the same collision
energy. Figure 8 shows a comparison with the recent PHENIX
measurements [47,48]. Our model qualitatively reproduces
the collision energy dependence of charged hadron produc-
tions at mid-rapidity in d + Au collisions. However, the pseu-
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FIG. 7. The rapidity distributions of π− production compare
with the NA49 measurements in Pb + Pb collisions at

√
sNN = 17.3

and 8.77 GeV [46].
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FIG. 8. Model prediction of the charged hadron pseudorapidity
distribution in central d + Au collisions. Comparisons are made with
the PHENIX measurements for

√
s = 19.6, 39, 62.4, and 200 GeV

[47,48].

dorapidity distributions are somewhat too flat compared to
the PHENIX measurements. These differences could come
from the event-by-event fluctuations and/or non-trivial initial
longitudinal flow velocity profiles [49], which our current
model has ignored.

B. Baryon dynamics and net proton rapidity distributions

Understanding the dynamics of baryon stopping is one of
the main topics in the RHIC BES program. In this paper,
we parametrize initial baryon distributions with Eqs. (17) and
(18). We do not intend to model the detailed baryon stopping
mechanism, but rather to provide a parametric fit to all the
existing heavy-ion measurements. This calibration makes sure
all the collision systems are probing proper regions of the
QCD phase diagram. To reduce the number of model param-
eters, we assume there is no baryon diffusion process during
the hydrodynamic phase. The space-time rapidity profile for
the initial baryon density is parametrized as the sum of two
asymmetric Gaussian profiles for baryon charges carried by
the projectile and target nucleus. We calibrated the parameters
in Eqs. (17) and (18) with the available net proton measure-
ments in heavy-ion collisions.

Figure 9 show net proton rapidity distributions in Au +
Au collisions from 0–5% to 40–50% centrality bin at three
collision energies. To compare with the RHIC measurements,
we include feed-down contributions from weak decays from
heavy resonance states to protons and anti-protons. Net proton
distributions were measured by the BRAHMS Collaboration
in the most central 0–5% centrality in Au + Au collisions
at 200 and 62.4 GeV [50]. The mid-rapidity measurements
by the STAR Collaboration [51] are consistent with the
BRAHMS results. By adjusting the model parameters in Ta-
ble I, we can reasonably match the BRAHMS measurements
near mid-rapidity. For 19.6 GeV, our model parameters are
only guided by the STAR data at y = 0. Nevertheless, our
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FIG. 9. The net proton rapidity distributions in Au + Au colli-
sions at 19.6, 62.4, and 200 GeV, compared with measurements from
the BRAHMS and STAR Collaborations [45,50,51]. Contributions
from weak decays are included in the theoretical calculations.

model predictions in Figs. 9(b)–9(f) give good descriptions
of the STAR measurements in semi-peripheral Au + Au col-
lisions.

At four additional collision energies in the RHIC BES
program, rapidity distributions of net proton distributions have
not been measured yet. We adjust our model parameters to
match the measured net proton yields at mid-rapidity in the
central 0–5% Au + Au collisions shown in Fig. 10. Our re-
sults in the remaining five centrality bins can be considered as
model predictions. We slightly overestimated the mid-rapidity
net proton yield in the 40–50% centrality bin, which hints at
a weaker baryon stopping in peripheral collisions than central
ones.
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FIG. 10. The net proton rapidity distributions in Au + Au col-
lisions at 7.7, 14.5, 27, and 39 GeV, compared with measurements
from the STAR Collaboration at mid-rapidity [45]. Contributions
from weak decays are included in the theoretical calculations.

014909-7



CHUN SHEN AND SAHR ALZHRANI PHYSICAL REVIEW C 102, 014909 (2020)

0

20

40

60

d
N

p
/d

y

0-5%(a) 5-12.5%(b) 12.5-23.5%(c)

−4 −2 0 2 4
y

0

10

20

d
N

p
/d

y

23.5-33.5%(d)

−4 −2 0 2 4
y

33.5-43.5%(e)

−4 −2 0 2 4
y

Pb+Pb @ SPS

17.3 GeV

8.77 GeV

FIG. 11. The proton rapidity distributions in Pb + Pb collisions
at

√
sNN = 17.3 and 8.77 GeV, compared with measurements from

the NA49 Collaboration [52].

Finally, we study proton rapidity distributions in Pb + Pb
collisions at CERN SPS collision energies in Fig. 11. The
NA49 Collaboration measured proton rapidity distributions
at center-of-mass energies

√
sNN = 17.3 and 8.77 GeV for

five centrality bins [52]. Our calculations give an overall
good description to the NA49 measurements. Figures 11(d)
and 11(e) show that the proton yields keep increasing in
forward rapidity regions in semi-peripheral collisions, which
is not seen in our calculations. This qualitative difference may
suggest that the experimental data have a contamination of
protons from the spectators at forward rapidity regions. Our
model parameters used to calibrate Pb + Pb collisions at SPS
collision energies are consistent with those used in Au + Au
collisions at similar RHIC BES energies.

C. Rapidity-dependent anisotropic flow

The rapidity distributions of anisotropic flow observables
can elucidate the coupling between transverse and longitu-
dinal dynamics in heavy-ion collisions. In this section, we
benchmark our results with event-averaged initial conditions,
which contain high degrees of symmetry. These flow results
can be viewed as a baseline for future comparisons with those
from more realistic event-by-event simulations.

Figure 12 shows the rapidity-dependent identified particle
directed flow coefficients at four collision energies. The slope
of π+’s directed flow dvπ+

1 /dy|y=0 is negative at mid-rapidity,
and its magnitude is larger at lower collision energy. Our
simulation shows that the v1(y) of π+ follows the dipole
deformation of the initial energy density profile in Fig. 2(a).
This correlation reflects that the directed flow of π+ is mainly
driven by local pressure gradients, similar to the dynamics of
elliptic flow. In the meantime, the proton v1(y) has an opposite
sign compared to that of π+ at all collision energies. This
is because the proton v1(y) receives additional contributions
from initial decelerated baryons other than thermal emissions
from fluid cells. These decelerated baryons carry a directed
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FIG. 12. Identified particle directed flow coefficients for (a) π+

and (b) protons as functions of rapidity in 10–40% Au + Au colli-
sions at

√
sNN = 200, 39, 19.6, and 7.7 GeV. Comparisons are made

with the STAR measurements [53].

flow pointing to the spectators’ direction in the transverse
plane.

Our π+’s directed flow agrees reasonably with the STAR
measurements for

√
s � 39 GeV [53]. They start to overes-

timate the experimental data at lower collision energies. Our
model overestimated the proton’s directed flow by more than
an order of magnitude. The slopes of proton v1 are all positive
for all collision energies. This failure suggests that our ansatz
for initial baryon distributions in Eqs. (17) and (18) is too
simple. More realistic modeling of the initial baryon stopping
mechanism is needed to understand the RHIC measurements.

Figure 13 further shows pseudorapidity distributions of
charged hadron elliptic flow at 14.5 GeV. Our full hybrid sim-
ulations with event-averaged initial conditions (the solid black
line) give a flatter distribution of v2(η) near mid-rapidity com-
pared to the STAR measurements [54]. Our v2(η) distribution
is a result of the cancellation between large effective shear
viscosity in large-μB regions and large initial eccentricity ε2

in the forward and backward rapidity regions [see Fig. 2(b)].
Simulations with constant or only temperature-dependent spe-
cific shear viscosity give larger charged hadron v2 at η ≈ 2
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FIG. 13. Pseudorapidity distributions of charged hadron elliptic
flow coefficients in 30–40% Au + Au collisions at

√
sNN = 14.5

GeV with different (η/s)(T, μB ). The charged hadron v2(η) coef-
ficients are integrated from pT = 0.2 to 3 GeV and compared with
the STAR measurements [54].

compared to its value at mid-rapidity in Fig. 13. This discrep-
ancy between our full results and the STAR measurements
suggests that flow longitudinal decorrelations rooted from
event-by-event fluctuations are essential to understand this
observable [55]. We devote the extension to event-by-event
simulations and studying longitudinal flow fluctuations to a
future work.

D. Study QGP transport properties with the
√

s-dependent
transverse dynamics

Hydrodynamic flow boosts the thermally emitted hadrons,
which results in increasing their mean transverse momenta. In
this work, we neglect bulk viscous effects in the QGP evolu-
tion and adjust the starting time of hydrodynamics at every
collision energy so that identified particles’ 〈pT 〉 match the
STAR measurements in 0–5% Au + Au collisions [51,54,56].

Figure 14 shows the identified particle mean pT as a
function of collision energy for 0–5% and 30–40% centrality
bins. Our theoretical calculations can quantitatively reproduce
the STAR measurements and capture the collision energy
dependence of 〈pT 〉. It is clear from the proton’s mean
pT that systems at higher collision energy develop stronger
radial flow because their hydrodynamic phases are longer.
Our calculation suggests that the mean pT of anti-protons
is larger than that of protons in all collision energies. This
difference increases with the net baryon chemical potential
at low collision energies. The systematic uncertainties in the
current proton and anti-proton measurements are still too large
to distinguish them from each other.

Please note that our results ignore any pre-equilibrium
dynamics before the hydrodynamic starting time τ0 listed
in Table I. Any pre-hydrodynamic evolution [57–60] will
generate transverse flow during τ = 0+ − τ0, which will re-
sult in stronger transverse flow at the freeze-out and larger
particle mean pT . This strong radial flow needs to be tamed by

101 102√
s (GeV)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

p T
(G

eV
)

(a) 0-5% Au+Au

STAR π+

STAR K+

STAR p

STAR p̄

101 102√
s (GeV)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

p T
(G

eV
)

(b) 30-40% Au+Au

theory π+

theory K+

theory p

theory p̄

FIG. 14. Collision energy dependence of the identified particle
averaged transverse momentum 〈pT 〉 in Au + Au collisions at (a) 0–
5% and (b) 30–40% centrality bins. Theoretical results are compared
with the STAR measurements in Refs. [51,54,56].

bulk viscous effects during hydrodynamic evolution [61,62].
Therefore, the fact that our current results can reproduce the
STAR mean pT measurements suggest a non-zero QGP bulk
viscosity at finite densities.

In high-energy collisions, the mid-rapidity elliptic flow
coefficient of charged hadrons is driven by the fireball’s
elliptic deformation ε2(ηs) [63,64]. Although the mid-rapidity
ε3D

2 (ηs = 0) for a given centrality class of Au + Au collisions
only varies by few percent from 200 to 7.7 GeV, the plateau of
ε2(ηs) shrinks quickly in space-time rapidity as the collision
energy goes down [see Fig. 2(b)]. The averaged shape of
the fireball in |ηs| < 1 is more eccentric at a lower collision
energy. This larger averaged initial eccentricity is an effect
from the breaking of boost invariance in full 3D simulations.
The detailed 3D structure of ε3D

2 (ηs) is important for the
elliptic flow development during hydrodynamic simulations.

Figure 15(a) shows our model calibration on the STAR
elliptic flow measurements with the specific shear viscosity
(η/s)(T, μB) shown in Fig. 4. Please note that our simulations
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FIG. 15. The dependence of elliptic flow coefficients on (a) col-
lision centrality and (b) collision energy in Au + Au collisions
from 7.7 to 200 GeV. Theoretical results are compared with STAR
measurements using the two-particle cumulant method [56].

neglect event-by-event fluctuations and bulk viscous effects.
Although these two factors give opposite contribution to the
elliptic flow coefficient, we expect O(20%) theoretical uncer-
tainty in our calculations. Therefore, our following discussion
focuses on qualitative features in the model-to-data compar-
isons. In order to reproduce the collision energy dependence
of the STAR elliptic flow measurements, we require a larger
QGP specific shear viscosity in the low-T and large-μB re-
gions. Our conclusion is in line with the finding in Ref. [19],
in which the effective η/s(

√
s) is larger at a lower collision

energy. We further study individual effects from T and μB

dependence in η/s on the collision-energy-dependent elliptic
flow coefficients in Fig. 15(b). The μB dependence in η/s
gives a large contribution to the suppression of charged hadron
v2(

√
s) at low collision energies, at which more baryons are

stopped at mid-rapidity. Full 3D simulations are essential to
extract the T - and μB-dependent η/s(T, μB). If one assumes
systems are boost invariant at all these collision energies, one
would need a roughly constant η/s to reproduce the collision
energy dependence of charged hadron v2 [65].

Our results in Figs. 13 and 15 have demonstrated that full
3D dynamics of heavy-ion collisions can set strong constraints
on the temperature- and chemical-potential-dependent QGP
specific shear viscosity (η/s)(T, μB) by using the elliptic flow
measurements as functions of particle rapidity and collision
energy in the RHIC BES program.

IV. CONCLUSIONS

In this work, we present a simple way to construct 3D
initial conditions for relativistic heavy-ion collisions at any
energy. The key ingredient is that our formulation ensures
local energy and momentum conservation at all transverse
positions (x, y) of the system. The conservation laws, together
with our choice of the longitudinal energy density profile in
Eq. (14), result in a non-trivial

√
TATB scaling for the local en-

ergy density e(x, y) at high energies. This scaling qualitatively
agrees with the phenomenological constrained results from
state-of-the-art Bayesian statistical analyses [29,30]. There-
fore, our work provides an alternative physical interpretation
for this type of scaling, in addition to saturation physics [66].
From our model’s point of view, the fact that e ∝ √

TATB is a
consequence of longitudinal momentum conservation and the
assumption of a flux-tube-like longitudinal profile for the local
energy density.

We systematically study these types of 3D initial condi-
tions using a viscous hydrodynamics plus hadronic transport
hybrid framework. We calibrate this framework with charged
hadron and proton rapidity distributions in most central heavy-
ion collisions in the RHIC BES program and at CERN SPS en-
ergies. By fixing all the parameters, we test model predictions
in semi-peripheral Au + Au and Pb + Pb collisions as well
as in asymmetric d + Au collisions. The proposed 3D initial
conditions can quantitatively reproduce particle rapidity dis-
tributions measured in different centrality bins and in d + Au
collisions. These successful predictions support that imposing
local energy-momentum conservation plays a critical role in
understanding the evolution of charged hadron pseudorapidity
distributions as a function of collision geometry in heavy-ion
collisions. In the meantime, our model with event-averaged
initial conditions failed to describe the rapidity-dependent
v1(y) of pions and protons. These discrepancies indicate that
a realistic baryon stopping mechanism and event-by-event
fluctuations play critical roles in understanding the directed
flow observables.

We further study the collision energy dependence of flow
observables at mid-rapidity. Our model without any pre-
equilibrium dynamics before τ = τ0 can reproduce the mea-
sured mean pT of identified particles. This comparison hints
that a non-zero QGP bulk viscosity is essential in the more
realistic heavy-ion simulations at finite densities. We demon-
strate that the charged hadrons v2(

√
s) in the RHIC BES

program have strong constraining power on the temperature
and μB dependence of the QGP specific shear viscosity.

The calibrated simulations presented here serve as a base-
line result for the bulk dynamics in the RHIC BES pro-
gram. Future comparisons with more realistic simulations
will quantitatively address the importance of event-by-event
fluctuations and pre-equilibrium evolution on flow observ-
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ables at different collision energies. Last but not least, our
calibrated medium evolution in this work can be directly
used to study the evolution of critical fluctuations [67–69],
the effect of strong electric magnetic fields [70,71], and the
QGP electromagnetic radiation in a baryon-rich environment
[72,73].

All software used in this work are open source:

(a) IEBE-MUSIC [74] is a fully integrated numerical frame-
work to automate hybrid simulations for relativistic
heavy-ion collisions.

(b) SUPERMC [31,32] is an initial condition generator
based on the Monte Carlo Glauber model.

(c) MUSIC [35–39] is a (3 + 1)D relativistic viscous hydro-
dynamics model.

(d) ISS [31,75] is a Monte Carlo particlization module
based on the Cooper-Frye freeze-out procedure.

(e) URQMD [42,43,76] is a standard hadronic transport
model.

(f) HADRONIC_AFTERBURNER_TOOLKIT [77] is a particle
spectra and flow analysis code package.

The event-averaged initial conditions, hydrodynamic hy-
persurfaces, and final experimental observables can be down-
loaded from Ref. [78].
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