
PHYSICAL REVIEW C 101, 065501 (2020)

Measurement of the scintillation and ionization response of liquid xenon
at MeV energies in the EXO-200 experiment
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Liquid xenon (LXe) is employed in a number of current and future detectors for rare event searches. We
use the EXO-200 experimental data to measure the absolute scintillation and ionization yields generated by γ

interactions from 228Th (2615 keV), 226Ra (1764 keV), and 60Co (1332 keV and 1173 keV) calibration sources,
over a range of electric fields. The W value that defines the recombination-independent energy scale is measured
to be 11.5 ± 0.5 (syst.) ±0.1 (stat.) eV. These data are also used to measure the recombination fluctuations
in the number of electrons and photons produced by the calibration sources at the MeV scale, which deviate
from extrapolations of lower-energy data. Additionally, a semiempirical model for the energy resolution of the
detector is developed, which is used to constrain the recombination efficiency, i.e., the fraction of recombined
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electrons that result in the emission of a detectable photon. Detailed measurements of the absolute charge and
light yields for MeV-scale electron recoils are important for predicting the performance of future neutrinoless
double β-decay detectors.

DOI: 10.1103/PhysRevC.101.065501

I. INTRODUCTION

The EXO-200 experiment searched for neutrinoless double
β decay (0νββ) in 136Xe using liquid xenon (LXe) as both
the source of the decay and the detector medium [1]. Using
this technique, EXO-200 set a lower limit on the half-life
of 0νββ of T 0νββ

1/2 > 3.5 × 1025 years [1,2]. Future detectors
employing LXe, such as nEXO, are planned to reach half-
life sensitivities approaching 1028 years [3,4]. Accurately
measuring the response of LXe to MeV-scale electron recoils
is directly relevant to understanding the ionization and scin-
tillation process and its impact on the energy resolution for
nEXO [3] and other future 0νββ detectors [5,6].

This paper describes the first absolutely calibrated mea-
surement of the response of liquid xenon in the range of
energies that are directly relevant to predicting the sensitivity
of future neutrinoless double β-decay (0vbb) detectors.

Particles interacting in LXe can deposit a portion of their
energy as scintillation and ionization, which can be detected
by incorporating the LXe into a time projection chamber
(TPC). In the ionization process, particles such as γ -ray pho-
tons, α particles, or energetic electrons deposit their energy
in LXe through different physical mechanisms and produce a
number of electron-ion pairs and excited xenon atoms (“ex-
citons”) [7], as well as some loss of energy to undetectable
channels (e.g., atomic motion or “heat”). In the scintillation
process, two routes are possible: either direct excitation of
Xe atoms or electron-ion recombination. Both processes lead
to the production of excitons which form excited dimers,
Xe∗

2, and then de-excite with the emission of a ∼178 nm
vacuum ultraviolet (VUV) photon [7]. The relative number
of electrons and photons collected from an event is anticor-
related, as first measured in Ref. [8], and depends on the
electric field applied across the TPC. As the electric field
increases, more ionized electrons can be drifted away from
the interaction site, reducing the number of photons produced
through recombination.
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In this paper we present a measurement of absolute light
and charge yields in LXe, from which we can extract the
“W value,” which is defined as the average energy needed to
produce a quantum of either charge or light (i.e., either an
electron or VUV photon). This definition of W value follows
the same approach in Refs. [9–15], and is to be distinguished
from notations used in older literature such as Refs. [16,17],
where “W ” represents the average energy required to produce
an electron-ion pair. In this work the ionization-only value
from Refs. [16,17] is denoted as “Wi” instead. LXe detectors
are widely used in dark matter searches and previous mea-
surements of the light and charge yields using those detectors
have primarily focused on low energy electron and nuclear
recoils (�500 keV) [9]. The measurements described here
are focused on the detector response of LXe to higher energy
(≈1–2.5 MeV) electron recoils.

In Sec. II, a summary is presented of previous measure-
ments of the absolute charge and light yields in LXe and
the corresponding W values. Section III provides a brief
overview of the EXO-200 detector and its charge and light
sensors, while the yield measurement and its comparison to
the noble element simulation technique (NEST) [9] is shown
in Sec. IV. In Sec. V, the energy resolution for γ events
at different electric fields is measured and compared to the
values predicted by a semiempirical model. An important
input to the resolution model—the recombination fluctuations
at a variety of energies above 1 MeV—are measured and
compared to previous lower-energy data. Finally, this section
presents constraints on the recombination efficiency from the
comparison of the resolution model to data.

II. PREVIOUS MEASUREMENTS

A number of previous detectors have measured the charge
and light response of LXe to α-, β-, and γ -induced elec-
tron recoils, and neutron-induced nuclear recoils (see, e.g.,
Refs. [10,11,16,18–28]). In addition, the NEST software tool
has been developed to provide an empirical model to simulate
the charge and light responses for LXe under different electric
fields and for the various particle types [9,29].

In general, the number of detected electrons and photons
depends on the electric field applied to the LXe, since a field-
dependent fraction, r, of the initially produced electron-ion
pairs can recombine to produce excitons that then emit a
photon. For an initial population of ni electron-ion pairs and
nex excitons, the maximum number of detectable electrons, nq,
at a given field is nq = (1 − r)ni and the number of detectable
photons is np = nex + rni, under the assumption that each
recombining electron-ion pair produces an exciton, which in
turn produces a photon. This assumption will be relaxed in
Sec. V C, where constraints on the absolute recombination ef-
ficiency are studied using EXO-200 experimental data. Under
the above assumption, it is possible to define a recombination-
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TABLE I. Summary of the previous measurements of W and Wi

described in the text, along with the year of measurement and particle
type. Most data were taken with γ and conversion e− sources, for
which the relevant decay energy is listed. Reference [33] used an
electron beam with total energy listed below, and an energy per e− of
1–40 keV. References [9,20] provide averages of subsets of previous
measurements.

W (eV) Wi (eV) Particle type Year Ref.

– 15.6 ± 0.3 e− (976 keV) 1975 [31]
– 13.6 ± 0.2 γ (662 keV) 1979 [32]
14.7 ± 1.5 − e− (976 keV) 1990 [36,37]
– 9.76 ± 0.70 e− (0.02–3 GeV) 1992 [33]
13.8 ± 0.9 − e− (976 keV) 2002 [16]
13.46 ± 0.29 − γ (122 keV) 2007 [13]
13.7 ± 0.2 − γ (122 keV, 136 keV) 2009 [12]
14.0 − γ (164 keV) 2010 [35]
13.7 ± 0.4 − Compilation 2011 [9]
– 16.5 ± 0.8 γ (122 keV) 2011 [18]
– 14.30 ± 0.14 Compilation 2014 [20]

independent W value, W = E/(nq + np), which corresponds
to the energy required to produce a single detectable quantum
of either type. Since nq + np = (1 − r)ni + nex + rni = (1 +
α)ni for α = nex/ni, this definition of W does not depend on
electric field. We note, as pointed out in Ref. [12], that if the
efficiencies for an exciton or recombining electron-ion pair
to create a detectable photon (εe or εr , respectively) differ
from unity, then a recombination-independent energy scale
can still be defined. In this case, the expression above for
W is unchanged, but α = εe

εr
( nex

ni
) and np would denote the

number of recombining electron-ion pairs needed to produce
the observed scintillation signal if there were no direct exciton
production.

Using these definitions, we can also define the energy
required to produce a single electron-ion pair prior to recombi-
nation, Wi = E/ni such that W = Wi/(1 + α). Since nq + np

is constant prior to detection, if an absolute calibration of
the electron count is performed (see Sec. IV A), then the
overall light detection efficiency can be calculated from the
change in the detected number of electrons and photons as r
is varied with electric field [12,13]. This allows the light de-
tection efficiency to be absolutely calibrated from the charge
signal, which is important since the detection efficiency for
charge can be nearly unity for practical detectors, while the
overall efficiency for detecting VUV photons is typically
only ≈10–20% [10,11,14,15,30] and can be difficult to model
without empirical measurements.

In this work, we are primarily interested in energy de-
positions from MeV-scale β and γ particles. A number of
previous measurements of Wi and W exist in the literature for
these particle types, with a significant spread in the reported
values, as shown in Table I. For example, early measurements
for 976 keV conversion electrons from a 207Bi source found
Wi = 15.6 ± 0.3 eV [31], while independent measurements
using 662 keV 137Cs γ s gave Wi = 13.6 ± 0.2 eV [32]. Later
measurements employing an electron beam with energy per
electron of 1–40 keV (and total deposited energy between

20 MeV and a few GeV) found Wi = 9.76 ± 0.70 eV [33].
More recent measurements using 122 keV γ rays found
Wi = 16.5 ± 0.8 eV [18]. In Ref. [20] the authors perform
a compilation of measurements of W and Wi and find a
combined estimate of Wi = 14.30 ± 0.14 eV, consistent with
their data obtained from a variety of β and γ sources between
≈3–700 keV [20].

Measurements of the recombination independent value, W ,
have also been reported. In a reanalysis of data taken with
207Bi conversion electrons from Ref. [34], Ref. [16] finds
a value of W = 13.8 ± 0.9 eV. This value relies on their
previous measurement of Wi [31,34], which is converted to W
using the average of their measured value of α = 0.20 [16]
and their calculated value of α = 0.06 [31]. The error bar
reported on W indicates the difference between the measured
and calculated values for α. Significant nonlinearity is seen
in the measured sum of the charge and light response, which
is ascribed to possible variation in the amplifier response
with rise time or loss of electrons due to electronegative
impurities [16]. In addition, Ref. [13] finds a value of W =
13.46 ± 0.29 eV, although this value is not included in the
combined average in Ref. [9] due to a possible calibration
problem [9]. Dahl reported a value of W = 13.7 ± 0.2 using
122 keV γ events in a 30 g detector, which could be operated
in single-phase or dual-phase mode [12]. The compilation
in Ref. [9] additionally references two other values: W =
14.0 eV, appearing only in the preprint version of Ref. [35]
and excluded from the average in Ref. [9] since it lacks an
error estimate; and W = 14.7 ± 1.5 eV [36,37]. The latter
value comes from earlier work by a subset of the authors
of Ref. [16] and agrees within errors with the later result.
Finally, taking the combined estimate of Wi ≈ 14.3 eV from
Ref. [20] and assuming the measured value of α ≈ 0.2 [16,38]
would correspond to W ≈ 11.9 eV, where only an approxi-
mate value is given due to the spread in the values used to
form the average and the uncertainty in the difficult to measure
parameter, α.

The above summary indicates that there are substantial
variations in previous measurements of the absolute calibra-
tion of charge and light yields of γ and β events in LXe. The
spread in the values of W , either directly measured or derived
from Wi, can be as large as 60%. Such differences could arise
in part from detector effects such as variations in density, tem-
perature, or xenon purity; differences in the energy deposition
process for different particle types or energies; or unknown
calibration systematics, as described in Sec. IV B. While the
relative calibration of charge and light yields versus field is
straightforward for many detectors, the absolute measurement
of these yields typically requires an accurate calibration of nq,
which can be performed in a single-phase detector through
the use of a calibrated charge-sensitive amplifier. Since many
modern large-scale LXe TPCs are dual-phase to amplify the
charge signal prior to collection, absolute measurements of the
charge yield are difficult due to the possibility that not all the
charge is extracted into the gas phase, even at extremely high
applied fields [39,40].

Here we perform an absolute calibrated measurement of
the total yield with a precision of 4.5% using a variety of
calibration sources with γ energies between 1.1–2.6 MeV.
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These measurements take advantage of a single-phase, large
detector with good purity and a well-understood position and
energy calibration, and the availability of a detailed Monte
Carlo (MC) simulation of the detector energy response to
calibration sources.

III. THE EXO-200 EXPERIMENT

The EXO-200 detector was operated at the Waste Isolation
Pilot Plant (WIPP) near Carlsbad, New Mexico, from 2011 to
2018. The detector was filled with LXe enriched to ≈80% in
136Xe, with a density at the operating temperature of 167 K
of 3.0305 ± 0.0077 g/cm3 [41]. The LXe was housed in a
cylindrical copper vessel, split into two TPCs by a common
cathode, each with radius ≈18 cm and drift length ≈20 cm.
Each end cap of the vessel consisted of two crossed wire grids
and an array of large area avalanche photodiodes (APDs).
More details of the detector are described in Refs. [1,41]. For
each interaction, the charge was drifted parallel to the axis of
the detector towards the nearest end cap under the action of a
uniform electric field, and the scintillation light was collected
and measured by the APD arrays. The drifting charge was
measured by induced signals as it first drifted by a shielding,
or “V-wire” grid, and then was collected by a second wire grid,
known as the “U-wire” grid.

In this work, we denote the x and y coordinates as those
in the plane of the U and V wires, while the z coordinate
is defined to be along the drift axis of the detector, with the
cathode at z = 0, and the positive z direction pointing from
the anode of the second TPC to that of the first TPC. In
each TPC, the V-wire grids were positioned at a separation
�z = 6 mm in front of the U-wire grids, while the APD arrays
were positioned �z = 6 mm behind the U wires. The two
wire grids were crossed at an angle of 60◦ and read out by
charge sensitive preamplifiers. Each grid was segmented into
9-mm-wide channels consisting of triplets of wires with 3-mm
pitch. Each individual wire had a roughly square cross section
with width of 127 ± 40 μm, which enabled each wire grid to
have an optical transparency of 95.8%.

The APDs were grouped into 74 readout channels
(“gangs”) in total, each of which consisted of five to seven
APDs. Each circular APD had a diameter between 19.6 mm
and 21.1 mm and an active diameter of 16 mm. The APDs
were hexagonally packed such that the sensitive area of the
endplates on which they were mounted was 48% of the
total area. The interior surface of each endplate was covered
by vacuum-deposited aluminum and MgF2 to reflect VUV
scintillation photons that did not strike the APD surfaces [41].
A cylindrical PTFE reflector was positioned inside the electric
field grading rings at a radius of 183 mm to improve light
collection.

The V-wire and U-wire grids and the APD planes were
separately voltage biased to ensure 100% of charge was
collected by the U wires. Simulations of the electric field
and wire geometry indicate that all charge will drift through
the V-wire plane and be collected on the U-wire plane for a
ratio between the average electric field in the bulk of the TPC
and collection region (between the U and V planes) >1.3. To
ensure full charge transparency, the grids were biased with

FIG. 1. Energy distributions in data (circles) and MC (lines)
from 228Th, 226Ra, and 60Co calibration sources positioned near the
cathode of the EXO-200 detector.

a field ratio of 2 for all data considered here. Measurements
performed during EXO-200 engineering runs, in which the
field in the collection region was varied, confirm that this field
ratio is sufficient to avoid loss of charge.

At the event reconstruction stage, the signals on each
channel are grouped into “clusters” based on their position and
timing information. The clustering algorithm is optimized to
group signals arising from the same interaction into a single
“cluster,” from which the total energy and position for each
energy deposit in the LXe can be determined. Events that
deposit their energy only in a single cluster are known as
“single-site” (SS) events. For simplicity, only SS events are
considered for all analyses presented here, and “multiple-
site” events where energy is deposited at multiple resolvable
locations in the detector are not considered. The SS events in
the calibration data consist of either photoelectric absorption
or closely spaced, unresolved Compton scatters in the photo-
peaks for each source. At energies below the photopeaks, the
SS events consist of single, isolated Compton scatters with
any additional energy deposits occurring outside the active
volume of the detector.

IV. MEASUREMENT OF SCINTILLATION AND
IONIZATION YIELD USING 228Th, 226Ra,

AND 60Co SOURCES

A. Measurement procedure and results

1. Charge and light channel calibrations

To measure the scintillation and ionization yield of LXe,
we select data for analysis from 228Th, 226Ra, and 60Co
source calibrations, with γ signal energies of 2615, 1764,
1332, and 1173 keV (the latter are the energies of the two
photopeaks of 60Co), respectively, as shown in Fig. 1. For
each calibration source, data were taken during two dedicated
week-long calibrations: in February 2016 (near the end of
EXO-200 “Phase I” operations [42]) under electric fields 39,
75, 186, and 375 V/cm; and in October, 2018 (near the end
of EXO-200 “Phase II” operations [1]), under electric fields
50, 100, 200, 400, and 567 V/cm. Data were processed using
the standard EXO-200 algorithms for event reconstruction
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and clustering described above. In all the measurements, only
events within the standard EXO-200 fiducial volume defined
by the intersection of a hexagonal region with apothem a <

162 mm and a cylindrical region of radius r < 173 mm are
considered. Along the drift axis, only events with 10 mm <

|z| < 182 mm are used [1].
Since EXO-200 is a single-phase TPC, electrons are di-

rectly collected on the U wires with high collection efficiency.
This allows an accurate determination of the total number of
electrons produced in the LXe from an absolute calibration of
the response of the charge readout electronics. The recorded
waveforms from the charge and light channels in units of ADC
counts are converted into electron and photon counts using the
following calibrations.

In the “external charge-injection” calibration, a known
number of electrons from a calibrated capacitor are injected
into the front-end electronics for the wire grids or APDs.
The pulse magnitude recorded by the data acquisition (DAQ)
system in units of ADC counts can then be determined for a
calibrated amount of charge.

Due to the importance of an accurate absolute calibration
of the preamplifiers for the results reported here, the external
charge-injection calibration for the U wires was performed
twice throughout EXO-200 operations. The calibration re-
quires a specialized circuit and the detachment of the TPC
from the front-end card (FEC) and therefore difficult to
carry out frequently. Absolute charge-injection calibrations
were originally performed for all U-wire, V-wire, and APD
channels at the start of Phase I operations. To confirm the
original calibration of the U wires, the external calibration
was repeated—for the U-wire channels only—using a newly
fabricated external calibrator in November 2018 at the end of
Phase II running. Both calibrations were found to agree on
the average U-wire gain within 4%. The difference between
the two calibrations could arise from time variation in the
gains over the course of detector operation, or from small
systematic errors present in the Phase I calibration, which
was not designed to reach the percent level absolute accuracy
of the Phase II calibration. The Phase II calibration provides
a measurement of the preamplifier response taken within a
week following the calibration runs used here to avoid any
systematics from changes in gain or operating characteristics
throughout EXO-200 operations.

Figure 2 shows a schematic of the circuit used for the Phase
II external charge-injection calibration for the U wires. The
test pulse is a step function with amplitude between 0.6–1.4 V
and rise time much smaller than the sampling rate of the DAQ.
The absolute amplitude accuracy for the pulse generator was
measured to be <0.5%. The voltage step is applied through a
calibrated attenuator with measured attenuation of Vout/Vin =
(1.00 ± 0.01) × 10−3 to the calibration capacitor, Cin. This
silver mica capacitor was hand-selected from tests of multiple
capacitors to closely match the specified nominal value of
20 pF using a precision capacitance bridge (with absolute ac-
curacy of 0.05%). Measurements were performed before and
after removing the capacitor leads, and after installing in the
external calibrator board to account for any stray capacitance
related to the installation. The total effective capacitance of
the capacitor and board was found to be Cin = 20 ± 0.2 pF,

FIG. 2. Schematic diagram of the external calibrator used for the
“external charge-injection” calibration of the U-wire preamplifiers.
The external calibrator is used to apply a calibrated amount of
charge to the input of the preamplifier through Cin. The U-wire
capacitance, CU , and stray capacitance from the wiring, Cs, are
disconnected during the calibration. The FEC contains the charge
sensitive preamplifier with Cf = 1 pF, Rf = 60 M�, and open-loop
gain �105.

with the effects of stray capacitance once installed measured
to be �0.1 pF.

The voltage step injected through Cin provides a calibrated
amount of charge (≈[75 − 195] × 103 e−) at the input to the
preamplifier. The calibration is performed by disconnecting
the U-wire cables coming from the detector from the FECs
containing the charge preamplifiers. When connected, the
total detector and wiring capacitance, Cs + CU , is dominated
by the stray capacitance of the cables connecting the U wires
to the FECs, Cs = 60–80 pF [43]. The feedback capacitance,
Cf = 1 pF and open-loop gain of all preamplifiers �105 leads
to a <0.1% change in the amplifier response when the TPC
and wiring are disconnected.

Combining all systematic errors in the external calibration
hardware described above, the gain uncertainty common to all
channels is �1.5%. Averaged over all channels, the resulting
calibration indicates that each ADC count from a U-wire
signal corresponds to ≈340 electrons, with a relative variation
of 9% across different channels. However, there are additional
possible sources of systematic error resulting from possible
time variation of these gains during data runs; differences
in pulse shape between the charge injection calibration and
physics data; and loss of electrons prior to collection by the U
wires.

To account for possible time variation in the gains, an “in-
ternal charge-injection” calibration is also performed several
times per week during the data-taking period. This calibration
uses charge injected into the preamplifier directly from the
calibration hardware on the FEC. Unlike the external charge
injection, the total capacitance of the calibrator is not precisely
known, so gains measured from the internal charge injection
are used only to perform a relative measurement over time,
which is anchored by the absolute value measured from the
external charge-injection calibration. The internal calibration
performed at the same time as each source calibration run is
used to account for any time variation of the U-wire gain for
that run. The overall gain fluctuations are measured to be �1%
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over the entire period of EXO-200 operations and �0.1% over
the week-long data taking period in Phase II considered here.

The charge injection calibrations are performed with step
function input (with negligible rise time), while real physics
signals have a charge pulse rise time varying between 3–6 μs
[41]. This difference in rise time can lead to changes in the
reconstructed amplitude of the signal after the pulse shaping
electronics (i.e., “ballistic deficit”). Simulations show that
this effect generates a relative 0.7% systematic error on the
reconstructed pulse height for a signal with typical rise time
relative to the step function input.

Electrons in LXe can capture on electronegative impurities
as they drift, which attenuates the charge signal. To minimize
this attenuation, the xenon is continuously circulated through
purifiers [43]. The purity of the LXe is monitored several
times each week by dedicated source-calibration data, from
which the electron lifetime can be determined. A drift-time
dependent correction to the reconstructed charge energy is im-
plemented in the data analysis, following the same procedure
as previous EXO-200 analyses [44]. To limit effects of finite
purity, only data for which the electron lifetime is >2 ms are
used in this analysis. The maximum charge loss for the lowest
lifetime data considered here is <5% over the full drift length,
prior to correction. After correction, the resulting error on the
reconstructed charge is estimated to be <0.5%.

Combining all systematic errors from the internal and
external calibrations, electron lifetime calibration, and pulse
shape studies, the total systematic uncertainty on the U-wire
gain for each channel is 1.8%.

Using this absolute calibration of the charge channels,
the APD channels can be calibrated under the assumption
of perfect recombination efficiency. For this calibration, it is
assumed that every recombined electron-ion pair produces an
exciton, which de-excites to emit an additional VUV photon.
Under this assumption, the total number of quanta (either
electron-ion pairs or photons) produced at a given energy
is independent of field [12,13]. The change in the light and
charge signals versus field can then be used to calibrate the
total response of the light channels, which results from a prod-
uct of the APD quantum efficiency, the geometrical collection
efficiency, the APD avalanche gain, and the amplifier gain.
The advantage of this method is that the total photon count
can be determined based only on the previously calibrated
change in the number of electrons, and without the need to
independently measure each component of the photon detec-
tion efficiency. With additional calibration of the APD readout
electronics it is possible to also determine the overall photon
detection efficiency, εp, defined as the ratio between the
number of photon induced “photoelectrons” (PE) produced
in the APDs prior to the avalanche amplification, relative to
the total number of photons initially produced in the LXe.
The efficiency for detecting photons is significantly smaller
than for charge due to the imperfect quantum efficiency of the
APDs and the overall loss of photons as they are absorbed by
uninstrumented detector surfaces.

The external charge-injection calibration was also per-
formed for the preamplifiers for each of the APD readout
channels at the beginning of EXO-200 Phase I operations.
While this calibration is not directly required to obtain the

charge yields and W value from EXO-200 data, along with
the APD avalanche gain calibration, it can be used to es-
timate the photon detection efficiency from the calibrated
total light response. The measured response indicates that
one ADC count corresponds to ≈900 electrons at the input
to the preamplifier, depending on channel. The relative APD
preamplifier gain variation is 11% across different channels
and the time variation is ≈1.5% over the entire period of
EXO-200 operations (excluding differences due to the elec-
tronics upgrade between Phases I and II), as measured from
the internal charge-injection calibration.

The avalanche gain of each APD can be calibrated ac-
curately using an in situ laser calibration, during which all
channels are illuminated by light from a pulsed 405-nm laser
beam that enters the TPC through diffusers positioned at each
end of the TPC. The diffusers are illuminated by two optical
fibers carrying light from an external laser source. Since the
dynamic range of the DAQ is not sufficiently high to measure
the response for both the unity gain (i.e., bias below the
avalanche threshold) and full gain APD biases simultaneously,
a two-step calibration is used where the laser pulse length is
varied. A short laser pulse is measured at full gain and at an
intermediate gain and compared to a longer pulse measured at
unity gain and the same intermediate gain. Both pulse lengths
are short with respect to the times relevant to the front-end
electronics. The ratio of the response amplitudes then gives
the avalanche gain, which was measured during weekly cal-
ibrations throughout EXO-200 running. The operating APD
voltage biases for the data used here result in a mean gain of
200, consistent with the earlier EXO-200 measurement from
Ref. [45]. Combined with the preamplifier calibration, this
corresponds to a conversion between APD pulse height and
PEs on the order of 4.5 PEs/ADC.

2. Measurement of charge and light yields versus field

After obtaining the electron and PE counts in each
event near the photopeak using the calibrations described in
Sec. IV A 1, we perform a binned 2D Gaussian fit to the data:

f (x, y) = Ae
−1

2(1−ρ2 )

[
(x−nq )2

σ2
q

+ (y−nPE )2

σ2
PE

− 2ρ(x−nq )(y−nPE )
σPEσq

]

, (1)

where the x and y coordinates refer to the bin centers for the
charge and light axes, respectively, A is an overall amplitude,
nq and nPE are the mean number of electrons and light-induced
PEs at the photopeak, respectively, ρ is the correlation be-
tween the electron and PE counts, and σq (σPE) is the standard
deviation of the electron (PE) counts, which includes both the
detector noise and electron-ion recombination fluctuations. To
account for the detailed energy spectrum of the calibration
events, a simulation based on the EXO-200 detector MC [41]
is used to produce the expected event energy distribution for
each source. This spectrum is smeared by a 2D Gaussian
function for the resolution as in Eq. (1) to give the overall
fitting function for each source. The best-fit calibration and
resolution parameters are then determined through a χ2 fit to
the data. This MC-based fit accounts for events in the Comp-
ton shoulders near each photopeak, to minimize any effect
of background events on the measurement. Using the best-fit
values of electron and PE counts for each of the photopeaks in

065501-6



MEASUREMENT OF THE SCINTILLATION AND … PHYSICAL REVIEW C 101, 065501 (2020)

FIG. 3. (a)–(e) MC-based fit to the anticorrelated number of electrons and photons at the 2615 keV γ peak from the 228Th source data taken
in October 2018 under various electric fields. Only bins with more than 10 events are included in the fit. The χ2/NDF fit statistic is indicated
in each plot. The outermost contour contains 68% of peak events on average for the best fit parameters. (f) Combination of the individual fits to
the 228Th photopeak under various fields. The magnitude of the slope of each ellipses’ major axis is equal to the tangent of the rotation angle.
The shaded regions indicate the statistical uncertainty in the best fit value for the rotation angles.

the calibration sources, the overall photon detection efficiency
can be determined by requiring nq + (nPE/εp) to be a constant
under different electric fields for each photopeak.

The resulting photon detection efficiency estimated from
the least squares fit to all calibration data from sources po-
sitioned near the cathode is εp = (8.1 ± 0.5)%, where the
uncertainty is dominated by systematic variations between
different calibration sources. Using this efficiency, which as
described above relies on the assumption that each recombin-
ing electron-ion pair produces a photon, the best-fit values of
nPE can be scaled to photon counts, np.

Figures 3–5 show the MC-based 2D Gaussian fit to
electron-photon count spectra for the 228Th (2615 keV), 226Ra
(1764 keV), and 60Co (1332 and 1173 keV) sources, re-
spectively. Overall the use of the MC-based fit minimizes
systematic errors due to the presence of backgrounds from
Compton scattering near the photopeaks. However, the differ-
ence between the results of the MC-based fit and a simple 2D
Gaussian fit to each peak including a constant background is
small (�5%), indicating that background model systematics
are not large.

The coefficient ρ can be converted to the rotation angle, θ ,
defined as tan(2θ ) = − 2ρσpσq

σ 2
p −σ 2

q
, indicating the optimal weight-

ing of the charge and light signal to form the “rotated energy”
that minimizes the overall resolution, as described in Sec. V A.

Figures 3(f)–5(f) show the total photon count versus
electron count and the rotation angle θ under various drift
fields measured using the three sources. The rotation angle
decreases slightly as the electric field increases, due to the

higher signal-to-noise in the charge channel compared to the
light channel. In addition, as the drift field increases, the
spread of the photon and electron distributions is reduced,
leading to improved energy resolution. Figure 6 shows the
number of electrons and photons at the peak measured from
various calibration sources under different electric fields. The
estimated errors are dominated by the correlated uncertainties
on the photon detection efficiency and APD/U-wire gain
measurements. To account for these uncertainties, an overall
scale factor within the systematic error on the photon and
electron count is indicated by the shaded bands.

From these data we measure the W value defined in Sec. II
as

W = 11.5 ± 0.5 (syst.) ± 0.1 (stat.) eV.

The uncertainty on the W value is dominated by systematic
errors in the detector calibrations of the charge and light re-
sponse. The primary contribution to this systematic error is the
6% uncertainty on the photon detection efficiency measured
using the calibration sources at different electric fields. The
estimated 1.8% absolute uncertainty on the charge response
(described in Sec. IV A 1) provides a subdominant systematic
error.

B. Comparison between experimental data
and the NEST simulation

Figure 7 shows the measured charge and light yield, de-
fined as number of electrons, nq, or photons, np, produced per
keV of deposited energy for the three calibration sources. The
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FIG. 4. Data and best fit to the 1764 keV γ peak from the 226Ra source, following the same procedure as Fig. 3.

measured yields vary with electric field due to its effect on
electron-ion recombination. The measured data are compared
to the predictions from the NEST 2.0 simulation package [29],
with its γ model (relevant for photoelectric absorption) and
β model (relevant for β decays and Compton scattering)
predictions shown as the solid and dotted lines, respectively.
The NEST predictions are calculated for the density of the
enriched Xe used in EXO-200 of 3.03 g/cm3 as described in

Sec. III, and are simulated versus the electric field and energy
for each of the photopeaks from the calibration sources.

For the 228Th data, calibrations from both the Phase I and
Phase II data sets are shown, while the other sources only
have data available for the Phase II calibration. The Phase
II data points have smaller errors due to their coincidence in
time with the external charge calibration described previously.
Relative to this calibration, the Phase I data have larger errors

FIG. 5. Data and best fit to 1332 keV and 1173 keV γ peaks from the 60Co source, following the same procedure as Fig. 3.
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FIG. 6. Total number of photons vs. number of electrons at
electric fields ranging from 50 to 567 V/cm, measured under the
assumption that every recombining electron produces a photon. The
errors indicate statistical fluctuations from the fits shown in Figs. 3–5,
while the shaded bands represent correlated uncertainties on the
photon detection efficiency and APD/wire gain measurements. The
photon detection efficiency is measured by requiring each line to
have a slope of −1. Residuals between the data and the linear fit,
i.e., [(data-fit)/fit] are indicated in the bottom panel along with the
statistical errors.

due to hardware modifications performed between the two
data sets that introduce additional uncertainty on the absolute
gain calibration in Phase I.

The uncertainty on the electric field is determined by a 3D
finite element simulation of the TPC geometry. This simula-
tion indicates that there is some position-dependence (�5%)
in the magnitude of the electric field over the fiducial volume
of the detector. In addition, evidence for charge buildup on the
PTFE reflector surrounding the TPC is observed in the same
datasets used here, at the lowest electric fields. The estimated
charge buildup is comparable to that seen in other LXe TPCs
employing PTFE [46] and corresponds to a position depen-
dent field distortion of 10–15 V/cm, independent of field. This
possible field distortion dominates the systematic error on the
electric field in the detector, and is relatively more significant
at lower fields.

The EXO-200 detector also allows us to compare the
charge and light yield for events with and without a calibration
source present, as shown in Fig. 8. In the absence of a cali-
bration source, events are primarily generated by 136Xe 2νββ

decays, which can be compared to the γ events from the 228Th
source at an operating field of 567 V/cm. The data without the
source were acquired during Phase II between July 2016 and
October 2018, while the 228Th calibration dataset was taken
within 2 days in October 2018. Only events in the fiducial
volume within the energy range 500–2615 keV are used in
the analysis. For both the 2νββ or γ spectrum, data are first

(a) (b)

FIG. 7. Comparison of the measured charge yields (a) and light yields (b) at various electric fields with the NEST γ and β models. The
light yields are measured under the assumption that every recombining electron produces a photon. For the 228Th source, measurements from
both the Phase I and Phase II data sets are shown, while the other sources only have data available only from Phase II.
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FIG. 8. (a) Light versus charge response for events when no calibration source is present. Data within the continuous band are
predominantly 2νββ events from 136Xe. The small peak at the end of the spectrum arises from residual backgrounds in the detector and
is excluded from the fits. (b) Charge and light response generated by γ rays from the 228Th source. (c) Average light versus charge response for
γ (orange circles) and ββ (blue squares) events at a range of energies (>500 keV) and an electric field of 567 V/cm. The difference between
measurements and the linear fit to the combined dataset (indicated by the red line) in the energy range considered is within 5%. The red bands
show the 1σ systematic errors on the response ratio, which are dominated by the uncertainty on εp. The solid blue and dashed green lines show
a comparison with the NEST predictions. Note that the light responses in (a)–(c) are measured under the assumption that every recombining
electron produces a photon.

binned by rotated energy with nonoverlapping bins of width
equal to the 1σ resolution at each rotated energy. In addition, a
single bin encompassing the entire 2615 keV photopeak from
the 228Th source is included. This binning avoids bias in the
selected energy of the events due to nonuniformity in the event
distribution. After binning in rotated energy, the charge and
light yield at each point is determined from the median of
the electron and photon counts in each bin and is plotted in
Fig. 8(c). A linear fit to the combined 2νββ or γ dataset is
indicated by the red line, and the residuals are shown in the
bottom panel.

The ratio between the charge and light yield versus energy
is found to be nearly constant over the energy range consid-
ered, with small deviations (�5%) occurring at low energies.
In the energy range between 500 and 1500 keV, the charge-to-
light ratio for events from the 228Th γ events is ≈3% smaller
than those from 2νββ on average, and the difference grows
larger for events with lower energy. No significant difference
is found between the charge-to-light ratio for the ββ- and
γ -induced events in the energy range above 1500 keV. In
particular, the charge-to-light ratio for single-cluster events
from the 2615 keV photopeak of the 228Th source, which
consists of both photoelectric absorption and closely spaced,
unresolved Compton scatters, agrees with the corresponding
average yield for 2νββ events within ≈1%. The agreement
between the charge and light yield for high-energy ββ and
γ induced events is consistent with the energy scale mea-
sured by fits to the detailed shape of the 2νββ spectrum
in EXO-200. In these fits, the absolute ββ energy scale is
found to be consistent with the calibrations using photopeaks
from external γ sources at the subpercent level [1,2]. In
contrast to these data, NEST predicts a difference between
the relative yields for its γ model and β model of ≈25% in
the charge-to-light ratio in this energy range, as indicated in
Fig. 8(c).

Relative to previous measurements, the data used here were
taken at higher energies than most previous data listed in

Table II. While the data for the calibration sources considered
here are consistent with a single value of W between 1 and
2.5 MeV (i.e., no energy dependence is observed within this
range), these data do not constrain energy dependence in this
value below 1 MeV. In addition, the EXO-200 APDs are sen-
sitive to infrared red (IR) photons with wavelength �1000 nm,
which could provide a difference in overall photon collection
efficiency relative to experiments employing photomultipliers
(PMTs). While significant scintillation in the IR is observed
in gas Xe [47–50], IR emission in LXe has been measured to
be substantially smaller [48]. These previous measurements
indicate that effects from additional collection of IR photons
are expected to be small, although further work is needed to
precisely measure the contribution from IR photons emitted in
LXe [49].

The NEST simulation of the charge and light yields has
a small density dependence. At the EXO-200 enriched LXe
density of 3.03 g/cm3, NEST predicts a W value of 13.3 eV.
This value is 3% smaller than the average value from Ref. [9]
of 13.7 eV, which corresponds to the value predicted by NEST
at a density of 2.9 g/cm3. Variations in the value of Wi have
been measured versus density in gas and liquid detectors [51].
Additional density dependent effects are also parameterized
in NEST for the parameter α and the charge and light yields
based on global fits to previous measurements. However,

TABLE II. Measured values for quantities independent of the
drift field in the resolution model and their estimated errors.

Quantity Value Syst. err. [%] Stat. err. [%]

εp 0.081 6.2 0.6
FN 2.15 11.9 1.4
σq,noise(e−) 770 4.5 1.5
σp,noise(PE) [Phase I/II] 446/148 3.5 0.5
σNU 0.012 5.0 5.3
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including the higher mass density of the enriched LXe in
the NEST simulation does not fully alleviate the differences
between the data measured here and predictions. In addition,
for γ and β interactions, variations in the yields may be
expected to vary with the electron density rather than mass
density. Scaling the yields by the electron density instead
would produce slightly larger tension between the EXO-200
measurements and the NEST predictions.

In summary, our measurement of W = 11.5 ± 0.5
(syst.) ± 0.1 (stat.) eV does not agree within errors with
the NEST prediction. However, it does lie within the broad
range of previous measurements summarized in Sec. II. The
tension between our measurements and the NEST simulation
cannot be fully relaxed by rescaling the NEST W value down
to 11.5 eV since the charge-to-light ratio predicted by NEST
differs from our measurement. Differences as large as ≈8%
(6%) in the charge yield and ≈24% (41%) in the light yield
are seen between the EXO-200 measurements presented here
and NEST’s γ model (β model) predictions, which is larger
than the estimated systematic errors on these measurements.
This is the first simultaneous measurement of absolute light
and charge yields over the 1–2.5 MeV energy range, and can
be used to improve modeling of this region in future iterations
of the NEST software package.

V. SEMIEMPIRICAL RESOLUTION MODEL FOR EXO-200

A. Energy resolution model

EXO-200 defines a “rotated” energy scale,

E ∝ cos(θ )〈Eq〉 + sin(θ )〈Ep〉, (2)

where 〈Eq〉 is the estimated energy deposited as charge and
〈Ep〉 is the estimated energy deposited as light, for each event.
These energy estimates are determined from the amplitude of
signals observed in the summed charge and light channels:

〈Ea〉 = Aa

gaεa
W = naW, (3)

where Aa is the amplitude of the signal in ADC counts, εa is
the average efficiency (i.e., fraction from 0 to 1) for measuring
a given type of quanta, ga is the conversion factor between
ADC counts and quanta, and W is the average energy to create
a single quantum (of either charge or light) for a = (p, q).

The total number of quanta can be estimated by

〈n〉 = 〈E〉
W

∝ cos(θ )〈nq〉 + sin(θ )〈np〉. (4)

We are generally interested in the relative energy resolution,
which is given by σE/E = σn/〈n〉, where σn is the standard
deviation of 〈n〉. In terms of quanta, the relative variance can
be expressed as

σ 2
n

〈n〉2
= cos2(θ )σ 2

q + sin2(θ )σ 2
p +2 sin(θ ) cos(θ )Covq,p + σ 2

Xe

〈n〉2
,

(5)

where σ 2
Xe = fXe〈n〉 are the intrinsic fluctuations in the intial

total number of quanta. The Fano factor fXe is calculated to
be ≈0.059 in LXe [7] but is typically subdominant to detector

readout noise. Other sources of noise are also dominant in
EXO-200, and even assuming a Fano factor as large as fXe =
1 would not lead to a significant change in the predicted
resolution. Thus, we exclude this factor in the following
estimates.

The variance, σ 2
q , of our estimate of nq is

σ 2
q = σ 2

r + nq
(1 − εq)

εq
+ σ 2

q,noise

ε2
q

, (6)

where σ 2
r is the variation in units of quanta resulting from

recombination fluctuations. The second term represents the bi-
nomial fluctuations for nonunity charge collection efficiency,
and σ 2

q,noise is the electronics noise of the charge collection
wires in units of electrons. Since the average electron life-
time of the selected data is 3.2 ms, the fraction of electrons
absorbed by impurities in the LXe is ≈3% and therefore
the charge collection efficiency εq = 97%. Due to this high
collection efficiency, the second term in Eq. (6) is negli-
gible compared to the electronics noise and recombination
fluctuations.

Similarly, we can write the variance of the estimator of the
number of photons as

σ 2
p = σ 2

r + np

εp
[(FN − 1) + B2] + σ 2

p,noise

ε2
p

+ n2
pσ

2
NU. (7)

In addition to the recombination fluctuations, σ 2
r , and the

electronics noise of the APD readout channels, σ 2
p,noise, there

are three additional noise terms caused by fluctuations related
to the initial number of PE created in the APDs, nPE = εpnp.
The term B2npεp describes fluctuations in the number of PEs
created by the photons reaching the APDs. The factor B is
determined from the binomial fluctuations in the number of
detected photons, due to the imperfect collection efficiency,
and also includes sub-Poissonian fluctuations arising from the
creation of PEs by VUV photons in the Si APDs.

For 5.9 keV x rays interacting in Si, the PE creation process
has been measured in detail [45,52]. These measurements in-
dicate that the average energy to create a PE is 3.72 eV [52] at
LXe temperatures, with the fluctuations in nPE well described
by a Fano factor of ≈0.1. However, at the much lower energy
corresponding to 178 nm VUV photons (7.0 eV per photon),
the intrinsic PE creation process and the number of PEs (μPE)
created by a single photon in Si is less well-characterized.
A direct measurement of PE creation by 7.0 eV photons
found a mean of μPE = 3.0 PE/photon [53] with an 8%
uncertainty, which implies a lower creation energy per PE than
for keV-scale x rays. For ≈5 eV photons, measurements have
found values between 1.3 and 2.0 PE/photon [54–57], with
the higher end of this range being consistent with the mea-
surements in Ref. [53]. Simulations of PE creation by VUV
photons are consistent with a mean of μPE = 2–3 PE/photon
at 7 eV [58,59], with variance described by a Fano factor,
fSi(7 eV) ≈ 0.2 [59].

To determine the overall value of B, which includes fluc-
tuations in both the number of photons detected as well as
fluctuations in the PE creation process, a two-step simulation
is employed. First, a random number of collected photons is
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determined from a binomial distribution with np trials and
probability εp/μPE. For each collected photon, a discrete
number of PEs is then generated from a distribution with mean
μPE and variance of fSiμPE. The total number of PEs, nPE,
is then determined for each simulated event along with the
variance over all trials. Under all electric fields, and for μPE

varying from 2 to 3, the value of B is 1.8 ± 0.2, where the
error accounts for the uncertainty in μPE.

Following Ref. [45], there are two additional variance
terms relative to the quanta nPE at the input to the APD: σ 2

PE =
(FN − 1)nPE + n2

PEσ 2
NU. The first term is related to fluctuations

of the APD avalanche gain that are parameterized by the
excess noise factor FN [45,60]. The second term accounts
for nonuniformity or position dependence of the detector
response. This nonuniformity can arise both from differences
in gains between APD gangs and differences in gains between
the APDs within a single gang. The overall variation in gain
between different gangs and over time can be calibrated and
removed using the source calibration data [61]. While this
overall gain variation can be �10%, σNU, which represents
the variation in the total light response is measured to be
only ≈1% for events from sources near the cathode, where
the uniform distribution of photons averages over these gain
variations. For the data considered here, the contribution to
σNU due to gain variations between gangs is subdominant
compared to other terms in the resolution model, even prior
to applying the gang-dependent correction.

In addition to the gain nonuniformity among various APD
channels, there may also exist gain nonuniformity within an
APD channel. The APDs within each gang were selected to
have matched gains based on testing prior to installation [45],
but small residual differences remain. Moreover, slight time
variations in the gains of an individual APD are possible due
to changes in temperature and other systematic effects. While
the overall gain is calibrated for each gang as a function of
time, gain nonuniformity within the gang cannot be calibrated
and could lead to additional variation in the light response.
This nonuniformity is studied in detail in the Appendix and is
found to not significantly impact the resolution for events in
the fiducial volume of the detector.

Source calibration data can be used to determine the rela-
tive number of photons collected for interactions at different
locations in the detector. This position-dependent response is
used to calculate the “lightmap,” which describes the summed
response of all APDs as a function of event position and
time [41,61]. Since the lightmap is constructed empirically
from calibration data from the 228Th source, detector regions
far from the calibration source can have limited statistics,
leading to an uncertainty on the detector response. Such
statistical or systematic errors in the lightmap can lead to
position-dependent errors in the energy estimate. While it
is difficult to simulate the light response of the EXO-200
detector at the percent level accuracy needed to verify the em-
pirical lightmap, as will be shown in Sec. V B, the resolution
model can describe the experimental data without including
additional sources of position dependent error. The agreement
of the measured resolution and model indicate that systematic
errors in the lightmap are subdominant compared to other
sources contributing to the energy resolution.

Finally, the covariance between the light and charge signals
is represented by Covq,p. Assuming perfect recombination
efficiency, i.e., that every recombined electron results in the
emission of a VUV photon, the recombination fluctuations
in the charge and light signals will be identical, as indicated
in Eqs. (6) and (7), and the covariance between electron and
photon counts will be Covq,p = −σ 2

r . As described below,
consistency of this model with the measured resolutions can
provide constraints on the assumption of perfect recombina-
tion efficiency.

B. Optimal energy resolution predicted by the model

The quantities nq, np, εp, σq,noise, σp,noise, σr , and FN in the
resolution model are directly measured from experimental
data. The measurements of nq, np, and εp have been described
in Sec. IV A. The total electronics noise for the APD and
U-wire channels is measured by fitting the prepulse baselines
recorded by the DAQ to the same signal model used to
reconstruct data. This method ensures that the reconstructed
noise is filtered and processed in the same way as the detector
signals. The resulting noise measurements, after accounting
for the average channel multiplicity (i.e., that multiple charge
and light channels typically need to be summed to fully
reconstruct all energy) are shown in Table II. The charge
channels have similar noise in Phase I and Phase II data, with a
mean of σq,noise = 770 e− and ≈4.5% variation over different
channels. The light channels have significantly smaller noise
in Phase II relative to Phase I due to an upgrade to the elec-
tronics between the two operating periods [1]. The measured
noise summed over all APD channels is ≈450 PEs in Phase
I and ≈150 PEs in Phase II, corresponding to a reduction
by ≈3×.

The recombination fluctuations, σr , listed in Table III are
measured by subtracting the detector noise from the total
measured variance in the charge and light photopeaks [63].
Figure 9 shows the measured recombination fluctuations,
σr , as a function of energy using data taken during Phase
II. While these recombination fluctuations have been found
to scale approximately linearly in energy at energies below
1 MeV [10,62,64], in the higher energy region measured here,
the increase in σr with energy is found to be smaller than
would be expected from extrapolating the linear dependence
observed at lower energy.

The same laser calibration data used to determine the APD
avalanche gain (described in Sec. IV A 1) can be used to mea-
sure the APD excess noise factor, FN , due to fluctuations in the
avalanche process. The variance of the amplitude of repeated
laser pulses (5000 pulses are taken at each gain setting in each
calibration) can be written as σ 2

laser = G2FN nPE + n2
PEσ 2

NU +
σ 2

noise, where G is the APD gain obtained in Sec. IV A and nPE

is the average number of PEs per pulse. Here σnoise includes
all noise terms that do not depend on the avalanche gain,
including electronics noise, fluctuations in the laser power
between pulses, etc. Since the laser light passing through the
diffuser in the opposite TPC illuminates each APD channel in
a gang approximately uniformly, the nonuniformity term σ 2

NU
is negligible. Therefore the excess noise after avalanche can
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TABLE III. Quantities depending on the drift field measured using 2615 keV γ s from the 228Th source. Systematic and statistical errors
are included.

E field (V/cm) nq(×103) (syst.) (stat.) np(×103) (syst.) (stat.) σr (×103) (syst.) (stat.)

39 79 ± 5.5 ± 0.1 161 ± 9.7 ± 0.1 8.4 ± 0.5 ± 0.3
50 86 ± 1.5 ± 9.8 143 ± 8.9 ± 6.6 8.3 ± 0.4 ± 0.5
75 98 ± 6.9 ± 0.1 141 ± 8.5 ± 0.1 7.8 ± 0.5 ± 0.3
100 105 ± 1.9 ± 0.7 123 ± 7.6 ± 0.9 7.1 ± 0.3 ± 0.4
186 121 ± 8.5 ± 0.1 118 ± 7.1 ± 0.1 6.1 ± 0.5 ± 0.2
200 120 ± 2.2 ± 0.5 107 ± 6.6 ± 0.5 5.4 ± 0.3 ± 0.4
375 134 ± 9.4 ± 0.1 105 ± 6.3 ± 0.1 5.0 ± 0.5 ± 0.2
400 132 ± 2.4 ± 0.4 96 ± 5.9 ± 0.5 4.9 ± 0.2 ± 0.3
567 138 ± 2.5 ± 0.4 90 ± 5.6 ± 0.5 4.7 ± 0.2 ± 0.3
615 141 ± 9.9 ± 0.1 97 ± 5.8 ± 0.1 3.6 ± 0.8 ± 0.3

be estimated using the measured variance in the unity gain
calibration, FN = (σ 2

laser − σ 2
p,noise)/(G2nPE).

The values of the resolution model quantities that are
independent of the electric field are listed in Table II. The mea-
sured electric field dependent quantities are listed in Table III.

Using the measured quantities above, the best resolution
predicted by the model can be obtained through minimizing
Eq. (5) with respect to the rotation angle θ . The comparison
between the measured resolution in Phases I and II, and the
predictions from the resolution model under various electric
fields is shown in Fig. 10. The resolution values shown here
are measured without implementing the de-noising algorithm
described in Ref. [61] to allow the noise to be directly esti-
mated from the summed charge and APD waveforms.

The resolution for the individual charge and light channels
are shown in Fig. 11. The measured values agree with the
prediction from the resolution model within the systematic
errors. For data taken during Phase I, the light channel

FIG. 9. Measured recombination fluctuations versus incident γ -
ray energy under different electric fields. All points are taken at the
energies corresponding to the photopeaks of the calibration sources,
but a small plotting offset is added in energy to improve visibility of
their errors. The dashed line is a linear extrapolation from the LUX
measurements performed at fields varying from 43 to 491 V/cm
using β-decay signals [62].

resolution becomes slightly larger as the electric field in-
creases since the APD electronics noise remains constant
while the photon yield decreases. In contrast, data taken
during Phase II have lower APD electronics noise compared
to Phase I, and the light channel resolution improves as
the recombination fluctuations are reduced at higher electric
fields.

The overall energy resolution is improved after the elec-
tronics upgrade, due to the lowered APD noise. In addition,
the rotated resolution improves with increasing electric field
in both the model and data since more energy is collected
by the charge channels, which have relatively lower noise.
The model predicts the resolution at −12 kV cathode bias
(corresponding to an electric field of 567 V/cm) of σE/E =
[1.25 ± 0.08 (syst.) ±0.02 (stat.)]%, achieved at the optimal
angle in the model of θ = 39 ± 2◦. This value is consistent,
within error, with the rotation angle of 43 ± 3◦ measured in
Fig. 3 under the same field. The model also agrees with the
measured Phase II resolution of 1.23% for the nondenoised

FIG. 10. Comparison between measured rotated energy resolu-
tion at 2615 keV under different electric fields and predictions from
the resolution model. Data taken during Phase II has better resolution
than Phase I due to the reduced APD noise after the electronics
upgrade.
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FIG. 11. Comparison of measured light and charge energy res-
olution at 2615 keV under different electric fields with predictions
from the resolution model.

data [1]. As shown in Fig. 10, the model matches the data for
both Phase I and Phase II (before and after the electronics
upgrade) and can reproduce the electric field dependence
within systematic errors.

In summary, this resolution model is consistent with the
observed resolution in EXO-200 and can be used to predict the
performance of future LXe detectors once all relevant quanti-
ties are measured. Relative to EXO-200, the energy resolution
for LXe detectors can be further improved by eliminating the
dominant sources of noise above, e.g., electronics noise in the
photodetector readout [3].

C. Measurement of the recombination efficiency εr

In previous sections, it is assumed that every recombined
electron generates a VUV photon, such that the recombination
fluctuations of the charge channel σ 2

rq and the light channel σ 2
r p

are identical. In general, the fluctuation for the light channel
is σ 2

r p = εrσ
2
rq, where εr is the recombination efficiency, i.e.,

the fraction of recombined electrons which produce a VUV
photon. The covariance between the charge and light response
is then Covq,p = −εrσ

2
rq. A value of εr = 1 would correspond

to perfect recombination efficiency. If an absolute calibration
of the light detection efficiency εp were available, then εr

could be directly measured from the change in the charge and
light response at different fields, but since the measurement
of εp above relies on the assumption that εr = 1, the previous
measurements cannot be used directly to determine εr . How-
ever, we can use the agreement of the resolution model with
the observed variance in data to test this assumption.

Since both the light channel fluctuations and the covariance
term can be written in terms of σrq, the variance in the total
number of quanta for a general value of εr is

σ 2
n = cos2(θ )σ 2

q + sin2(θ )σ 2
p − 2εr cos(θ ) sin(θ )σ 2

rq, (8)

where the total charge and light variances are: σ 2
q = σ 2

rq +
σ 2

q,noise and σ 2
p = ε2

r σ
2
rq + 1

ε2
p
[nPE(FN − 1 + B2) + σ 2

p,noise +

FIG. 12. Change in the χ 2 relative to the best fit point (star)
obtained by fitting the predicted energy resolution and the expected
change in the light and charge yields versus electric field for various
values of the photon detection efficiency, εp, and intrinsic recombi-
nation efficiency, εr , to the observed data.

n2
PEσ 2

NU]. σrq in Eq. (8) denotes the recombination fluctuations
in the electron count and is estimated by subtracting the elec-
tronics noise term from the measured total charge variance.

Using the measurements of the various detector parameters
described above (and relaxing the assumption of εr = 1 used
to previously estimate εp), Eq. (8) is a function of only two un-
known parameters, εp and εr , with the optimal rotation angle
θ determined by minimizing the rotated resolution for each
set of parameters. We construct a χ2 statistic by comparing
the resolution predicted by the model with the experimental

data: χ2 = ∑ [X (εp,εr )−Xexp]2

σ 2
X

, where the sum is over all mea-
surements performed under various electric fields, X (εp, εr ) is
the predicted observable for photon detection efficiency εp and
recombination efficiency εr , Xexp is the measured value from
experimental data, and σX is the uncertainty of the measured
observable. The values, X , used in the fit include the charge
resolution, light resolution, rotated resolution, the change in
the mean number of electrons, �nq, and the decrease in PE
counts, �nPE, as the electric field changes. Since the mean
change in the electron and PE counts are related by �nPE =
�nqεrεp, a simultaneous fit to these data and the resolution in
each channel is used to constrain εp and εr . The fit contains
nuisance parameters incorporating possible systematic errors
on B and the overall calibration of the number of PE/ADC
counts, which are profiled over when calculating the χ2.

The combined χ2 fit is performed using the 228Th source
calibration data from Phase II as described in Sec. IV A 1, for
which there is a single high-statistics photopeak that can be
used to measure the data values at each electric field. The
results of the χ2 fit to these data are shown in Fig. 12. The
best fit occurs at εr = 0.97 and εp = 8.5%. While the fit finds
a value of εr very close to 1 as assumed in previous sections,
it does prefer a nonunity value for this parameter at 3σ ,
indicating that the best fit to the resolution in the model occurs
if 1–4% of recombining electron-ion pairs do not produce a
detectable photon. In addition, relaxing the assumption on εr
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does not substantially affect the best-fit value of εp, and the W
value that would be inferred using this best-fit point agrees
within systematic errors with that reported in Sec. IV A 2.
These results depend on the accuracy of the semiempirical
resolution model described above, and unknown sources of
systematic errors or contributions to the overall resolution that
are not included in the model could affect the best fit value for
εr and its consistency with unity.

VI. CONCLUSION

In this paper, we have measured the ionization and scintil-
lation yields in LXe for γ rays from 228Th (2615 keV), 226Ra
(1764 keV) and 60Co (1332 keV and 1173 keV) calibration
sources at a variety of electric fields. These results benefit
from the use of a large, single-phase TPC, for which the
charge response can be absolutely calibrated. Using this cali-
bration, this work provides detailed measurements of the ab-
solute yields for γ s from calibration sources in the 1–2.5 MeV
energy range. The measured yields differ by ≈10% in the
charge channel and ≈20% in the light channel from the NEST
simulation. The measured W value of 11.5 ± 0.5(syst.) ±
0.1(stat.) eV for MeV-scale γ interactions differs by ≈15%
from the value currently adopted by NEST.

A semiempirical model consistent with the energy resolu-
tion measured in EXO-200 data at a variety of electric fields
is provided, based on direct measurements of the relevant
detector parameters, including recombination fluctuations in
the number of electrons and photons at various energies. This
model can account for the dominant sources of noise in the
EXO-200 energy measurement, and it places constraints on
the recombination efficiency of electron-ion pairs in LXe.

A number of systematic cross-checks have been performed
on these measurements, using the detailed understanding of
the EXO-200 detector response developed throughout the
operation of the experiment. These measurements take ad-
vantage of a large detector with a well-understood energy
response, which is based on a comprehensive detector Monte
Carlo simulation. These results provide new measurements

of the absolute yields of charge and light in LXe at MeV
energies, extending previous measurements primarily per-
formed with smaller R&D systems at lower energies. The
measurements presented here can also guide simulations of
the charge and light production in future 0νββ and rare event
searches employing LXe.
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APPENDIX: APD GAIN NONUNIFORMITY

Each APD channel consists of ≈7 individual APDs ganged
together in a single readout channel [43], which are biased
with a single voltage for the entire gang. The gain nonunifor-
mity among the APDs within a gang may cause variation in
the measured photon count for a given photopeak.

We make use of the lightmap described in Sec. V A,
which provides an empirical measurement of the PE number
created in each APD channel given a scintillation cluster’s
3D position, to determine this additional σNU in Eq. (7). The
APD plane in TPC1 (TPC2) is located at z = 204 mm (z =
−204 mm). To select energy deposits occurring near the APD
plane, but within the fiducial volume of the detector, we select
clusters occurring at z = 182 ± 1 mm (z = −182 ± 1 mm),
and we record the number of PEs collected by the APD
closest to each event. For such events, a larger number of
photons are collected by the single APD in each readout gang
closest to the event position, which allows the estimation of

(a) (b)

FIG. 13. PE counts on each APD channel from a scintillation cluster right above it at (a) z = 50 mm for TPC1 and (b) z = −50 mm for
TPC2 measured using the lightmap data.
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the gain variation among the APDs within the gang. During
EXO-200 operations, five APD gangs could not be operated
due to hardware problems and were not considered in the
measurement.

The gain nonuniformity—namely, the differences in gain at
fixed bias for APDs within the same channel—is measured by
first calculating the variation among the total PE number for
the seven component APDs and dividing by the mean number
of PEs. The average APD gain nonuniformity is measured to
be 2.4% ± 1.1%, in which the error denotes the spread in the
nonuniformity values among the measurements on different
gangs. Edge channels with APDs outside the fiducial volume
are not included in the average.

For events occurring very near the APD plane, the mea-
sured gain nonuniformity can have an impact on the rotated
resolution that is nonnegligible compared to other terms.

However, the nonuniformity has a substantially smaller effect
on σ 2

p when the event is far away from the anode, as can
be seen from Fig. 13, where the response of each channel
to a scintillation cluster that is ≈150 mm directly above the
APD plane is shown. Only x-y positions of clusters directly
above the circular face of an APD are considered. In this
case, the uniform distribution of photons across each gang
due to the smaller solid angle variation with position and
relatively larger amount of reflected light smooths out the
effects of gain nonuniformity within each gang. For the source
calibrations considered here, the sources were positioned near
the cathode, at maximal distance from each APD plane. After
accounting for the uniformity of the response on each gang
seen in Fig. 13, the σNU term is estimated to be <0.2%
and can be neglected from the calculation of σ 2

p for these
results.
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