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Quadrupole deformation of 16C studied by proton and deuteron inelastic scattering
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New measurements of proton/deuteron elastic and inelastic scattering to the 2+
1 state of the neutron-rich

nucleus 16C have been performed at Radioactive Ion Beam Line in Lanzhou (RIBLL) in inverse kinematics.
The angular distributions of elastic scattering were well reproduced by the systematic optical potential with
normalization factors for the depths of real and imaginary parts. The neutron and proton deformation lengths
of δn = 1.25 ± 0.30 fm and δp = 1.07 ± 0.26 fm were extracted from the inelastic scattering data. The ratio of
neutron and proton matrix element Mn/Mp = 1.95 ± 0.47 was determined from the two different probes. Within
error bar, this result is in fair agreement with the previous measurements, demonstrating that the combination of
proton and deuteron inelastic scattering offers a useful method to extract Mn/Mp for the even-even nuclei. Most of
the theoretical predictions by the shell model using the MK, WBT, WBT*, and YSOX interactions in p-sd model
space and by the ab initio in-medium similarity renormalization group are close to these experimental results.
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I. INTRODUCTION

Neutron-rich carbon isotopes have attracted a great deal of
attention recently due to their abnormal shell structures [1–4]
and exotic cluster structures [5–11]. For example, 15C, 19C,
and the drip-line nucleus 22C are proposed to be the neutron
halo nuclei [1], while some high-lying unbound states in 14C
are suggested to have the linear-chain-configurations [8,9].
Deformation [12–14] plays an important role in the formation
of these abnormal structures.

Quadrupole deformation in even-even nuclei, which rep-
resents the degree of nuclear collectivity, can be studied
by observing the first 2+ state. For the neutron-rich carbon
isotopes, such as 16,18,20C, the 2+

1 states have been widely
studied by various experiments [15–24]. The relative neutron
and proton contributions to the excitation of the 2+

1 state
can be described by the ratio of neutron and proton matrix
elements Mn/Mp = Nδn/(Zδp), where δn and δp are the neu-
tron and proton deformation lengths, respectively [25]. This
ratio is usually equal to N/Z for most stable nuclei, but often
larger or smaller than N/Z for neutron- or proton-rich nuclei,
such as 20O [26,27], 20Mg [28,29], 32Mg [30], 38S [31],
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and 74Zn [32]. In principle, two experimental probes with
different sensitivities to proton and neutron contributions are
required to determine Mn/Mp. From experimental observables
of electromagnetic transition, such as the reduced electric
quadrupole transition probability, B(E2), one can directly
determine the Mp value with the following function [25]:

B(E2, J+
i → 0+) = e2

M2
p

2Ji + 1
. (1)

The proton deformation length δp is related to Mp as

δp = 4π

3ZR2
Mp = 4π

3ZR2

[
B(E2; 2+

1 → 0+
g.s.)/e2

5

]1/2

. (2)

The B(E2) of an even-even unstable nucleus is often deter-
mined from the lifetime measurement of the 2+

1 state using
different experimental techniques, such as delayed coinci-
dence, Doppler shift, pulsed beam, as well as recoil dis-
tance [33]. Inelastic scattering of nucleons or heavy ions, such
as proton, neutron, deuteron, 12C, and lead (Pb), also provide
useful probes for determining Mn/Mp. The matter deforma-
tion length, δF

m , is usually extracted from normalizing the
theoretical calculations to the inelastic scattering differential
cross sections (DCSs) for a probe F . δF

m is associated with
Mn/Mp and the interaction strength between the probe and
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TABLE I. For the 2+
1 state in 16C, a summary table of the experimental methods, results, and the corresponding Mn/Mp.

Measurement methods Deformation length δn (fm) Deformation length δp (fm) Mn/Mp
a

Inelastic scattering: Pb 1.9 ± 0.2 0.42 ± 0.05 7.6 ± 1.7 [16]
Inelastic scattering: Pb (AMD model)b 1.74 0.69 4.19 [34]
Inelastic scattering: proton δp

m = 1.44 ± 0.17 6.7 ± 1.3c [17]
Inelastic scattering: proton+Pb 1.37 ± 0.12 0.90 ± 0.13 2.54 ± 0.37 [20]
Present: proton+deuteron 1.25 ± 0.30 1.07 ± 0.26 1.95 ± 0.47

Measurement methods B(E2; 2+
1 → 0g.s.) (e2 fm4) δp (fm)d Mn/Mp

e

Lifetime: recoil shadow 0.63 ± 0.12 0.41 ± 0.06 6.7 ± 1.3 [15,17]
Lifetime: upgraded recoil shadow 2.6 ± 0.2 ± 0.7f 0.83 ± 0.3 3.31 ± 0.75 [17,18]
Lifetime: recoil distance 4.15 ± 0.73 1.05 ± 0.18 2.40 ± 0.41 [17,19]
Lifetime: recoil distance 4.21 +0.34

−0.26(stat)+0.28
−0.24(systBρ ) 1.06 ± 0.12 2.40 ± 0.28 [17,21]

Present: proton+deuteron 4.34 +2.27
−1.85 δp =1.07 ± 0.26 1.95 ± 0.47

aDetermined using the equation of Mn/Mp = (Nδn/Zδp).
bδp is calculated from the B(E2; 2+

1 → 0+
g.s.) = 1.90 e2 fm4 with Eq. (2). Mn/Mp is deduced using Mn = 13.0 fm and Mp = 3.1 fm.

cCalculated from δp
m = 1.44 ± 0.17 fm [17] and δp = 0.41 ± 0.06 fm [15] using Eq. (3).

dDeduced from the B(E2; 2+
1 → 0+

g.s.) values with Eq. (2).
eThe δp

m = 1.44 ± 0.17 fm [17] and δp calculated from different B(E2; 2+
1 → 0+

g.s.) values were applied.
fThe mean value from three different lifetime measurements, including the inelastic scattering of 16C on 9Be at 72 MeV/nucleon, the breakup
of 18C at 79 MeV/nucleon, and the angular distributions of the γ rays emitted from the 2+

1 state in 16C inelastically scattered on 9Be at
40 MeV/nucleon [18].

neutrons (protons), bF
n (bF

p ) [25],

δF
m

δp
= 1 + (

bF
n /bF

p

)
(Mn/Mp)

1 + (
bF

n /bF
p

)
(N/Z )

. (3)

For 16C, several experiments have been carried out to
disentangle the proton and neutron contributions to the 2+

1
state. The different experimental methods and results are
summarized in Table I. A very small B(E2; 2+

1 → 0+
g.s.) value

of 0.63 ± 0.12 e2fm4 was first determined from the recoil
shadow method with a theoretically calculated angular distri-
butions of the 1766-keV γ rays emitted from the 2+

1 state [15].
Later, this value was revised to be 2.6 ± 0.2 ± 0.7 e2 fm4

in a series of measurements where the 1766-keV γ -rays
angular distributions were also measured [18]. Recently, from
two different halftime measurements with the recoil distant
method, B(E2; 2+

1 → 0+
g.s.) were determined to be 4.15 ±

0.73 e2fm4 [19] and 4.21 +0.34
−0.26(stat)+0.28

−0.24(systBρ ) e2fm4 [21],
which are consistent with the revised value of 2.6 ± 0.2 ± 0.7
e2fm4. Until now, for the 2+

1 state, the proton contributions,
namely, Mp and δp were obtained.

However, comparing to Mp and δp, the experimental results
on direct determination of Mn and δn were scarce. The mat-
ter deformation-length parameter δ

p
m = 1.44 ± 0.17 fm was

obtained from the inelastic proton scattering of 16C [17].
Together with δp = 1.05 ± 0.18 fm [19], Mn/Mp was deduced
to be about 2.4 ≈ 1.44 N/Z , which is close to that of the
neighboring nucleus 18O, and is consistent with the global
systematics for even-even nuclei [19]. From the inelastic
scattering of 16C from the Pb target, the anomalously large
ratio of Mn/Mp = 7.6 ± 1.7 = 4.56 N/Z was deduced [16],
which suggests that this 2+

1 state is nearly a pure valence neu-
tron excitation, and supports an interpretation of “decoupled”
valence neutron in 16C. However, the Mn/Mp value obtained

from the Pb target is sensitive to the choice of optical potential
parameters and theoretical models. A subsequent analysis
using the microscopic antisymmetrized molecular dynamics
(AMD) model reported a relatively small value of Mn/Mp =
4.15 [34]. In addition, a simultaneous reanalysis for the pre-
viously determined integrated, total reaction cross sections
(TRCSs) from proton [17] and Pb [16] inelastic scattering data
gave a much smaller value of Mn/Mp = 2.54 ± 0.37 [20]. To
sum up, from the inelastic scattering of 16C on proton and Pb,
the deduced ratio of Mn/Mp changes nearly three times, from
2.4 to 7.6 using different analyzing methods. Therefore, more
inelastic scattering data of 16C on different targets (probes)
are required to examine and determine Mn/Mp, especially Mn

and δn.
In this paper, we report on a new proton/deuteron elas-

tic and inelastic scattering experiment performed in in-
verse kinematics using a radioactive beam 16C at about 24
MeV/nucleon. The elastic and inelastic scattering channels
were successfully separated from the Q-value spectra obtained
from the energies and angles of the recoil protons/deuterons in
coincidence with 16C. The elastic scattering data were used
to extract the appropriate optical potential parameters, and
to re-examine the large diffuseness parameters of imaginary
part, which were obtained from the elastic scattering angular
distributions of 16C +p and 16C +d at 50 MeV/nucleon [35].
The deformation parameters of neutron and proton were de-
termined from the inelastic scattering data. Simultaneous use
of the two different probes, proton and deuteron, allows us
to extract the ratio of the neutron to proton matrix element
Mn/Mp independent of any other experimental results. The
Mn/Mp value was compared with shell model calculations
using different interactions, and also with the ab initio cal-
culations using in-medium similarity renormalization group
(IM-SRG).
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FIG. 1. The schematic view of experimental setup.

II. EXPERIMENT

A. Experimental setup

The experiment was performed at Radioactive Ion Beam
Line in Lanzhou (RIBLL), Institute of Modern Physics (IMP),
China. A 16C secondary beam at about 24.0 MeV/nucleon
was produced from a 18O primary beam at 59.6 MeV/nucleon
impinging on a 9Be target with a thickness of 4.5 mm. The
secondary beam was purified by a uniform 650-μm aluminum
degrader, and was identified by the time-of-flight (TOF) pro-
vided by two plastic scintillator detectors and energy losses
(�E ) in a large-surface silicon detector (SSD). The average
beam intensity and the purity of 16C were up to 104 particles
per second (pps) and 90%, respectively.

The experimental setup is schematically shown in Fig. 1.
Three parallel plate avalanche counters (PPACs) were in-
stalled upstream of targets to provide beam tracking informa-
tion, with a resolution of the hit position on the target less than
1.0 mm. A 4.37 ± 0.05 mg/cm2 (CH2)n target and a 9.53 ±
0.12 mg/cm2 (CD2)n target (where ‘D’ denotes ‘2H’) were
used to measure the protons and deuterons scattering data,
respectively. The (CH2)n target was rotated 20◦ with respect
to the beam direction in order to reduce the energy losses
of the recoil protons in the target, while the (CD2)n target
was perpendicular to the beam direction due to requirements
of other reaction channels. A 13.73 ± 0.13 mg/cm2 carbon
target was employed to subtract the background coming from
carbon atoms in the (CH2)n and (CD2)n targets. Data were
also collected in an empty target run to measure random or
accidental coincidence events.

A set of double-sided annular silicon strip detector TA, as
well as five telescopes named T0, T1UP, T1DOWN, T2UP,
and T2DOWN, were used in this experiment to detect and
identify the charged particles with standard �E -E methods.
In this paper, for the elastic and inelastic scattering chan-
nels, we only focused on the T0 and T2 (including T2UP
and T2DOWN), which were placed 156 and 157 mm from
the target to distinguish carbon isotopes around 0◦ and the
scattered protons/deuterons, respectively. The telescope T0
consists of three 1000-μm-thick double-sided silicon strip
detectors (DSSDs), three 1500-μm-thick SSDs, and a layer
of 4-cm-thick CsI(Tl) crystals read out by photodiodes. The
complicated T0 was specially designed for the measurement

FIG. 2. With coincidence of the light-charged particles detected
by the telescope T2, particle identification (PID) spectrum (a) and its
linearization and projection spectrum (b) measured by the telescope
T0. The data were taken from the (CD2)n target.

of two-body fragments breakup from the high-lying cluster
states in 16C, and the experimental results will be published
in other papers. The telescope T2, which was composed of
a 300-μm-thick DSSD, a 1500-μm-thick SSD, and a layer
of CsI(Tl) crystals, was placed at around 69◦ with respect to
the beam direction. Each DSSD is divided into 32 strips on
both sides and has an active area of 63.96 × 63.96 mm2. The
telescope T0 and T2 cover scattering angles of θT 0

lab = 0–12 ◦
and θT 2

lab = 57–82 ◦, respectively. Taking into account the po-
sition resolution resulting from PPACs (∼1 mm) and DSSDs
(∼2 mm), the overall angular resolution of the telescope T2
was approximately 0.92◦ (FWHM). Except for the T0 and
T2, other telescopes were employed to detect transfer reaction
channels, such as 16C(d , 3He) and 16C(d , 4He), thus their
details are not described in this paper.

B. Kinematics

The present experiment was performed in inverse kinemat-
ics, in which discrimination of various reaction channels (or of
each populated state in the same channel) was achieved, using
a same approach described in Refs. [36–39], by a coincidence
measurement between the target-like particles (protons or
deuterons) and the projectile-like fragments (carbon isotopes).

The particle identification (PID) spectra, which were ob-
tained from the telescope T0 in coincidence with the re-
coil light-charged particles detected by the telescope T2, are
shown in Fig. 2. Figure 2(a) shows the �E -E spectrum taken
from the energy losses in the first two layer DSSDs of the T0.
The carbon isotopes 16C, 15C, and 14C can be discriminated
clearly. 16C ions are mainly from the elastic or inelastic
scattering to the bound states at Ex = 1.766 MeV (2+

1 ), Ex =
3.986, 4.088, 4.142 MeV in 16C, while 15C and 14C particles
come from inelastic scattering to the unbound states with
excitation energies above 1n (Sn = 4.25 MeV) and 2n sep-
aration threshold (S2n = 5.468 MeV), respectively. It should
be noted that the second 0+ state at around Ex = 3.027 MeV
was hardly populated by the inelastic scattering [18]. In order
to exactly choose carbon isotopes ( 16C, 15C, or 14C) to dis-
criminate different reaction channels, a standard linearization
and projection procedure was applied to the �E -E spectrum
using the method described in Ref. [40], and the result is
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FIG. 3. Kinematics for the recoil protons (a) and deuterons
(b) from the (CH2)n and (CD2)n targets, respectively. The solid and
dot-dashed lines are the calculated kinematical curves for the elastic
scattering and inelastic scattering to the 2+

1 state at Ex = 1.766 MeV
in the neutron-rich 16C, respectively. The enlarged part, which is able
to discriminate the elastic and inelastic channels, is inserted in (b).

shown in Fig. 2(b). The red histogram in Fig. 2(b) represents
the cut of 16C (3σ ) which was used to select elastic and
inelastic scattering channels in this paper.

The energies of the recoil protons and deuterons, which
were detected in coincidence with 16C by the telescope T2, as
a function of their angles in the laboratory frame are shown
in Figs. 3(a) and 3(b), respectively. The red solid curves
are the calculated kinematical ones for the elastic scattering
channels. The dot-dashed lines correspond to the inelastic
scattering to the 2+

1 state at Ex = 1.766 MeV. It was found that
most events are consistent with the kinematical curves, which
indicates that these events are indeed from the elastic/inelastic
scattering channels. However, a great deal of events with
lower energies or at larger angles are lower than the solid
curves because the energy losses in the thick target could
not be ignored for the lower-energy protons and deuterons.
In Fig. 3(a), it was found that although the statistics are
limited, the 2+

1 state is clearly separated from the ground state
within this angular domain. As shown in the inserted picture
in Fig. 3(b), the 2+

1 state and the ground state are mixed at
angles larger than 72◦, which can be attributed to the larger
energy dispersion in the thick (CD2)n target, but the separation
of these two states is realized at angles smaller than 72◦.

For the (CD2)n target, we found some proton events in
the �E -E spectrum detected by the telescope T2. These
events are in agreement with the kinematics of elastic scat-
tering of 16C +p, which indicates that the (CD2)n target was
contaminated with hydrogen. In Fig. 3(b), the proton events
were discarded using the �E -E spectrum in order to see
the deuteron scattering events more clearly. The angular cor-
relation spectra between forward-moving 16C and all recoil
light-charged particles from the (CH2)n and (CD2)n targets are
shown in Figs. 4(a) and 4(b), respectively. In addition to the
deuteron component, the hydrogen impurity was also clearly
seen in Fig. 4(b). The ratio of proton and deuteron counts
was determined to be 10.2 ± 1.0(stat) ± 1.2(syst)% using the
method described in Ref. [37]. The statistic error 1.0% was

FIG. 4. Angular correlation spectra between 16C and all the
recoil light-charged particles from the (CH2)n (a) and (CD2)n (b) tar-
get. The red dot-dashed and solid lines are the calculated angular
correlated curves of 16C +p and 16C +d , respectively. The region
marked by the black dotted curves in (b) represents the cut used to
count the hydrogen numbers in the (CD2)n target.

obtained from the numbers of counts for the scattered light
particles and the incoming beam particles. The systematic
error of 1.2% was determined from the different cuts using
in Fig. 4(b) and the uncertainties in target thickness.

Figure 5 (Fig. 6) shows the Q-value spectrum deduced
from the energies and angles of the recoil protons (deuterons)
emitting to the angles of 63◦–74◦ (60◦–73◦) in the laboratory
frame. The protons and deuterons were chosen from the
�E -E spectra measured by the DSSD and SSD [or SSD +
CsI(Tl)] in the telescope T2. Obviously, the elastic scattering
channel to 16Cg.s. and inelastic scattering channel to the 2+

1
state in 16C can be discriminated from the Q-value spectra.
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FIG. 5. Q-value spectrum obtained from the energies and angles
of the recoil protons in coincidence with 16C. The blue and green
histograms represent the protons emitting to the angles of 63◦–74◦

and 70◦–72◦, respectively.
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FIG. 6. Same as Fig. 5, but deduced from the recoil deuterons.

The full width at half-maximum (FWHM) of the Q value for
the 2+

1 state was 1.10 MeV for the proton target and 1.40
MeV for the deuteron target, which are in fair agreement with
the simulation results using the GEANT4 package [41]. Six
(three) Q-value spectra were constructed within an angular bin
of 2◦ (2◦–4◦) in the laboratory frame for the deuteron (pro-
ton) target. Different angular bins for the inelastic scattering
of 16C +p were chosen after the consideration of both the
angular resolution of detectors and the statistical error of
proton yield. The counts of the elastically or inelastically
scattered protons (or deuterons) were determined by fitting
each Q-value spectrum with two Gaussian functions. The
typical ones are shown as green shadows in Figs. 5 and 6.

It is worth noting that the angular coverage of DCSs for the
elastic and inelastic scattering channels are different due to the
following reasons. According to the kinematics (see Fig. 3),
the maximum emitting angle of the recoil protons (deuterons)
from the inelastic scattering of 16C is 74◦ (78◦) in the labora-
tory frame. It means that the protons (deuterons) measured
at angles larger than 74◦ (78◦) completely come from the
elastic scattering of 16C. In order to identify deuterons from
the �E -E spectrum, the lowest energy required for deuterons
is 8.6 MeV. The deuteron with this energy just punch through
the half-thickness of the target and the 300-μm DSSD, which
is corresponding to 73◦ and 76◦ for the inelastic and elastic
scattering of 16C +d , respectively. Thus, for angles larger
than 73◦ in the laboratory frame, we only extracted the elastic
scattering DCSs of 16C +d .

C. Elastic scattering

The elastic scattering DCSs, relative to the Rutherford
DCSs, of 16C from protons and deuterons are illustrated as
solid circles in Figs. 7(a) and 7(b), respectively. Only the
statistical errors are shown in Fig. 7, including the errors
from the numbers of elastically scattered protons/deuterons
and the incoming 16C, as well as from the subtraction of the
carbon background. The systematical errors were estimated to

FIG. 7. Experimental and calculated elastic scattering DCSs, as
a ratio to the Rutherford cross sections, for 16C +p (a) and 16C +d
(b). The thin curves are from the coupled channel calculations using
different global OPs with their corresponding normalization factors.
The grey solid curves are the best-fit ones for the experimental an-
gular distributions using larger diffuseness parameters in the Woods-
Saxon potential. See text for more details.

be less than 10% for the (CH2)n and (CD2)n target, taking into
account the uncertainties in geometrical efficiency determina-
tion (solid angles), the thickness of the target, the PID gate of
16C as shown in Fig. 2(b), and the cuts applied on the Q-value
spectra.

We applied the global optical potentials (OP) CH89 [42]
and KD02 [43] to calculate the proton angular distributions,
while the systematics obtained from Daehnick et al. [44], An
et al. [45], Han et al. [46], and Zhang et al. (DA1p) [47]
were applied to the deuteron DCSs. A single-folding model
(SFM) with the Lane-consistent Bruy’eres Jeukenne-Lejeune-
Mahaux (JLM) nucleon-nucleon interaction was also applied
to describe these two sets of elastic scattering data. The
energy-dependence parameters are obtained from Ref. [48].
The density distribution of 16C calculated from the Hartree-
Fock method using the SKX interaction [49] yields a
matter radius of 2.68 fm, which is consistent with the
values of 2.70 ± 0.03 fm and 2.64 ± 0.05 fm deduced
from the interaction cross sections at incident energies of
960 MeV/nucleon [50] and 83 MeV/nucleon [51], respec-
tively, and close to the value of 2.73 ± 0.03 fm given in
Ref. [52]. In order to best fit the experimental data, the
normalization factors, λR and λI , respectively, were applied
to the well depths of real (VV ) and imaginary part (WV +
WS) [36]. The searching process for the best λR and λI were
performed with the code SFRESCO [53] using the χ2 minimiza-
tion method. All calculations using the normalized OPs show
reasonable agreement with the corresponding experimental
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DCSs. These normalized OPs were used as the starting points
to search for another set of parameters in order to simultane-
ously reproduce the elastic and inelastic scattering channels
with the coupled channel method.

For the imaginary part, two larger diffuseness parameters,
1.20 and 1.70 fm, were deduced from the elastic scattering of
16C +p and 16C +d at 50 MeV/nucleon by Grassi et al. [35].
Bonaccorso and Carstoiu suggested that these anomalously
large diffuseness parameters were directly related to the
anomalous structure of 16C [35,54]. In order to check the
necessity, we also applied a Woods-Saxon potential with six
parameters VV , aR, rR, WV , aI , and rI to fit our experimental
DCSs. The larger diffuseness parameters for the imaginary
and real parts were, respectively, fixed to be aI = 1.20 (1.70)
fm and aR = 0.85 (0.95) fm for the proton (deuteron) elastic
scattering [35]. The standard radius parameters rR = rI =
1.20 fm were adopted. The well depths, VV and WV , were left
as free parameters to fit the experimental data with the χ2 min-
imization method. The optimal depths for the real and imag-
inary parts are VV = 25.33 and WV = 8.03 MeV for 16C +p,
as well as VV = 68.82 and WV = 14.29 MeV for 16C +d . The
optimal fit results are shown as grey solid lines in Fig. 7.
For the angular distributions of 16C +p [Fig. 7(a)], the grey
solid line at larger angles is obviously different from these
from the global potentials, and also remarkably deviates from
the experimental points. For the DCSs of 16C +d [Fig. 7(b)],
the whole shape of grey solid line is clearly deviated from
the experimental data, especially at the second maximum.
The calculated TRCS for the system of 16C +d ( 16C +p)
using larger diffuseness parameters is 1684 (730) mb. The
value of 1684 mb is dramatically larger than those (≈900 mb)
obtained from the global deuteron OPs, and also larger than
the experimental value of 962 mb measured for 16O +d at
Ein = 37.9 MeV [55]. The TRCS of 730 mb is also larger
than ≈550 mb measured for 16O +p at Ein = 24.6 MeV [56].
Overall, the global OPs seem to provide a better reproduction
of the elastic scattering data of 16C +p and 16C +d than the
grey solid lines, demonstrating that the anomalously large
diffuseness parameters are not necessary. The requirement
of larger diffuseness parameters in Ref. [35] maybe due to
inclusive measurements of the recoil protons and deuterons
(without coincidence of 16C), the lack of beam tracking infor-
mation, and the unseparation of elastic and inelastic scattering
channels.

D. Inelastic scattering

In Fig. 8(a) [Fig. 8(b)], we show the differential cross
sections for the inelastic proton (deuteron) scattering to the
2+

1 state. Only the statistical errors are shown in Fig. 8. The
systematic errors were estimated to be about 12%, which is
larger than the elastic scattering data due to a relatively larger
influence of different fits to choose the 2+

1 state. The carbon
background and impurity proton in the (CD2)n target have
been subtracted after normalizing the number of incident 16C
and the target thickness.

Coupled channel calculations were performed using the
code FRESCO [53] in the framework of rotational model to ex-
tract the deformation length from the inelastic scattering data,

FIG. 8. The experimental angular distributions of inelastic pro-
ton (a) and deuteron (b) scattering of 16C in comparison with
the coupled channel calculations using different global OPs with
their corresponding optimal normalization factors and deformation
lengths. See text for more details.

similar to the method used for 9Li +d [57] and 38S +p [31].
Using δ = 1.0 fm and the normalized OP parameters obtained
from the elastic scattering data as the starting points, the
normalization factors for the real and imaginary part (λR and
λI ), as well as the deformation length (δ) were left as free
parameters, and were determined using the code SFRESCO [53]
with the minimum χ2 method. The searching process aims to
simultaneously reproduce the elastic and inelastic scattering
DCSs. The optimal results are given in Table II. Compared
with the normalization factors obtained from elastic scattering
DCSs, we found that the depth of the real part increases
by about 2%, while that of the imaginary part decreases
by about 10–15 %. The average matter deformation lengths
of δ

p
m = 1.22 ± 0.25(stat.) ± 0.07(syst.) fm and δd

m = 1.18 ±
0.15(stat.) ± 0.06(syst.) fm were deduced by normalizing the
calculations to the experimental DCSs of proton and deuteron
inelastic scattering to the 2+

1 state in 16C, respectively. The
statistical errors were obtained from the experimental DCSs,
while the systematic ones were deduced from the results
with different OPs used in the calculations. The δ

p
m = 1.22 ±

0.25 ± 0.07 fm determined from this experiment using the
missing mass method with a thin 4.37 ± 0.05 mg/cm2 (CH2)n

target is consistent with that of 1.44 ± 0.17 fm extracted from
the inelastic proton scattering data using the γ -rays detection
with a thick 225 ± 8 mg/cm2 liquid hydrogen target [17].

Together with the elastic and inelastic scattering data (solid
circles), the calculated results with the best normalized OPs
and deformation lengths using the coupled channel method
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TABLE II. Optimal normalization factors, deformation lengths,
as well as the minimum χ 2 values from the coupled channel calcula-
tions using different OPs to simultaneously fit the elastic and inelastic
scattering angular distributions. The upper (lower) part is for the
systems of 16C +p ( 16C +d). The uncertainties of the normalization
factors are shown in parentheses.

Global OPs λR λI χ 2
el/n χ 2

inel/n δ (fm)

CH89 [42] 1.11(12) 0.83(9) 1.77 1.34 1.25(24)
KD02 [43] 1.14(12) 0.86(9) 1.17 1.38 1.15(23)
JLM [48] 1.11(12) 0.82(9) 2.15 1.45 1.26(25)

Average δp
m=1.22(25)

Dahenick [44] 0.93(10) 0.87(9) 7.96 2.85 1.18(15)
DA1p [47] 0.96(10) 0.84(9) 11.59 15.2 1.14(15)
Han [46] 1.14(12) 1.02(11) 8.42 3.76 1.20(16)
An [45] 0.91(10) 0.81(9) 12.0 3.38 1.15(15)
JLM [48] 1.01(11) 1.09(11) 6.17 6.84 1.24(16)

Average δd
m=1.18(15)

are shown as curves in Figs. 7 and 8, respectively. All cal-
culations using different global OPs with the corresponding
optimal λR, λI , and δ give satisfactory reproductions of the
elastic and inelastic scattering angular distributions at the
same time.

As shown in Eq. (3), for the 2+
1 state, the ratio of the

neutron and proton transition matrix element Mn/Mp can be
deduced from the matter deformation length obtained with
different reactions [25]. For the inelastic proton (neutron)
scattering at incident energies between 10 and 50 MeV, the
interaction strength is bp

n/bp
p = 3 (bn

n/bn
p = 1/3) [25]. For

other probes, bF
n and bF

p depend on the ratios of NF /AF and
ZF /AF , and the interaction strengths between neutrons and
protons, referred to as bn

n, bn
p, bp

n, and bp
p [20],

bF
n = NF

AF
bn

n + ZF

AF
bn

p, (4)

bF
p = NF

AF
bp

n + ZF

AF
bp

p. (5)

For the inelastic deuteron scattering, bd
n/bd

p = 1 [29]. There-
fore, for 16C, we have

δ
p
m

δp
= 1 + 3M p

n /M p
p

6
, (6)

δd
m

δp
= 1 + Md

n /Md
p

2.667
, (7)

δ
p
m

δd
m

= 0.44
1 + 3M pd

n /M pd
p

1 + M pd
n /M pd

p

. (8)

First, we extracted Mn/Mp with δp taken from other mea-
surements. Together with δp = 0.98 ± 0.20 fm, the mean
value obtained from the B(E2) values of the latest three
measurements [18,19,21], M p

n /M p
p = 2.16 ± 0.60 (Md

n /Md
p =

2.21 ± 0.53) was extracted from the deformation length of
δ

p
m = 1.22 ± 0.25 fm (δd

m = 1.18 ± 0.15 fm) using Eq. (6)
[Eq. (7)]. Then, M pd

n /M pd
p = 1.95 ± 0.47 was deduced from

the present inelastic proton and deuteron scattering data using
Eq. (8). This result is independent of other experimental data,
and is consistent with M p

n /M p
p and Md

n /Md
p within error bars.

M pd
n /M pd

p also reasonably agrees with these obtained from the
probes of “B(E2) + previous proton inelastic scattering” and
with inelastic scattering data from “proton + Pb”, see Table I.
This implies that the combination of proton and deuteron
inelastic scattering is a useful method to extract Mn/Mp of
even-even nuclei without help of other experimental results.
These consistent values of Mn/Mp ≈ 1.20N/Z are larger than
N/Z expected in a homogenous quantum liquid-drop model,
indicating that the neutron contribution is larger than the pro-
ton contribution to the quadrupole collective excitation. Such
larger contributions of neutrons have also been observed in the
neighboring even-even semimagic nuclei 18,20O [26,27].

Using Mn/Mp = Nδn/(Zδp), the equations of δ
p
m = (6δp +

30δn)/36 and δd
m = (6δp + 10δn)/16 were deduced from

Eqs. (6) and (7), respectively. These two equations were
utilized to determine δp and δn for the probe of “proton +
deuteron”. Using Eq. (2) and the deduced proton deformation
length of δp = 1.07 ± 0.26 fm, the B(E2;2+

1 → 0g.s.) value
is determined to be 4.34 +2.27

−1.85 e2fm4, which agrees well with
these from the latest three lifetime measurements [18,19,21].
The neutron deformation length δn = 1.25 ± 0.30 fm is con-
sistent with that of δn = 1.37 ± 0.12 fm obtained from the
probe of “proton + Pb” [20].

E. Theoretical calculations

Shell model calculations were performed for 16C using
MK [58], WBT [59], WBT* [59,60], and YSOX [61] inter-
actions in p-sd model space [61,62]. Together with the ex-
perimental results, the calculated ratio of proton and neutron
matrix elements Mn/Mp and B(E2;2+

1 → 0g.s.) are listed in
Table III. The results from a simple shell model calculation
performed by Fortune [63] are also listed in Table III. Most
of the calculated Mn/Mp values are below or close to the
1σ upper limit of Mn/Mp = 1.95 ± 0.47 obtained from the
present experiment.

TABLE III. The Mn/Mp and B(E2;2+
1 → 0g.s.) values calculated

from the shell model with different interactions, the ab initio IM-
SRG, and the ab initio shell model.

Interaction Mn/M p B(E2;2+
1 → 0g.s.) (e2 fm4)

MK [62] 2.11 5.49
WBT[62] 2.47 4.18
WBT* [62] 2.53 3.90
YSOX [61] 2.48 3.02
H.T.Fortune [63] 3.0 4.05
Ab initio IM-SRG 2.54 2.58
Ab initio shell model [68] 2.4 ± 0.9

present 1.95 ± 0.47 4.34 +2.27
−1.85

4.21 +0.34
−0.26(stat) [21]

4.15 ± 0.73 [19]
2.6 ± 0.2 ± 0.7 [18]
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The ab initio IM-SRG [64–66] calculations were per-
formed for 16C using the optimized nucleon-nucleon
interaction from chiral effective field theory at next-to-next-
to-leading order [67]. A basis of 13 major shells with h̄ω = 28
MeV was applied. The single shell valence space interaction
and operator with respect to ensemble states above 10He
were constructed and used in this calculation. The calculated
excitation energy of the 2+

1 state in 16C is Ex = 1.89 MeV,
which is close to the experimental value. The calculated
Mn/Mp = 2.54 is also close to the value extracted from the
present experiment.

III. SUMMARY

In summary, a new experiment of the proton/deuteron elas-
tic and inelastic scattering has been performed in inverse kine-
matics with a 24 MeV/nucleon radioactive 16C beam in order
to study the quadrupole transition of 0+

g.s. → 2+
1 . The nor-

malization factors for the depths of real and imaginary parts
are adopted to better reproduce the elastic scattering DCSs
of 16C +p and 16C +d . The neutron and proton deformation
lengths of δn = 1.25 ± 0.30 fm and δp = 1.07 ± 0.26 fm
determined from this experiment, are in fair agreement with
the former results. The ratio of neutron and proton transi-
tion matrix element Mn/Mp = 1.95 ± 0.47 obtained from the

present elastic and inelastic scattering data using the probe of
“proton + deuteron”, is consistent with the previous measure-
ments. Most of the theoretical predictions by the shell model
using different interactions in p-sd model space and the ab
initio IM-SRG calculations are close to these experimental
results. It is worth noting that these results are obtained from
a new experiment using two different targets, proton and
deuteron. This demonstrates that inelastic scattering data from
this combined probe is a useful method to extract Mn/Mp for
the even-even nuclei. In the future, this method will be used
to study the collective excitation mode for more neutron- or
proton-rich nuclei, such as 10,18,20C.

ACKNOWLEDGMENTS

We gratefully thank the IMP accelerator group for pro-
viding the 18O primary beam and the RIBLL collaboration
for supplying a lot of electronics. We also thank Prof. H. T.
Fortune for calculating Mn/Mp in a simple shell model. This
work was supported by the National Key R&D Program of
China (Grant No. 2018YFA0404403), and the National Nat-
ural Science Foundation of China (Contracts No. 11775004,
No. U1867214, No. 11775013, No. 11775316, No. 11535004,
No. 11875074, and No. 11875073), and Hirose International
Scholarship Foundation.

[1] I. Tanihata, H. Savajols, and R. Kanungo, Prog. Part. Nucl. Phys
68, 215 (2013).

[2] T. Nakamura, H. Sakurai, and H. Watanabe, Prog. Part. Nucl.
Phys. 97, 53 (2017).

[3] D. T. Tran, H. J. Ong, G. Hagen, T. D. Morris, N. Aoi, T.
Suzuki, Y. Kanada-En’yo, L. S. Geng, S. Terashima et al., Nat.
Commun. 9, 1594 (2018).

[4] T. Furuno, T. Kawabata, S. Adachi, Y. Ayyad, Y. Kanada-En’yo,
Y. Fujikawa, K. Inaba, M. Murata, H. J. Ong, M. Sferrazza, Y.
Takahashi, T. Takeda, I. Tanihata, D. T. Tran, and M. Tsumura,
Phys. Rev. C 100, 054322 (2019).

[5] D. Dell’Aquila, I. Lombardo, L. Acosta, R. Andolina, L.
Auditore, G. Cardella, M. B. Chatterjiee, E. De Filippo, L.
Francalanza et al., Phys. Rev. C 93, 024611 (2016).
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