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Constraints in modeling the quasielastic response in inclusive lepton-nucleus scattering
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We show that the quasielastic (QE) response calculated with the superscaling approach (SuSAv2) model, that
relies on the scaling phenomenon observed in the analysis of (e, e′) data and on the relativistic mean-field theory,
is very similar to that from a relativistic distorted-wave impulse approximation model when only the real part of
the optical potentials is employed. The coincidence between the results from these two completely independent
approaches, which satisfactorily agree with the inclusive data, reinforces the reliability of the quasielastic
predictions stemming from both models and sets constraints for the QE response. We also study the low-energy
and momentum-transfer region of the inclusive response by confronting the results of the relativistic mean-field
model with those of the Hartree-Fock continuum random-phase approximation model, which accounts for
nuclear long-range correlations. Finally, we present a comparison of our results with the recent Jefferson
Laboratory (JLab) (e, e′) data for argon, titanium, and carbon, finding good agreement with the three data sets.
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I. INTRODUCTION

The study of electron-nucleus scattering continues to be the
main source of knowledge for the understanding of neutrino-
nucleus interactions. The vector part of the interaction can
be inferred directly from electron scattering and the influence
of the nuclear medium is identical in both processes. Con-
sequently, the comparison with electron scattering data is a
necessary test for any theoretical approach aiming at modeling
the neutrino-nucleus interaction.

Many different reaction channels contribute to the lepton-
nucleus cross section. Looking at the primary vertex, the lep-
ton can interact, depending on the transferred momentum and
energy, via elastic scattering, collective nuclear excitations,
discrete resonances, quasielastic (QE) scattering, multinu-
cleon knockout processes, one- and two-pion production, and
other processes typically encompassed in the deep-inelastic
scattering (DIS) response. On top of that, the secondary
interactions of the outgoing hadron(s) with the residual system
may lead to very complex final states with high hadron mul-
tiplicities. The final goal of Monte Carlo (MC) neutrino event
generators (NuWro [1], GENIE [2], NEUT [3], and GiBUU
[4]) is to model all these reactions. A simpler case is the
inclusive process, defined as the one in which only the scat-
tered lepton is detected. In neutrino-oscillation experiments,
this is the main signal in the far Cherenkov-like detectors [5].

Hence, a minimum requirement for MC generators is that,
after integration over the hadron (undetected) variables, they
should be able to provide “good” inclusive results.

Many investigations have been devoted to the study of the
inclusive response for several decades [6,7]. This is consistent
with the fact that, from a theoretical point of view, the de-
scription of inclusive processes is simpler than other scenarios
where specific knowledge of the final hadron multiplicities
is needed, and, consequently, one needs to account for the
effects produced by the propagation of the knock-out nucleon
through the nuclear medium. On the contrary, the inclusive
case can be properly described by simply computing the
self-energy of the propagating nucleon without the need to
track the details of the secondary excitations in the final state.
This can be done efficiently by using the mean-field-based
models with the final nucleon described as a wave function
distorted by the average potential produced by the residual
nucleus. Although this formalism is entirely based on the
impulse approximation, namely one-body currents and single-
particle equations, the model incorporates effective potentials
that can account for effects beyond the mean field captured
from the analysis of data. This is the case of the phenomeno-
logical energy-dependent complex optical potentials fitted to
nucleon-nucleus scattering data. The inclusive responses, i.e.,
no flux lost, can be handled by simply removing the imaginary
(absortive) terms in the potentials. For the quasielastic peak,
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this yields results that are numerically very similar to the, for-
mally more sound, incorporation of inelasticities represented
in the full complex optical potential which is acomplished by
the relativistic Green function [8–10]. Here the flux lost into
inelastic channels, represented by the imaginary term of the
optical potential fitted to proton-nucleus elastic scattering, is
recovered by a formal summation on those inelastic channels.
Other descriptions of the inclusive responses are based on the
use of spectral function models plus convolution approach
[11,12], the local Fermi gas approach including random-
phase approximation correlations [13–15], the Green function
Monte Carlo method [16], and the scaling properties fulfilled
by (e, e′) data [17–20].

It is important to point out that the extremely complicated
many-body coupled-channels configurations contributing to
the inclusive scattering cross sections make it extremely dif-
ficult to solve the problem consistently. One needs to resort
to approximate models that emphasize different degrees of
freedom and account for several ingredients of the process.
Although these approaches build the inclusive responses from
many different contributions, they can lead to similar results.
In most of the cases, the various contributions to the inclu-
sive signal can significantly overlap with each other, making
it difficult to experimentally separate the different reaction
channels. This is the case, for instance, for the QE and the two-
nucleon knockout responses. This difficulty to disentangle
without ambiguity the role of each contribution explains why
different models, with very different ingredients, can produce
similar inclusive results. As an example, the predictions from
GiBUU in Ref. [21] and those from the superscaling approach
(SuSAv2) model of Ref. [22] agree to a large extent when
compared to inclusive (e, e′) data, while each contribution
separately, e.g., the QE and two-particle–two-hole channels,
show important discrepancies.

In this work we focus on QE scattering. We show the re-
sults of the SuSAv2 and different mean-field-based models at
low, intermediate, and high values of the momentum transfer
q. We aim at pointing out under which conditions they fail
or they do a good job, explaining the reasons in each case.
Finally, by comparing the results of these different approaches
over a broad energy range, we are able to set constraints on the
modeled QE responses.

The outline of this work is as follows. In Sec. II we
illustrate the models. In Sec. III we show and discuss the
scaling functions obtained with the different approaches. In
Sec. IV we compare our predictions with recent (e, e′) Jeffer-
son Laboratory (JLab) data. Our conclusions are presented in
Sec. V.

II. MODELS

All of the models employed here are based on the impulse
approximation, namely the primary interaction is assumed
to be that of the probe with a single bound nucleon that is
knocked out and further propagates in the nuclear medium,
experiencing final-state interactions. In what follows we will
differentiate between mean-field models and SuSAv2.

In the mean-field models, the inclusive differential cross
section is obtained from the exclusive one by integration over

the final nucleon variables and performing a sum over the oc-
cupied shells. In the relativistic models the fixed-energy Dirac
equation is solved using scalar and vector potentials, while
in the Hartree-Fock (HF) continuum random-phase approx-
imation (CRPA) approach, the single-particle Schrödinger
equation with the Skyrme-based HF potential is used.

The relativistic mean-field models presented in this work
differ only in the treatment of the knockout nucleon wave
function. These are summarized as follows:

(i) Relativistic plane-wave impulse approximation (RP-
WIA): The final nucleon is described by a relativistic
plane wave.

(ii) RPWIA(pN > kF ): The final nucleon is a relativistic
plane wave but if the nucleon has a momentum lower
than a given Fermi momentum kF , then the cross
section is set to zero. This is the way of accounting for
the Pauli blocking in Fermi gas-based models, where
the nucleons are labeled by their momenta. In models
for finite nuclear matter, however, this procedure is
not consistent because nucleons have well-defined
energy and angular-momentum quantum numbers but
they are not momentum eigenstates, so Pauli blocking
should be ensured by simply using orthogonal states.
More details can be found in Ref. [23].

(iii) Pauli-blocked RPWIA (PB-RPWIA): The final nu-
cleon wave function is constructed as a plane wave
that has been corrected for the overlap with the initial
state. Thus, initial and final states are orthogonal and
this removes spurious contributions to the inclusive
result. More details can be found in Ref. [23].

(iv) Relativistic mean-field (RMF): The final nucleon is a
scattering solution of the same Dirac equation used
to describe the bound state. Hence, orthogonality and
rescattering of the nucleon in the final state are nat-
urally included. This potential is energy independent
which, eventually, results in modifications of the QE
response that are too large at high energies when
compared with the data. The phenomenology tells us
that the interaction of the nucleon with the residual
nuclear system should weaken at large energies; this
would force the RMF potential to include some en-
ergy dependence, as will be done in the ED-RMF
model described below.

(v) EDAD1 and EDAI: The final nucleon travels un-
der the effect of phenomenological relativistic opti-
cal potentials that were adjusted to reproduce elas-
tic proton-nucleus scattering data in the range 22 <

Tp < 1100 MeV, with Tp the kinetic energy of the
proton in the laboratory frame [24,25]. The energy-
dependent A-dependent fit-1 potential (EDAD1) was
fitted to reproduce scattering data on a large set
of target nuclei, from carbon to lead. The energy-
dependent A-independent potentials were fitted to
proton-carbon (EDAI-C) and proton-calcium (EDAI-
Ca) data only. In this work, we focus on the inclusive
(e, e′) cross section, where the contributions from all
inelastic channels should be retained; therefore, to be
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FIG. 1. Blending function in the ED-RMF model. The crosses
correspond to the weight of the RMF contribution in the SuSAv2
[31], as explained in Ref. [23].

consistent with flux conservation, we take only the
real part of these potentials [9,26–30]. Notice that
the strength of the potential gets smaller at larger
energies.

(vi) Energy-dependent RMF (ED-RMF): The potentials
describing the motion of the knocked-out nucleon
are the RMF scalar (S) and vector (V) potentials
but multiplied by a “blending function” fb(TN ) that
scales them down as the kinetic energy of the scat-
tered nucleon increases (Fig. 1). The function fb(TN )
is inspired by the SuSAv2 analysis presented in
Ref. [31] and is explained in Ref. [23]. This function
is parametrized as follows: fb(TN ) = L(TN ) + F (TN ),
with L and F the Lorenztian- and Fermi-like functions

given by

L(TN ) = 0.85

(TN/200)2 + 3.5
+ 0.29, (1)

F (TN ) = 0.48

exp[(TN − 90)/23] + 1
. (2)

TN is in the laboratory frame and in MeV.
This approach is similar to the EDAD1 and EDAI

discussed above in the sense that it uses real potentials
that decrease with energy; however, it presents some
advantages: (i) for knockout nucleons with small en-
ergies (Tp < 100 MeV), consequently, when the over-
lap between initial and final state is non-negligible,
the ED-RMF potentials essentially coincide with
the original RMF ones, preventing nonorthogonal-
ity issues (similar approaches were employed in
Refs. [10,29]); (ii) for scattered nucleons with larger
energies (Tp > 1100 MeV) the potentials tend to a
minimum value (following the behavior suggested by
the SuSAv2 model). This avoids the problem of the
optical potentials when they need to be used outside
the region of the fit. The ED-RMF is explained in
more detail in Ref. [23].

In Fig. 2 we show the scalar and vector potentials of the
RMF, ED-RMF, EDAD1, and EDAI-C approaches, repre-
sented as functions of position r. Each panel corresponds to
a different kinetic energy of the outgoing nucleon. The RMF
potentials are energy independent, and the others decrease
with increasing energies. In Figs. 2(a) and 2(b), corresponding
to very small Tp, the ED-RMF potentials are very close to
the RMF one, solving the orthogonalization problem in this
energy region that is the most sensitive to it. The EDAD1
and EDAI-C, on the contrary, are considerably smaller than
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FIG. 2. Vector (positive) and scalar (negative) potentials as a function of the position in the 12C nucleus. Each panel corresponds to a
different kinetic energy of nucleon. Only the real part is represented for the EDAD1 and EDAI-C potentials.
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RMF so one should be cautious with their predictions for such
kinematics. Figures 2(c)–2(e) correspond to 200 < Tp < 1000
MeV. We observe that the ED-RMF, EDAD1, and EDAI-C
potentials are close to each other and continuously decrease
with energy. In Fig. 2(f), Tp = 1500 MeV is out of the
range where the EDAD1 and EDAI-C potentials were fitted.
Indeed, one sees that the EDAD1 and EDAI-C potentials
are slightly larger than in the previous kinematics, which
should be understood as a consequence of the extrapolation
method.

In the HF-CRPA model [32,33] the bound-state wave func-
tions are obtained with a self-consistent Hartree-Fock model
using an extended Skyrme force for the nucleon-nucleon
interaction [34]. The same mean-field potential obtained for
the initial state is used to compute the final-state nucleon
wave functions, therefore including the essential features of
orthogonality as discussed above. Contrary to the relativistic
approaches the nuclear current is obtained from the standard
nonrelativistic reduction of the single nucleon current as ex-
plained in References [35,36]. This mean-field picture, which
gives an adequate description of the genuine quasielastic cross
section, is then extended with collective excitations of the
nucleus in the CRPA approach. Although inherently nonrel-
ativistic, the calculations are effectively relativized according
to the scheme in Ref. [37]. The HF-CRPA provides reliable
results for very low momentum transfers where long-range
correlations, that are not accounted for in a mean-field picture,
contribute significantly to the cross section in the form of,
e.g., giant resonances [38]. This consistent treatment of the
interaction from very low to moderate momentum transfers
is important for neutrino-oscillation analyses that need to
provide an adequate description of the electroweak interaction
with nuclei over a broad region of phase space.

The SuSAv2 model is based on the scaling properties
shown by the (e, e′) data and on RMF theory. When satis-
fied, the scaling property allows for the factorization of the
inclusive cross section in terms of a single-nucleon elementary
cross section and a scaling function, which contains all the
nuclear complexity and depends on only one variable ψ =
ψ (ω, q) [39,40], ω and q being the energy and momentum
transfer, respectively. The original SuSA model [17,41] uses
only one universal scaling function extracted directly from the
analysis of experimental data [42]. Although quite successful
[17,41,43], its simplicity does not allow one to model the
complexity of the QE response with the desired accuracy,
lacking, for instance, some strength in the transverse channel.
The SuSAv2 model was proposed to overcome this limita-
tion [18]. It uses different scaling functions, extracted from
RMF and RPWIA results, for the different responses. Thus,
it effectively incorporates both regimes, RMF (for low and
intermediate q) and RPWIA (for high q). This is achieved
by using a “blending” function that introduces a linear com-
bination of the RMF and RPWIA scaling functions. This
function contains one adjustable q-dependent parameter that
was fitted, once and for all, to reproduce 12C(e, e′)X data in
Ref. [31].

As mentioned in the Introduction, the agreement with the
(e, e′) cross-section data is the result of a delicate balance
among the contributions from different channels. In particular,

the SuSAv2-MEC collaboration uses three incoherent contri-
butions to the cross section: (i) QE [18], (ii) meson-exchange
currents (MEC) [44], and (iii) inelastic contributions [31]. The
latter include all possible inelastic channels starting from the
pion production threshold by making use of phenomenolog-
ical fits of the single-nucleon inelastic structure functions.
If one avoids the very low energy and momentum transfer
region, then the agreement with the inclusive data for electron
and neutrino reactions is remarkable [31,45].

In what follows we show that, for the QE response, the ef-
fective and ad hoc method of the SuSAv2 model for the transi-
tion from RMF to RPWIA by means of the blending function
provides results that are very similar to those obtained with the
relativistic mean-field models, solving the wave equation with
the energy-dependent potentials. This coincidence between
two different and completely independent models reflects that,
although the phenomenology introduced in each model is
quite different, both can provide a good description of the
behavior of the nuclear system, leading to very similar results
for the inclusive responses.

III. SCALING FUNCTIONS

In Fig. 3 we compare the scaling functions for 12C obtained
with the relativistic mean-field models and the SuSAv2, de-
scribed in Sec. II. The scaling function is defined as

f (εi, q, ω) = kF

[
d2σ

dωd cos θ

]
e,e′

σMott (vLGL + vT GT )
, (3)

where [ d2σ
dωd cos θ

]
e,e′ is the inclusive cross section computed

with a particular model, the denominator (vL,T and GL,T

factors) is defined in Ref. [40], and kF is the Fermi momentum
(we use 228 MeV for carbon and 240 MeV for argon). For
fixed q and ω the scaling function depends very weakly on
the incoming energy εi, and it has been fixed to εi = 3 GeV.
Comparing the scaling function, rather than the double differ-
ential cross section, allows us to remove most of the kinematic
effects and focus on the differences arising from the nuclear
modeling. In each panel we represent the results from one
of the mean-field approaches (solid lines) and the SuSAv2
(dashed lines). For a given panel, each pair of curves (same
color) corresponds to a fixed q, which grows if one moves
from left to right.

We start commenting on the region of low-momentum
transfer, q � 300 MeV, where Pauli blocking and distortion
effects are expected to be very important. Since these effects
are fully incorporated in the RMF model, its results will be
considered as the reference. The RPWIA scaling function
is clearly too large, RPWIA(pN > kF ) seems to provide the
right strength but the position of the distribution is clearly off,
and PB-RPWIA is close to RMF due to the orthogonalization
procedure, but it misses the effect of the distortion. The ED-
RMF is by construction essentially identical to RMF. The
EDAD1 and EDAI-C results provide results close to the RMF
ones. This shows that, although the initial and final states are
not orthogonal, the overlap is not as large as with plane waves.
Finally, at very low q one observes important differences
between the SuSAv2 and the RMF models. Despite the fact
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FIG. 3. 12C scaling functions from SuSAv2 (dashed lines) and the relativistic mean-field models (solid lines). Each pair of curves (same
color) correspond to a fixed momentum transfer q = 100, 200, 600, 1000, and 1500 MeV.

that SuSAv2 incorporates the important reduction due to Pauli
blocking [18,46], it still overestimates and cannot reproduce
the behavior shown by the RMF model.

For q values above approximately 300 MeV, where scaling
is expected to work well, the results show that the scal-
ing functions from the SuSAv2 and the energy-dependent
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FIG. 4. 40Ar scaling functions from SuSAv2 (dashed lines) and the relativistic mean-field models (solid lines). Each pair of curves (same
color) correspond to a fixed momentum transfer q = 100, 200, 600, 1000, and 1500 MeV.

relativistic mean-field models (ED-RMF, EDAD, and EDAI-
C) notably agree. On the contrary, the RPWIA approaches
yield, as expected, a scaling function which is higher

than SuSAv2 at the peak and more symmetric, whereas the
RMF model moves too much strength to high energies when
the momentum transfer is high and the RPWIA result should
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FIG. 5. RMF, HF, and HF-CRPA scaling functions for small q values represented as a function of the energy transfer ω. Upper (lower)
panels correspond to carbon (argon) nucleus.

be recovered: These two observations motivated the construc-
tion of the SuSAv2 model.

Argon will be the main target in the DUNE neutrino-
oscillation experiment [47], which implies a much heavier
nucleus than has typically been employed in previous experi-
ments. Likewise, the analysis of neutrino reactions on 12C and
other light nuclei, and its extrapolation to 40Ar is of special
relevance for assessing design choices for the DUNE near
detectors. Therefore, the results shown in this work are of
paramount importance in the field to understand the neutrino-
argon interaction with high precision as well as to understand
the extrapolation between different nuclear targets. Since
SuSAv2 was constructed from the carbon-12 RMF-RPWIA
scaling functions only [18], its comparison with the results
from the RMF-based models is an important test that may
guide future developments. Thus, in Fig. 4 we present the
same results as in Fig. 3 but for 40Ar. The potential EDAI-Ca,
instead of EDAI-C, has been used in this case for the final-

state nucleon in the EDAI caculations (last row in Fig. 4). This
is based on the idea that the mean-field potential for calcium
should be similar to the one for argon. We stress here that
the RMF and ED-RMF calculations were performed for 40Ar
and that all approaches describe the initial state using the 40Ar
RMF potential. In general, the same discussions made for 12C
also apply in this case.

At low energy and momentum transfer one expects sizable
contributions from collective nuclear effects that are beyond
the pure mean field and therefore not included in the RMF
calculations. Some of these effects are accounted for in the
HF-CRPA model. In Fig. 5 we compare the RMF, HF, and HF-
CRPA results for some small values of q for carbon and argon
targets. The HF and RMF approaches are very similar for the
lowest q values presented. The CRPA provides an additional
enhancement of the cross section for q up to around 200 MeV.
For q � 300 MeV the CRPA reduces the HF cross section,
bringing the HF-CRPA and RMF results close to each other.
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FIG. 7. As in Fig. 6 but for the SuSAv2 [22], ED-RMF, and EDAD-1 results.

IV. COMPARISON WITH JLAB INCLUSIVE DATA

In Fig. 6 the (e, e′) JLab data for carbon, argon, and
titanium [48,49] are compared with the results from RPWIA,
RMF, and ED-RMF models. Although the focus of this work
is on the QE response (corresponding to the peak at E ′ ≈ 2
GeV in Figs. 6), in order to compare with these data we added
more contributions. Thus, the first bump starting from the
left-hand side corresponds to single-pion production (SPP),
computed with the model described in Refs. [23,50]. Follow-
ing the discussion in Ref. [23], we do not include medium
modification of the delta width (more details can be found in
Refs. [51,52]). The second bump, filling the “dip” between
SPP and the QE peak, is the MEC contribution, taken from
Ref. [22].

One observes that the RPWIA results clearly overestimate
the QE peak and slightly the SPP one. In the dip region,
however, it underpredicts the data. The opposite occurs in
RMF, i.e., it underpredicts the peaks and overpredicts the
dip region. This is a consequence of the redistribution of the
strength from the peaks to the tails. The ED-RMF results
lie between RMF and RPWIA ones, providing notably better
agreement with the experimental data.

Figure 7 is analogous to Fig. 6 but, in this case, we compare
the SuSAv2 results, previously presented in Ref. [22], with the
ED-RMF and EDAD-1 ones. The same MEC model has been
used in the three calculations. The models for the inelastic
response, however, are different. In the SuSAv2 approach
the inclusive inelastic structure functions are modeled, thus,
including all possible inelastic channels from the pion thresh-
old. On the contrary, the ED-RMF and EDAD-1 results cor-
respond to a microscopic calculation that accounts for the
single-pion production channel only. This explains that the in-
elastic contribution in SuSAv2 is larger than that in the ED-
RMF and EDAD-1 models. The modeling of the QE responses
is also different and has been discussed in the previous sec-
tions.

The level of agreement of SuSAv2, ED-RMF, and EDAD-
1 with the JLab data in the QE region is similar. However,
the QE response in SuSAv2 is somewhat larger and shifted to
higher E ′ values, which seems to improve the agreement with
data. A shift in the RMF-based approaches could be achieved
by using more realistic values of the shell-binding energies.
Notice that currently, for sake of consistency, we are using
the eigenvalues of the RMF Hamiltonian. Additionally, in the
case of the ED-RMF model, a softer blending function fb in

the region TN ≈ 200 MeV would also lead to more RPWIA-
like responses, providing results closer to SuSAv2 ones.

V. CONCLUSIONS

We have studied the inclusive QE scaling functions arising
from using different mean-field-based models and compared
with the SuSAv2 scaling approach in a large range of mo-
mentum transfer, 50 < q < 1500 MeV. By analyzing different
ingredients in the models we have studied and quantified the
impact of several nuclear effects such as the distortion of
the outgoing nucleon, Pauli blocking, and long-range nuclear
correlations.

We have shown that the effective and ad hoc approach
followed in the SuSAv2 model for merging RMF and RPWIA
by means of a blending function is to a large extent equivalent
to solving the wave equation for the scattered nucleon with
relativistic energy-dependent real potentials. It is important to
point out that the optical potentials EDAD1 and EDAI [24]
were independently extracted by fits to elastic proton-nucleus
scattering data. Thus, the coincidence between the outcomes
of these completely different and independent approaches,
namely SuSAv2 and models using energy-dependent relativis-
tic potentials, sets strong assurances of the capabilities of both
approaches of incorporating the phenomenology to constrain
the QE response. We also found a satisfactory agreement be-
tween the energy-dependent relativistic mean-field model and
the recent JLab inclusive data for carbon, argon, and titanium.

Therefore, the present work is of relevance not only for on-
going experiments but also for the next generation of neutrino-
oscillation experiments (HyperKamiokande [5] and DUNE
[47]) that will require a percentage-level understanding of
neutrino-nucleus interactions and the capability of using nu-
clear models to extrapolate between different nuclear targets.
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