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Consistent nuclear matter calculations with local three-nucleon interactions
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I calculate the energy per particle of symmetric nuclear matter and pure neutron matter in the framework of
the microscopic Brueckner-Hartree-Fock approach using some recent interactions derived in chiral perturbation
theory at next-to-next-to-next-to-leading order (N3LO) for the nucleon-nucleon (NN) force, and next-to-next-to-
leading order (N2LO) for the nucleon-nucleon-nucleon (NNN) one. The interactions considered in the present
work have been adjusted to properties of light nuclei with A = 3, adopting local regulators for the NNN
interaction. I performed several calculations using an effective density dependent two-body force obtained from
the original NNN one keeping the same parameters and the same regularization scheme employed in finite light
nuclei calculations; I then compared these results with other calculations obtained, retaining the same parameters
of the NNN force fixed on light nuclei but using a nonlocal regulator. This second strategy has been often used in
the literature due to the easier derivation of the effective NN force in this case. I found that in pure neutron matter
the use of local or nonlocal regulators does not sensibly affect the calculation of the energy per particle while
in symmetric nuclear matter the use of local or nonlocal regulators produces appreciable differences. Saturation
properties of nuclear matter are discussed for the various models considered; the uncertainties on the reported
calculations are also estimated.
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I. INTRODUCTION

The description of systems made of strongly interacting
nucleons such as finite nuclei and nuclear matter based on
microscopic approaches requires an accurate knowledge of
nuclear interactions. The effective field theory (EFT) for
low-energy quantum chromodynamics (QCD) [1] outlines a
powerful way to derive consistent nuclear interactions (for a
review on this subject see Refs. [2–5]). This method allows
to calculate perturbatively the interactions between nucleons
(two- as well as many-body interactions) according to a
well defined scheme based on an effective QCD Lagrangian
constructed in such a way to retain the main symmetries of
QCD, and in particular the approximate chiral symmetry.

Such a systematic procedure is very powerful for nuclear
systems where the importance of the three-nucleon forces is a
well established feature [6–8].

Nucleon-nucleon (NN) interactions plus nucleon-nucleon-
nucleon (NNN) forces based on chiral perturbation theory
(ChPT) have been used to investigate properties of light nuclei
[9], nuclei with A � 18 [10], medium-mass nuclei [11–13],
and heavy nuclei [14]. An important task in this line is
the evaluation of the uncertainties originating in the nuclear
Hamiltonian [15] and in particular in the so-called low-energy
constants (LECs).

In this work, I present some microscopic calculations of the
equation of state (EOS) of symmetric nuclear matter (SNM)
and pure neutron matter (PNM) using the chiral potentials
derived in Ref. [16] up to next-to-next-to-next-to-next-to-
leading order (N4LO) of ChPT. However, since the treatment
of NNN force is limited to next-to-next-to-leading order
(N2LO) [17], I use NN potential up to next-to-next-to-next-
to-leading order (N3LO) as is often done in literature. I also

discuss the important contributions of NNN forces at N3LO.
Present many-body calculations are based on the Brueckner-
Bethe-Goldstone (BBG) [18,19] theory within the Brueckner-
Hartree-Fock (BHF) approximation. In some previous works
[20–22] I employed two-body interactions at N3LO of ChPT
plus three-nucleon forces at N2LO, finding that in some cases
it was possible to simultaneously reproduce satisfactory prop-
erties of nuclear matter and light nuclei. In this work I perform
a similar analysis but consider a more consistent treatment
of the regulator in the NNN force which is kept in local
form as used in recent few-body nuclei calculations based
on the hyperspherical harmonics approach to fix the values
of the LECs in the nuclear Hamiltonian. Such a consistent
treatment of the regulator in the NNN force was implemented
in Ref. [23] in the case of very simple three-nucleon forces.

Several groups calculated the EOS of PNM [24–31] and
SNM [32–37] and many efforts are currently devoted to
improving the accuracy of the many-body techniques as well
as to try to include in numerical calculations very complicated
nuclear interactions.

The paper is organized as follows: in the first section I
discuss the two- and three-body chiral interactions used in
present calculations; in the second section I briefly review
the basic features of the BBG many-body theory and the
inclusion of NNN force in the BHF approach; the third section
is devoted to showing the results of present calculations; and
finally in the last section I summarize the main results and
outline conclusions of the present work.

II. CHIRAL NUCLEAR INTERACTIONS

The interactions considered in the present work were
derived in ChPT both for the two- and three-nucleon
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TABLE I. Values of the LECs used in the present calculations
according to the order of the expansion in ChPT and to the cutoff
value �. The LECs c1, c3, and c4 are expressed in GeV−1, whereas
cD and cE are dimensionless. The values in parentheses are the errors
arising from the fitting procedure (see Ref. [47]).

Order (�) cD cE c1 c3 c4

N2LO (450) 0.935(0.215) 0.12(0.04) −0.74 −3.61 2.44
N2LO (500) 0.495(0.195) −0.07(0.04) −0.74 −3.61 2.44
N3LO (450) 0.675(0.205) 0.31(0.05) −1.07 −5.54 4.17
N3LO (500) −0.945(0.215) −0.68(0.04) −1.07 −5.54 4.17
N3LO+2π (450) 0.670(0.210) 0.41(0.05) −1.20 −4.43 2.67
N3LO+2π (500) −0.750(0.210) −0.41(0.04) −1.20 −4.43 2.67

interactions. I use indeed NN potentials calculated at the
N3LO of ChPT, in conjunction with NNN interactions cal-
culated at N2LO. Currently, chiral NN potentials have been
calculated up to N4LO by Epelbaum et al. [38] and by Entem
et al. [16]. In addition, dominant contributions at next-to-next-
to-next-to-next-to-next-to-leading order (N5LO) were ana-
lyzed in Ref. [39] where a satisfactory convergence of the per-
turbative expansion of the NN potential was found. Recently
Piarulli et al. [40] developed a fully local-in-coordinate-space
two-nucleon chiral potential which includes the � isobar
intermediate state at N3LO. This new potential represents the
fully local version of the minimally nonlocal chiral interaction
reported in Ref. [41]. Similarly to the case of NN interaction,
also NNN forces have been calculated at higher order in the
chiral low-energy expansion. Subleading contributions appear
first at N3LO; however, the number of LECs is unchanged at
this order compared to N2LO. Ten new purely NNN LECs
appear at N4LO [42]. The inclusion of these contributions
may be potentially important to get an improved accuracy of
the NNN interaction. Owing to their complexity, the use of
these forces in practical calculations is not an easy task and
the inclusion of part of these interactions in studies of few- and
many-body systems is currently a very active research field.

I focus now on the specific interactions that I have em-
ployed in the present work. As a two-body nuclear interaction,
I used the potentials calculated at N3LO proposed in Ref. [16].
The authors of Ref. [16] provided three different versions
of the two-body interactions according to three values of
the cutoff, � = 450, 500, and 550 MeV, used to regularize
the short-range part of the potentials. An interesting feature
of these new NN potentials is that the obtained χ2/datum
was 1.15 for � = 500 MeV and just slightly larger for � =
450 MeV which is a very remarkable result compared to other
interactions.

In the construction of the NN potential, the authors of
Ref. [16] applied the same power counting scheme as well
as the same cutoff procedures at all orders. Moreover, the
long-range parts of these potentials have been fixed by the
very accurate πN LECs as determined in Ref. [43] which
essentially lead to very small uncertainties in the variation of
the associated values. This strongly reduced the propagated
uncertainties in the NN interaction.

It is worth noting that at N2LO of ChPT arise all the pos-
sible operators contributing to the NN potential as well as the

leading-order NNN forces. The NNN force that I employed is
calculated up to N2LO, and is fitted in Ref. [44] to reproduce
the binding energy of 3H as well as the Gamow-Teller matrix
element in 3H β-decay using the two-body potentials of
Ref. [16]. The N3LO + N2LO interactions described above
were used in Ref. [45] to calculate the momentum distribution
function in A = 3 nuclei.

Concerning the NNN force at N2LO, it is of the form
derived by Epelbaum et al. [17] with the difference that
the regulator used in Refs. [44,45] is local. I note that the
nonlocality of the N2LO three-nucleon interaction depends
only on the functional form of the regulator used. The N2LO
NNN force has the following structure in momentum space:

V (2π )
NNN =

∑
i �= j �=k

g2
A

8 f 4
π

σ i · qi σ j · q j(
q2

i + m2
π

)(
q2

j + m2
π

)Fαβ

i jk τα
i τ

β
j , (1)

V (1π )
NNN = −

∑
i �= j �=k

gAcD

8 f 4
π�χ

σ j · q j

q2
j + m2

π

σ i · q j τ i · τ j, (2)

V (ct)
NNN =

∑
i �= j �=k

cE

2 f 4
π�χ

τ i · τ j, (3)

where qi = p′
i − pi is the difference between the final and

initial momenta of nucleon i and

Fαβ

i jk =δαβ
(−4c1m2

π + 2c3qi · q j

) + c4ε
αβγ τ

γ

k σk · (qi × q j ).

(4)

In Eqs. (1)–(4) σ i and τ i are Pauli matrices for spin and isospin
spaces while gA = 1.29 and fπ = 92.4 MeV are the axial-
vector coupling and the pion decay constant. The nucleon
labels i, j, and k can take values 1, 2, and 3, which results
in six possible permutations in each sum. Factors c1, c3, c4,
cD, and cE are low-energy constants. I note that the constants
c1, c3, and c4 in Eq. (4), coming from the πN Lagrangian, are
already fixed at the two-body level. The remaining parameters
cD and cE are not determined by the two-body interaction
and have to be fixed constraining some specific observable of
few-body nuclear systems as discussed previously. One of the
sources of uncertainty of the nuclear Hamiltonian concerns
the choice of the observables used to fix cE and cD. Since
two parameters have to be fixed, the value of two different
observables is necessary. A possibility is to use the binding
energy of the 3H in conjunction with the nd scattering length,
the binding energy of 4He, the charge radius of 4He, and, as
I stated before, the Gamow-Teller matrix element in 3H β-
decay. The values of the constants ci for the interactions
that I consider in the present work are reported in Table I.
The values in parentheses indicate the errors arising from
the fitting procedure as reported in Refs. [44,45]. However,
I checked that the small uncertainties associated to the fit
error have negligible effects on present calculations. I note
that it was very recently discovered [46] that in the derivation
of chiral effective field theory (ChEFT) currents a factor of
−1/4 was missing from the one-pion exchange term in the
NNN force. This affected the fit of the low-energy constant
cD entering in the 3H half-life calculation, and thus also all
previous nuclear matter calculations using these values were
affected by the same problem. This issue was recently fixed
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[47] and therefore the calculations presented in this work are
correct.

To try to estimate the theoretical uncertainties of the re-
ported calculations I performed a variation of the values of the
LECs and employed different cutoff values, namely, � = 450
and 500 MeV. I also tried to estimate the error associated to
the truncation of the NNN expansion to N2LO by evaluating
the 2π -exchange contributions up to N3LO. I note that the
2π -exchange contributions are just one particular topology
present in the NNN force at N3LO; thus its inclusion in the
many-body calculations should be intended as an attempt to
get only an estimate of the size of a typical contribution at this
order. A more in-depth and quantitative study clearly requires
the inclusion of the full N3LO NNN force and will be the
subject of a future work. All the previous uncertainties are
related to ChEFT. There are other uncertainties that should be
addressed to the many-body method used, namely, the BHF
approach in the present case. These issues are discussed in the
last part of the paper.

To regularize the NNN force, I considered both local
regulator (LR) and nonlocal regulator (NLR) functions of the
form

FLR(�) = exp

[
−

(
(p − p′)4

�4

)]
, (5)

FNLR(�) = exp

[
−

(
p4 − p′4

�4

)]
. (6)

I note that FLR(�) is consistent with the NNN force used in
Ref. [44] to fix the low-energy constants cE and cD.

I also observe that, adopting FNLR(�) which is symmetric
under the exchange of particle indices, the low energy con-
stants cE and cD give vanishing contributions in PNM for
symmetry reasons. Using instead FLR(�) terms proportional
to cE and cD give nonvanishing contributions also in PNM
[48].

III. THE BHF APPROACH WITH AVERAGED
THREE-BODY FORCES

The BHF approach is the leading order of the BBG many-
body theory [18,19]. In such a theory, the ground state energy
of nuclear matter is calculated in terms of the so-called hole-
line expansion, where diagrams are grouped according to the
number of independent hole lines. This expansion is derived
using the in-medium two-body scattering Brueckner G-matrix
which represents the effective nucleon-nucleon interaction in
the presence of the surrounding medium. In the case of asym-
metric nuclear matter with neutron density ρn, proton density
ρp, total nucleon density ρ = ρn + ρp, and isospin asymmetry
β = (ρn − ρp)/ρ, one has different G-matrices describing the
nn, pp, and np in-medium effective interactions. They are ob-
tained by solving the well known Bethe-Goldstone equation,
written schematically as

Gττ ′ (ω) = Vττ ′ +
∑
k,k′

Vττ ′
|k, k′〉 Qττ ′ 〈k, k′|

ω − ετ (k) − ετ ′ (k′) + iε
Gττ ′ (ω) ,

(7)

where τ, τ ′ = n, p are isospin indices, Vττ ′ denotes the bare
NN interaction in a given channel, and |k, k′〉 Qττ ′ 〈k, k′| is
the Pauli operator which projects out the intermediate nucleon
states of the Fermi sphere. In this way the Pauli exclusion
principle is automatically satisfied. ω is the so-called starting
energy which corresponds to the sum of nonrelativistic ener-
gies of the interacting nucleons. The single-particle energy ετ

of a nucleon with momentum k and mass mτ is given by

ετ (k) = h̄2k2

2mτ

+ Uτ (k), (8)

where the single-particle potential Uτ (k) represents the mean
field felt by a nucleon due to its interaction with the other
nucleons. In the BHF approximation, Uτ (k) is calculated
through the real part of the so-called on-shell G-matrix, and
is given by

Uτ (k) =
∑

τ ′=n,p

∑
k′�kF

τ ′

Re〈kk′|Gττ ′ (ω = ω∗)|kk′〉A, (9)

where ω∗ = ετ (k) + ετ ′ (k′) and the sum runs over all neutron
and proton occupied states and the matrix elements are anti-
symmetrized. I make use of the so-called continuous choice
[49–52] for the single-particle potential Uτ (k) when solving
the Bethe-Goldstone equation. As shown in Refs. [53,54],
the contribution of the three-hole-line diagrams to the energy
per particle, E/A, is minimized in this prescription and thus
a faster convergence of the hole-line expansion for E/A is
achieved [53–55] with respect to the so-called standard choice
for Uτ (k).

In numerical calculations a self-consistent solution of
Eqs. (7)–(9) is required; once this is reached, the energy per
particle is given by

E

A
(ρ, β ) = 1

A

∑
τ=n,p

∑
k�kFτ

(
h̄2k2

2mτ

+ 1

2
Uτ (k)

)
. (10)

I note that in the present paper I do not make use of the so-
called parabolic approximation in the single particle potentials
Uτ (k). Such an approximation introduces indeed additional
uncertainties in the choice of the two momenta needed to
evaluate the single particle spectrum. I therefore calculated
Uτ (k) using a grid with 32 points in a fully self-consistent
way.

Inclusion of three-nucleon forces in the BHF approach

The reproduction of the empirical saturation point of
symmetric nuclear matter, ρ0 = 0.16 ± 0.01 fm−3, E/A|ρ0 =
−16.0 ± 1.0 MeV, is not possible when using a two-body
nuclear interaction only. The saturation points obtained using
different NN potentials lie indeed within the so-called Coester
band [56,57], with either a too large saturation density or
a too small binding energy (B = −E/A) compared to the
empirical values. Several works have shown that SNM results
are over-bound with a too large saturation density when using
modern high precision NN potentials, fitting NN scattering
data up to energies of 350 MeV, with a χ2 per datum close
to 1 [58]. As for few-nucleon systems [6–8], also for the case
of nuclear matter NNN forces are considered an important
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missing physical mechanism. The inclusion of NNN force is
thus required in order to reproduce a realistic saturation point
of SNM [59–64].

Within the BHF approach NNN forces cannot be used
directly in their original form. This would require to solve
three-body Faddeev equations in the medium (Bethe-Faddeev
equations) [65,66] and currently this is a very hard task. To
circumvent this problem an effective density dependent two-
body force is built starting from the original three-body one
by properly averaging over one of the three nucleons [67–69].

In the present work, I consider three different approxima-
tions in the in-medium effective NN force (hereafter Veff ).
The first approximation was discussed in Ref. [69], where Veff

was derived by closing one of the three fermion lines in the
Feynman diagrams concerning the original NNN force and
evaluating the resulting two-body diagram which takes into
account the in-medium modification of the nucleon propaga-
tor due to the bubble insertion. The same expression was also
derived in Ref. [34] by averaging the original NNN force over
the generalized coordinates of the third nucleon:

Veff = Tr(σ3,τ3 )

∫
d p3

(2π )3
np3

VNNN (1 − P13 − P23), (11)

where Pi j = 1+σ i·σ j

2
1+τ i·τ j

2 Ppi↔p j
are spin-isospin-momentum

exchange operators.
I note that the Veff as derived in Refs. [69] and [34] was

obtained using the P = 0 approximation for total momentum
of the two-nucleon pair after the average over the third par-
ticle. In addition the off-shell contribution to Veff (p, p′) was
extrapolated from Veff (p, p) by p2 → p2+p′2

2 . The treatment
of total momentum P was improved in Ref. [70] using a
P-averaged total momentum.

In the present paper Veff was computed using expression
(11) keeping the P = 0 approximation. This approximation
strongly simplifies the number of terms in Eq. (11). However,
I want to note that especially for the case of SNM this
approximation may be a strong one as discussed in Ref. [70].
In PNM instead the P = 0 approximation has been found to
be reasonable at least for densities around normal saturation
density [70]. The extension to a P-averaged total momentum
is under development. One of the aims of the present work
is to compare results of the calculation of the energy per
particle of PNM and SNM using the approximation p2 →
p2+p′2

2 , denoted in the following with the label “av,” with
the evaluation of Veff (p, p′) without this approximation and
considering both local and nonlocal regulators.

I note that, contrary to the case of local regulators [expres-
sion (6)], when using nonlocal regulators [expression (5)], the
regulator function can be taken out of the integral of Eq. (11).
In the case of local regulators the evaluation of Eq. (11) is
much more involved.

IV. RESULTS AND DISCUSSION

This section presents the results of the calculations of
the EOS, i.e., the energy per particle, E/A, as a function of
the nuclear density ρ, for PNM and SNM using the models
and the many-body approach described in the previous sec-
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FIG. 1. Energy per particle of (a) pure neutron and (b) symmetric
nuclear matter as a function of the nucleonic density for the models
described in the text. Solid, dotted, and dashed lines refer to different
approximations in the treatment of the NNN force (see text for
details). The empirical saturation point of symmetric nuclear matter
ρ0 = (0.16 ± 0.01) fm−3, E/A|ρ0 = (−16.0 ± 1.0) MeV, is denoted
by the grey box in (b).

tions. Making the usual angular average of the Pauli operator
and of the energy denominator [50,52], the Bethe-Goldstone
equation (7) can be expanded in partial waves. In all the
calculations performed in this work, I considered partial
wave contributions up to a total two-body angular momentum
Jmax = 8.

Figure 1 shows E/A as a function of the nuclear density
ρ, for PNM [Fig. 1(a)] and SNM [Fig. 1(b)], for the interac-
tions with � = 450 and 500 MeV and considering different
approximations in the treatment of the NNN force. In all the
calculations shown I used two- and three-nucleon forces. I
first focus on the calculations performed using a NLR. The
calculations obtained by extrapolating the off-shell matrix
elements in Veff (p, p′) by replacing p2 → p2+p′2

2 in Veff (p, p)
are denoted with the label “av.” I note that in PNM this is a
good approximation in the whole density range considered (up
to ∼2ρ0) both for � = 450 MeV and � = 500 MeV. In SNM
for � = 450 MeV the approximation is still a reasonable one
since the difference between the black line which is E/A
calculated in the av approximation and the dotted red line
which is E/A without this approximation is ∼0.1 MeV in the
whole density range considered. For � = 500 MeV I found
instead that the av approximation introduces an additional
binding of 0.5 MeV around saturation density. I note that
the differences observed between PNM and SNM concerning
the use or not of the av approximation are mainly due to the
fact that the overall NNN contribution in PNM is typically
weaker than in SNM. I now discuss the difference between
the use of a LR and a nonlocal one. I remember that in both
the cases the LECs are kept to the same values. In PNM
E/A calculated using local regulators is always stiffer than the
corresponding one obtained adopting nonlocal regulators. For
� = 450 MeV the difference is ∼0.6 MeV and ∼3.0 MeV for
ρ = ρ0 and ρ = 2ρ0, respectively. In SNM the use of a local
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FIG. 2. Order-by-order convergence: LO, next-to-leading order
(NLO), N2LO, and N3LO of energy per particle of (a) PNM and
(b) SNM as a function of the nuclear density (ρ) for the models
described in the text. For the NNN force a local regulator has been
used with cutoff values of 450 MeV (black lines) and 500 MeV (red
lines). The empirical saturation point of SNM, ρ0 = (0.16 ± 0.01)
fm−3, E/A|ρ0 = (−16.0 ± 1.0) MeV is denoted by the grey box
in (b).

regulator produces a softer E/A compared to the case in which
a nonlocal regulator is employed. The energy difference is
∼1.1 MeV around saturation density. At larger density for the
smallest cutoff the difference tends to decrease while for the
largest cutoff it remains more or less constant. I checked that
this behavior is mainly due to some contributions proportional
to the LECs cE and cD which are nonvanishing using local
regulators while they are zero in the case of nonlocal ones.
Such terms are also isospin dependent and, thus, in some
channels provide attraction while in others, repulsion. In
addition I note that there is an opposite sign in the values of
cE and cD in Table I for the two different cutoffs considered.

Figure 2 shows the convergence pattern of PNM and SNM
from LO to N3LO. Although in the present calculation the
contribution of the NNN force at N3LO is not taken into
account, some interesting features can be observed. In PNM
independently of the cutoff choice the calculations performed
at different orders show a good convergence up to saturation
density. In SNM such a pattern is similar: for � = 450 MeV a
reasonable convergence is observed up to saturation density
and then the curves show a spread; for � = 500 MeV the
convergence seems to proceed more slowly and the energy
difference at saturation density between the N2LO and the
N3LO calculations is larger than 2 MeV.

To estimate the contribution of the missing diagrams of the
NNN force at N3LO, Fig. 3 shows the energy per particle
of PNM and SNM including a particular class of diagrams,
namely, the 2π -exchange ones calculated up to N3LO. As
discussed in Refs. [44,71] the diagrams corresponding to these
processes give rise to the same analytical structure up to
N4LO. Thus these contributions can be accounted for by a
redefinition of low-energy constants as reported in the last
two rows in Table I. The inclusion of 2π exchange produces a
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FIG. 3. Energy per particle versus nucleonic density using NN
interactions at N3LO plus NNN interactions at N2LO (dashed lines).
The same quantity is plotted with the inclusion of 2π -exchange
processes in the NNN force at N3LO (continuous lines). Results
are shown for two cutoff values � = 450 MeV (black lines) and
� = 500 MeV (red lines). A local regulator function is adopted in
all the calculations. See text for details.

softening of E/A as can be clearly seen in Fig. 3 in the cases
of both PNM [Fig. 3(a)] and SNM [Fig. 3(b)]. In the case of
PNM for � = 450 MeV the additional attraction is ∼0.8 MeV
at ρ0 while at 2ρ0 it is ∼3 MeV; for � = 500 MeV at ρ0 the
attraction is ∼1 MeV while at 2ρ0 it is ∼4 MeV. In SNM
the correction produced by the inclusion of 2π -exchange
processes is of the same order of magnitude comparing with
the case of PNM at saturation density. At the largest density
considered in the present calculation (0.25 fm−3) for the
smaller (larger) cutoff I have found an attraction of ∼2.5
(∼2.0) MeV. Clearly the inclusion of the full NNN force at
N3LO such as that done, for instance, in Refs. [31,37] using
the many-body perturbation theory is a step that should be
addressed in the future. I think, however, that the previous
analysis provides at least a reasonable estimate of the typical
size of the missing contributions at N3LO due to the trunca-
tion of the ChPT expansion in the calculations reported in this
work.

The saturation points determined by present calculations
have a good saturation density in the range 0.14–0.16 fm−3

and values of E/A at saturation in the range −12.5 to
−15.2 MeV. As shown in Fig. 3, it seems that some of the
missing binding energy in E/A for model N3LO 450 LR
can be recovered by including the 2π -exchange processes at
N3LO. However, as I have commented before, this is just a
partial consideration and the full inclusion of the N3LO force
is necessary to get a better understanding.

The energy per nucleon of asymmetric nuclear matter can
be accurately reproduced [72] using the so-called parabolic
(in the asymmetry parameter β) approximation:

E

A
(ρ, β ) = E

A
(ρ, 0) + Esym(ρ)β2, (12)
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FIG. 4. Symmetry energy (Esym) versus nuclear density (ρ) for
the models described in the text. The two bands represent constraints
on the symmetry energy obtained by Danielewicz and Lee [76] using
the excitation energies of isobaric analog states (IASs) in nuclei
(black dashed band labeled IAS) and with the additional constraints
from neutron skin thickness �rnp of heavy nuclei [77,78] (red dashed
band labeled IAS + �rnp). The black triangles are the result reported
in Ref. [79] based on the perturbative many-body approach (see text
for details).

where Esym(ρ) is the nuclear symmetry energy [73,74]. The
nuclear symmetry energy, and in particular its density de-
pendence, is a crucial ingredient to determine the proton
fraction in β-stable nuclear matter [60] and it plays also a
very important role to determine the radius and the thermal
evolution of neutron stars [75]. Using Eq. (12), the symmetry
energy can be calculated as the difference between the energy
per particle of PNM (β = 1) and that of SNM (β = 0).

The symmetry energy, calculated within this prescription,
is plotted as function of the nuclear density ρ in Fig. 4. The
two bands in Fig. 4 represent the constraints on the symme-
try energy obtained by Danielewicz and Lee [76] using the
excitation energies of isobaric analog states (IASs) in nuclei
(black dashed band labeled IAS) and with the additional con-
straints from the neutron skin thickness �rnp of heavy nuclei
[77,78] (red dashed band labeled IAS + �rnp). It should be
noted that the IAS constraints have been determined up to
saturation density ρ0 while at larger density they have been
extrapolated [76]. In the figure is reported for comparison
also the results (black triangles) of a calculation performed
in Ref. [79] using low-momentum interactions at N3LO for
the NN interaction and at N2LO for the three-nucleon one.
I note that the inclusion or not of 2π -exchange processes
at N3LO does not change appreciably the calculation of the
symmetry energy. The calculations with � = 450 MeV show
a better agreement with both the experimental constraints and
the prediction of Ref. [79] than those with � = 500 MeV.
The considered models predict values of Esym in the range
30.6–28.5 MeV which are consistent with present constraints
on this quantity.

To further compare present results with the value of the
symmetry energy extracted from various nuclear experimental

data [73,80], I discuss the values of the so-called slope param-
eter L defined as

L = 3ρ0
∂Esym(ρ)

∂ρ

∣∣∣∣
ρ0

(13)

predicted by the models considered in this work at the calcu-
lated saturation density ρ0. The calculated values for Esym(ρ0)
and L are compatible with the values obtained by other
BHF calculations with two- and three-body interactions (see,
e.g., Refs. [58,81–83]) and with the values extracted from
various experimental data, Esym(ρ0) = 29.0–32.7 MeV, and
L = 40.5–61.9 MeV, as summarized in Ref. [80].

I end this section by commenting on the uncertainties in
the many-body method used in this work, namely, the BHF
one. As discussed in previous sections, the energy per particle
in the BHF approach is calculated in a perturbative way by
summing Goldstone diagrams in the hole-line expansion up to
a given order. From the point of view of this expansion, it was
recently shown in Ref. [84] using interactions derived in ChPT
that a satisfactory convergence of the hole-line expansion is
already achieved at second order, which is the same order con-
sidered in the present work. However, the analysis of Ref. [84]
was carried out just considering two-body interactions. The
analysis of hole-line convergence including the NNN force is
still missing. However, it is plausible to expect that similar
results may be obtained including the NNN force at least
considering the normal ordering approximation.

A last comment concerns the inclusion of the NNN force
in this approach. In addition to the approximation adopted in
the average of the NNN force, a more correct treatment of the
effective NNN force in the BHF approach would require the
inclusion of the so-called rearrangement contribution [85,86]
in the single particle potential Uτ (k). This task will be the
focus of a future work.

V. SUMMARY

I have studied some approximations in the treatment of the
NNN force in nuclear matter. In particular for given LECs,
fixed in light nuclei calculations to reproduce the 3H binding
energy as well as the Gamow-Teller matrix element in 3H β-
decay, I compared PNM and SNM calculations in which the
same local regulator employed in the few-body calculations
was used, with nonconsistent calculations in which a nonlocal
cutoff is instead adopted. The last case is particularly advan-
tageous from a practical point of view because the average of
the original NNN force to an effective density dependent NN
one is much easier. However, I showed that this approximation
leads to uncertainties larger than 1 MeV in SNM at saturation
density while in pure neutron matter the use of a local or
nonlocal regulator does not affect too much the calculation of
the energy per particle. To estimate the theoretical uncertainty
of the reported calculations due to the truncation of the NNN
force at order N2LO, I performed some additional calculations
including the contributions from 2π -exchange processes at
N3LO in the NNN force. This inclusion is straightforward be-
cause it consists just in a redefinition of LECs due to the same
analytical structure produced by 2π -exchange processes up to
N4LO. I note, however, that this is just a very crude estimate
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of the typical size of the terms present in the NNN force at
N3LO and that the inclusion of the full NNN force at N3LO
may change the numerical results. I found that this inclusion
leads to a softer EOS in both SNM and PNM. The energy shift
produced is about 0.5 MeV at saturation density and becomes
more attractive at larger densities. I finally calculated the
density behavior of the symmetry energy and compared with
some experimental constraints coming from the analysis of
the excitation energies in isobaric analog states combined with
other constraints on neutron skin thickness in heavy nuclei.
Some of the presented calculations are in good agreement
with these constraints as well as with the theoretical prediction
of Ref. [79] based on evolved interactions in many-body
perturbation theory. I want to emphasize that the results shown
in the present paper and all considerations about the accuracy
and reliability in the treatment of NNN forces depend both on
the many-body method adopted as well as on the regulation

scheme employed for the NNN force (form of the regulator
and cutoff value). In addition I note that a change of the NN
interaction can alter the size of individual contributions of the
two- and three-body forces. The next and more challenging
step will be the inclusion of the full NNN force at N3LO
and then the evaluation of three-hole-lines contribution of the
BBG expansion with a consistent NNN force.
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