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#### Abstract

Fission of atomic nuclei often produces mass asymmetric fragments. However, the origin of this asymmetry was believed to be different in actinides and in the sub-lead region [Andreyev et al., Phys. Rev. Lett. 105, 252502 (2010)]. It has recently been argued that quantum shell effects stabilizing pear shapes of the fission fragments could explain the observed asymmetries in fission of actinides [Scamps and Simenel, Nature 564, 382 (2018)]. This interpretation is tested in the sub-lead region using microscopic mean-field calculations of fission based on the Hartree-Fock approach with BCS pairing correlations. The evolution of the number of protons and neutrons in asymmetric fragments of mercury isotope fissions is interpreted in terms of deformed shell gaps in the fragments. A new method is proposed to investigate the dominant shell effects in the prefragments at scission. We conclude that the mechanisms responsible for asymmetric fissions in the sub-lead region are the same as in the actinide region, which is a strong indication of their universality.
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Nuclear fission was discovered in 1938 by bombarding ${ }^{235} \mathrm{U}$ with slow neutrons, producing a heavy fragment in the barium region and a light one near krypton [1,2]. Most of the questions opened by this fundamental discovery are still being debated 80 years later [3,4]. In particular, the origin of the observed mass asymmetry between the fragments is interesting as it offers a unique signature of quantum effects in large-amplitude collective motion.

The spherical shell model developed by Mayer in 1950 [5] explains the extra stability of nuclei with so-called magic numbers of protons and neutrons associated with fully occupied quantum shells (analogous to noble gas in atomic physics). Closed shells have then been naturally invoked as possible drivers to asymmetric fission [6-10], energetically favoring the formation of fragments with (doubly) magic clusters such as ${ }_{50}^{132} \mathrm{Sn}_{82}$. Neutron deformed shell effects in fission fragments with $N \approx 88$ neutrons [11] as well as in the fissioning nucleus [12] have also been invoked. However, experiments show that the main driver to asymmetric fission in the actinide region is the number of protons of the heavy fragment, which remains particularly stable around $Z \approx 54$ [13-15].

We recently proposed a possible explanation for this stability [16] based on octupole (pear shape) deformed shell effects

[^0]in the ${ }^{144} \mathrm{Ba}$ region $[17,18]$. The latter are induced by energy gaps at $Z=52$ and 56 for a combination of quadrupole (cigar shape) and octupole deformations [19]. Just before scission, the prefragments are connected by a neck which enforces their octupole deformation due to a combination of short-range nuclear attraction and long-range Coulomb repulsion. The production of nuclei like ${ }^{144} \mathrm{Ba}$ which can exhibit octupole shapes for no or little cost in energy is then naturally favored (unlike ${ }^{132} \mathrm{Sn}$ which is hard to deform). This mechanism offers an explanation for mass asymmetric fission in actinides. However, the question of its universality remains open, i.e., can it explain asymmetric fission in other regions of the nuclear chart?

A new region of asymmetric fission has been discovered more recently in the sub-lead region [20] and actively studied experimentally by several groups [21-26]. In particular, ${ }^{180} \mathrm{Hg}$ was found to fission asymmetrically, with heavy and light fragment mass distributions centered around $A \approx 100$ and 80 nucleons, respectively, while its fission was expected to be symmetric due to closed spherical shells in ${ }_{40}^{90} \mathrm{Zr}_{50}$ [20]. It was then referred to as a "new type of asymmetric fission," because the observed asymmetry could clearly not be explained by spherical shell effects. Theoretically, this could reflect the presence of an asymmetric saddle point with a ridge between symmetric and asymmetric fission valleys [20,2729]. Different explanations were proposed, involving shell effects in prescission configurations associated with dinuclear structures [30], or with quadrupole deformed neutron shells in the fragments [31-35] as well as in the fissioning nucleus [36].

In this Rapid Communication, we show that the mechanism based on octupole deformed shell effects in the fragments, which we invoked to interpret asymmetric fission in actinides [16], also plays an important role in the sub-lead region. We first focus our theoretical analysis on ${ }^{180} \mathrm{Hg}$. We then investigate the evolution of asymmetric fission across the mercury isotopic chain. We finally present a comparison of predicted asymmetric modes with existing experimental data in the sub-lead region.

Our theoretical analysis is based on the Hartree-Fock (HF) self-consistent mean-field theory (or energy density functional approach) with BCS pairing correlations. This microscopic approach has been successfully used by several groups with various levels of sophistication to investigate both static [37-45] and dynamical [16,46-53] characteristics of fissioning nuclei (see also Ref. [54] for a recent review).

Here we choose a static approach. Indeed, for the sub-lead nuclei studied here, we do not expect dynamical effects to play a major role as their fission valleys do not exhibit long descent of the potential from saddle point to scission (see Fig. 1 and Supplemental Material [55], Fig. 2). This is at variance with the actinide region in which dynamical effects occurring during the descent of the potential from saddle to scission may impact the outcome of the fission process (e.g., the total kinetic energy of the fragments [46]). Nevertheless, predictions of time-dependent and static approaches are in relatively good agreement in terms of the fragment mass and charge asymmetry. Furthermore, for the systems we have studied in the sub-lead region, we found that the saddle and scission points are much closer than in actinides. Thus, the dynamical effects are not expected to induce strong deviations from results obtained in a quasistatic picture. We therefore conclude that the mechanisms responsible for mass-asymmetric fission in the sub-lead region can be studied with a time-independent microscopic approach.

The constrained Hartree-Fock method with the BCS approximation for the pairing correlations is used. The nuclear interaction is described by the SLy4d parametrization of the Skyrme energy density functional (EDF) [56], with a surface-type pairing functional with interaction strength $V_{0}^{n n}=1256 \mathrm{MeV} \mathrm{fm}^{3}$ and $V^{p p}=1462 \mathrm{MeV} \mathrm{fm}^{3}$ [57]. The calculations are done with a modified version of the EV8 solver [58] where only one plane of symmetry is used. A spatial grid of dimension $L_{x} \times L_{y} \times 2 L_{z}=40 \times 19.2 \times 19.2 \mathrm{fm}^{3}$ with a mesh spacing of 0.8 fm is used.

To study a large number of systems with a unique method, the following procedure has been applied. First, a constrained calculation is done with a quadrupole constraint $Q_{20}=47.3 \mathrm{~b}$ and several octupole constraints from $Q_{30}=0$ to $22 \mathrm{~b}^{3 / 2}$. The octupole constraint is then released letting the system explore the bottom of the fission valley(s). Then the valley potential energy curves are determined by making small evolutions of the quadrupole constraint from $Q_{20}=47.3$ to 0 b and from $Q_{20}=47.3$ to 110 b .

It is also important to note that our fission valleys are obtained at zero temperature. Modification of the potential energy surface at finite temperature can indeed have an effect


FIG. 1. Potential energy as a function of quadrupole moment along the symmetric fission path (dashed line) and asymmetric fission valley (solid line) of ${ }^{180} \mathrm{Hg}$. Isodensity surface at half saturation density $\rho_{0} / 2=0.08 \mathrm{fm}^{-3}$ and neutron localization function (projection) are shown for ${ }^{180} \mathrm{Hg}$ with quadrupole moment $Q_{20}=90$ b , just before scission in the asymmetric fission valley, as indicated by the red arrow.
on the asymmetry of the fragment mass distribution [59-61]. However, self-consistent calculations indicate that fission modes are expected to be weakly influenced by excitation energy in the mercury region [44].

This approach allows us to study the shape of a system undergoing fission, and in particular to investigate the role of shell effects in the fragments. We also use it to predict the average number of protons and neutrons in the fragments for a given fission mode. A direct comparison can then be made with the centroids of experimental fission fragment mass distributions for asymmetric modes. Widths and shapes of these distributions, as well as a quantitative study of the competition between symmetric and asymmetric modes, are beyond the scope of this work and would require a more advanced treatment of fluctuations via, e.g., the time-dependent generator coordinate method [59-64], stochastic dynamics on top of a potential energy surface $[28,65,66]$, or stochastic mean-field calculations [67].

Figure 1 shows the evolution of the potential energy as a function of quadrupole moment for a symmetric path and in the asymmetric valley. The fact that the asymmetric valley remains significantly lower in energy than the symmetric path is a clear indication that asymmetric fission is energetically favored in this system. The predicted outcome of the ${ }^{180} \mathrm{Hg}$ asymmetric fission is a light fragment centered around ${ }_{36}^{80} \mathrm{Kr}_{44}$ and a heavy one around ${ }_{44}^{100} \mathrm{Ru}_{56}$, in excellent agreement with the masses observed experimentally [20].

The isodensity surface plotted in Fig. 1 shows that both fragments have significant quadrupole and octupole deformations. The neutron localization function $[68,69]$ (see Supplemental Material [55]) which is shown as a projection in Fig. 1 also exhibits strong quadrupole and octupole shapes within the prefragments. At scission, the associated quadrupole


FIG. 2. Neutron (top) and proton (bottom) single-particle energies as a function of the quadrupole (lower scale) and octupole (upper scale) deformation parameters in ${ }^{100} \mathrm{Ru}$ (heavy fragment in ${ }^{180} \mathrm{Hg}$ fission). The left panel is obtained with an octupole constraint $\beta_{3}=0$. The right panel is obtained by constraining $\beta_{3}$ and without constraint on $\beta_{2}$.
deformation parameters are $\beta_{2}^{L} \simeq 0.75$ and $\beta_{2}^{H} \simeq 0.25$ for ${ }^{80} \mathrm{Kr}$ and ${ }^{100} \mathrm{Ru}$ fragments, respectively, indicating a compact heavy fragment and an elongated light one. The octupole deformation parameters are $\beta_{3}^{L} \simeq \beta_{3}^{H} \simeq 0.25$ for both fragments. These octupole deformations are not surprising, as pear shapes are induced by the neck in which strong nuclear attraction between the prefragments is still present. Therefore, the formation of fragments with small octupole deformation energy (and even stable octupole shapes) is expected to be energetically favored. Conversely, the formation of nuclei which are hard to deform should be hindered.
$\mathrm{HF}+\mathrm{BCS}$ calculations have been performed with quadrupole and octupole deformation constraints to investigate deformed shell effects in the fragments. Figure 2 shows the evolution of single-particle energies $\epsilon_{n}$ and $\epsilon_{p}$ in ${ }^{100} \mathrm{Ru}$. The left panel is obtained by varying $\beta_{2}$ and with $\beta_{3}=0$. The right panel is obtained by varying $\beta_{3}$ without quadrupole constraint. In this case, energy minimization with increasing $\beta_{3}$ leads to increasing $\beta_{2}$ as well (Fig. 2, right). Spherical gaps (magic numbers) at $\beta_{2,3}=0$ disappear with quadrupole deformation, while new deformed gaps appear. In particular, large gaps at proton and neutron numbers 52 and 56 (compact fragment) are observed at the quadrupole
and octupole deformations of the fragments at scission (green solid lines).

These shell gaps are present for a broad range of octupole deformations thanks to octupole correlations. The origin of octupole correlations in nuclei has been widely discussed in the literature [70-72]. In fact, these octupole correlations for $Z=52$ and 56 protons [19] are expected to favor the formation of the heavy fragment (and thus drive asymmetry) in fission of actinides [16]. Comparing these numbers with those of neutrons in the fission fragments of ${ }^{180} \mathrm{Hg}$, we see that the large gap $N=56$ (Fig. 2) is indeed expected to favor the formation of ${ }_{44}^{100} \mathrm{Ru}_{56}$, and can therefore explain the asymmetry observed in ${ }^{180} \mathrm{Hg}$ fission.

Deformed shell effects could also be present in the light fragment. We see in Fig. 1 that the ${ }^{80} \mathrm{Kr}$ prefragment is strongly elongated ( $\beta_{2}^{L} \simeq 0.75$ ), in addition to its octupole deformation. Shell gaps are often observed in single-particle spectra at large $\beta_{2}$, e.g., for $32-36$ or $42-46$ protons or neutrons (see, e.g., [73] and Supplemental Material [55]). However, to affect fission, these gaps must also be stable against a range of octupole deformations. The method used above to identify shell gaps using an isolated deformed fragment can be difficult to apply for large deformations since a combination of octupole and large quadrupole constraints reproduce the shape of the prefragment only approximatively.

We now introduce a complementary method to investigate shell effects in the prefragments. Instead of constraining the shape of an isolated fragment, the single-particle energies are studied in the entire fissioning nucleus to search for the appearance of energy gaps near scission. The main difficulty here is to assign the level to one fragment or to the other.


FIG. 3. Top: Comparison between the isodensity surface of the ${ }^{178} \mathrm{Pt}$ at deformation $Q 2=80 \mathrm{~b}$ and the ${ }^{156} \mathrm{Er}$ at deformation $Q 2=$ 82 b. Bottom: Proton single-particle energies as a function of the quadrupole (lower left scale) deformation parameters in the ${ }^{156} \mathrm{Er}$ fissioning system ( $Z=2 \times 34$ ). The black vertical line marks the position of the scission configuration.


FIG. 4. Nuclear chart with spherical magic numbers (black solid lines) and main deformed shell gaps affecting fission of sub-lead nuclei (colored solid lines). Asymmetric fission properties of mercury isotopes (full triangles) and ${ }^{178} \mathrm{Pt}$ (full circle) have been studied with constrained HF + BCS calculations. Expected centroids of light and heavy fragments are shown with associated open symbols. Insets show a comparison of theoretical predictions (arrows) with experimental data (histograms) from Refs. [20,22,74,75]. Isodensities surface at half the saturation density $\rho_{0} / 2=0.08 \mathrm{fm}^{-3}$ at scission associated with each inset are shown for each asymmetric fission mode with the heavy fragment on the right.

However, this is not a problem if the fission is symmetric since in this case the shell gap is present in both fragments; e.g., if there is a gap for $Z$ protons in the prefragment, we expect to see a gap for $2 Z$ protons in the total system [46]. Assuming that the shape of the prefragment does not depend strongly on the fissioning system, we can substitute an asymmetric fission $A \rightarrow B+C$ to a symmetric one $D \rightarrow B+B$. This method has the advantage of disentangling the shell structure of the two fragments B and C.

Figure 3 illustrates the method for the proton levels in the symmetric fission ${ }_{68}^{156} \mathrm{Er} \rightarrow{ }_{34}^{78} \mathrm{Se}+{ }_{34}^{78} \mathrm{Se}$. The presence of a shell gap at $2 \times 34$ indicates a possible enhancement of the formation of this fragment, including in non-asymmetric fissions. Although the light fragment in ${ }^{180} \mathrm{Hg}$ asymmetric fission has $Z=36$, it is possible that it gains some stability thanks to the $Z=34$ deformed gap. Note that the shape of the light prefragment in ${ }^{180} \mathrm{Hg}$ or ${ }^{178} \mathrm{Pt}$ asymmetric fission and in ${ }^{156}$ Er symmetric fission are very similar, as shown by the isodensity surfaces in the top of Fig. 3. Thus, they are expected to have a similar shell structure.

Asymmetric fissions of mercury isotopes with an even number of nucleons ranging from $A=176$ to $A=198$ have been studied with these techniques. The predicted average fragments are shown on the nuclear chart in Fig. 4 (open triangles) and given in [55]. Each of the most neutron deficient isotopes ${ }^{176-184} \mathrm{Hg}$ produces a compact heavy fragment with $N_{H} \simeq 56$, while each of the less neutron deficient isotopes
${ }^{190-198} \mathrm{Hg}$ has a light compact fragment with $N_{L} \simeq 51-55$ in which octupole shapes are favored by the deformed gaps at $N=52$ and 56. Note that these deformed shell effects are also expected to affect symmetric fission in ${ }^{184-192} \mathrm{Hg}$ with production of fragments having 52 to 56 neutrons (see, e.g., isodensity of ${ }^{188} \mathrm{Hg}$ symmetric fission near scission in Supplemental Material [55], Fig. 1). In addition to mercury isotopes, asymmetric fission of $A \simeq 178$ isobars has also been studied and found to form compact heavy fragments with $N \simeq$ 54-58 neutrons, thus confirming the persistence of $N=56$ octupole deformed shell effects away from mercury isotopes (see [55]).

Elongated shell gaps are also observed that could influence the fission of mercury isotopes. The shell gap $Z=34$ (see Fig. 3) is expected to play a role in the formation of the light fragments in ${ }^{176-194} \mathrm{Hg}$ asymmetric fission. Interestingly, we found a second asymmetric valley in ${ }^{190,192,194} \mathrm{Hg}$ with $Z_{L} \simeq$ 34 elongated fragments. All heavy fragments in ${ }^{188-198} \mathrm{Hg}$ asymmetric fissions are elongated with $Z_{H} \simeq 42-46$ protons. This indicates a possible influence of quadrupole shell gap at $\beta_{2}>0.5$ with $42-46$ protons [73,76] (see Supplemental Material [55], Fig. 3).

In Fig. 5, we show the energy that is required to deform a nucleus from the spherical shape to the typical deformation of the fragments at scission in the case of the compact ( $\beta_{2,3}=0.25$ ) and elongated ( $\beta_{2}=0.8$ and $\beta_{3}=0.25$ ) shapes. The positions of the fragments on the nuclear chart


FIG. 5. Deformation energy in even-even nuclei (background color) for a constrained deformation corresponding to the elongated (top) and to the compact (bottom) shapes with $\left\{\beta_{2}=0.8, \beta_{3}=0.25\right\}$ and $\left\{\beta_{2}=0.25, \beta_{3}=0.25\right\}$, respectively. The expected values of the neutron and proton numbers of the fission fragments in the asymmetric mode of systems from Supplemental Material [55], Table I (black triangles) and Supplemental Material [55], Table II (red dots) are shown if the fission fragments have approximatively the deformations used to generate the background figure.
are found in the area for which the deformation energy is small.

Finally, our theoretical predictions are compared with available experimental mass distributions in ${ }^{180,190,198} \mathrm{Hg}$ and
${ }^{178} \mathrm{Pt}$, shown in insets in Fig. 4. All these nuclei exhibit various level of asymmetry in their experimental fission fragment mass distributions. Although more data are required to achieve definitive conclusions, it is encouraging to see that the predicted asymmetric modes are all compatible with the experimental distributions.

Asymmetric fission has been studied theoretically in the sub-lead region. Its origin is interpreted as an effect of octupole correlations induced by deformed shell gaps at $N=$ 52-56 neutrons in the fission fragments (or prefragments), although shell gaps associated with large quadrupole deformations at 34 and 42-46 protons seem to also contribute. Similar effects being present in actinide fission, we therefore conclude that the mechanisms driving mass-asymmetric fission are the same in both regions. It would be interesting to investigate the impact of octupole correlations in fission of superheavy elements (SHEs), in which shell effects in ${ }^{208} \mathrm{~Pb}$ could induce superasymmetric fission [77-81]. Similar effects have also been predicted [82-86] and observed $[82,87]$ in quasifission. Despite being doubly magic, ${ }^{208} \mathrm{~Pb}$ has a low-lying collective octupole vibrational state and could thus be formed as a fission fragment with a pear shape (as shown in [55]).
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