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Background: The '“N(p, y)'>O reaction plays a vital role in various astrophysical scenarios. Its reaction rate
must be accurately known in the present era of high precision astrophysics. The cross section of the reaction is
often measured relative to a low energy resonance, the strength of which must therefore be determined precisely.
Purpose: The activation method, based on the measurement of 50 decay, has not been used in modern
measurements of the "*N(p, )'>O reaction. The aim of the present work is to provide strength data for two
resonances in the '*N(p, )!°O reaction using the activation method. The obtained values are largely independent
from previous data measured by in-beam y spectroscopy and are free from some of their systematic uncertainties.
Method: Solid state TiN targets were irradiated with a proton beam provided by the Tandetron accelerator of
Atomki using a cyclic activation. The decay of the produced 3O isotopes was measured by detecting the 511 keV
positron annihilation y rays.

Results: The strength of the E, = 278 keV resonance was measured to be wy,73 = (13.4 & 0.8) meV while for
the E, = 1058 keV resonance wy)oss = (442 & 27) meV.

Conclusions: The obtained E, = 278 keV resonance strength is in fair agreement with the values recommended
by two recent works. However, the E, = 1058 keV resonance strength is about 20% higher than the previous
value. The discrepancy may be caused in part by a previously neglected finite target thickness correction. As
only the low energy resonance is used as a normalization point for cross section measurements, the calculated
astrophysical reaction rate of the “N(p, ¥)'>O reaction and therefore the astrophysical consequences are not

changed by the present results.

DOI: 10.1103/PhysRevC.100.015805

I. INTRODUCTION

Catalytic cycles of hydrogen burning represent an alter-
native way to the pp chains for converting four protons into
one « particle in stellar interiors and for providing thus the
energy source of stars. The simplest cycle is the first CNO
or Bethe-Weizsicker cycle [1] where carbon, nitrogen, and
oxygen isotopes are involved. The CNO cycle is the dominant
energy source of main sequence stars more massive than
about 1.3 solar masses but it also plays an important role
in various astrophysical scenarios including quiescent and
explosive burning processes (e.g., Refs. [2,3]).

In the 21st century, astronomical observations as well as
astrophysical models are becoming more and more precise.
The insufficient knowledge of nuclear reaction rates often
represents the largest uncertainty of stellar models. Increasing
the precision of experimental nuclear cross sections is thus
needed in order to provide accurate reaction rates for the
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models. For solar models, for example, a precision well below
5% is required for the '*N(p, )30 reaction discussed in the
present work [4].

The slowest reaction of the CNO cycle is the radiative pro-
ton capture of '*N and therefore the rate of this "“N(p, )0
reaction determines the rate of the cycle and hence its effi-
ciency and its contribution to the stellar energy generation.
Realizing its importance, many experiments have been de-
voted to the measurement of its cross section (the full list of
references can be found in Ref. [5] and the three latest sets of
results are published in Refs. [6-8]).

Depending on the astrophysical site, the relevant tempera-
ture where the CNO cycle is active and important is between
about 15 and 200 MK. This translates into astrophysically
relevant center-of-mass energy ranges (the Gamow window)
of the "“N(p, ¥)'°0 reaction between 20 and 200 keV. Mea-
sured cross sections are available only down to 70 keV.
Consequently, for lower temperature environments (like, for
example, our sun with its 15.7 MK core temperature) theo-
retical cross sections or extrapolation of the available data is
necessary.

At low energies the '*N(p, y)!°O reaction proceeds mostly
through the direct capture mechanism with contribution from
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TABLE I. Available E, = 278 keV resonance strength data in the literature.

Ref. Year Method Resonance strength
(wy278/meV)
Woodbury et al. [9] 1949 activation 10
Duncan and Perry [10] 1951 activation 20
Bashkin et al. [11] 1955 prompt y 13£3
Hebbard et al. [12] 1963 prompt y 14+2
Becker er al. [13] 1982 prompt y 14+1
Runkle et al. [14] 2005 prompt y 135£1.2
Imbriani et al. [15] 2005 prompt y 129£0.9
Bemmerer ef al. [16] 2006 prompt y 12.8 £0.6
Daigle et al. [6] 2016 prompt y 12.6 £0.6
Recommended by Adelberger et al. [5] 2011 13.1 £0.6
Recommended by Daigle et al. [6] 2016 126 £0.3

wide resonances. The total cross section is dominated by
the capture to the E, = 6.79 MeV excited states in '°O but
the capture to the ground state and to the E, = 6.17 MeV
excited state also contributes significantly. At higher energies,
however, where cross section data are available, transitions
to other states as well as narrow and wide resonances play
important roles.

A. The importance of the E, = 278 keV resonance

The extrapolation of the cross section to astrophysical en-
ergies is typically carried out using the R-matrix approach. For
areliable R-matrix extrapolation, high precision experimental
data in a wide energy range are needed for all the relevant
transitions and for the resonances as well as for the direct
capture.

At E = 259keV center-of-mass energy the *N(p, y)'°0
reaction exhibits a strong narrow resonance. Its energy is
too high for any direct astrophysical relevance; however,
it plays an important role in the experiments targeting the
“N(p, )10 cross section measurement. In direct kinematics
this resonance is observed at E, = 278keV proton energy
and often serves as a normalization point for the measured
non-resonant cross section data; i.e., the cross section is
measured relative to the strength of this resonance. Therefore,
the precision of this resonance strength directly influences the
precision of the cross section data at low energies.

The available measured E,, = 278 keV resonance strength
values are summarized in Table I. Based on several mea-
surements, the recommended value of the strength has an
uncertainty of 4.6%, as given by the latest compilation of solar
fusion reactions [5]. In the paper of Daigle et al. [6] published
after the above cited compilation, a new result was presented
and the literature data were also critically re-analyzed. Their
recommended value is in agreement with that of Ref. [5] but
its uncertainty is reduced to 2.4%. This uncertainty seems
surprisingly low considering on one hand the stopping power
uncertainty which is common to almost all the experiments
and on the other hand the difficulty in characterizing the
implanted targets used by Daigle et al. [6].

In the present work the E, = 278 keV resonance strength
is measured using an independent method, the activation

technique [17]. As an additional result, the strength of the
E, = 1058 keV resonance in the "N(p, )10 reaction is also
measured. This resonance plays no role in astrophysics, but it
can also be used as a reference point for the "“N(p, )0
non-resonant cross section measurements and an R-matrix ex-
trapolation of experimental data also requires the knowledge
of the parameters of this resonance. Although this resonance
is stronger than the E, = 278keV one, its strength has been
measured in fewer experiments (see Table II) and the precision
of the strength recommended by Marta et al. is not better than
about 5%.

B. The activation method for the study of
the “N(p, )50 reaction

The proton capture of '*N at the E,=278keV and E, =
1058 keV resonances leads to the formation of '°O in excited
states of E, = 7556keV and E, = 8284 keV, respectively.
These excited states decay to the '>O ground state by the emis-
sion of prompt y radiation through several possible cascades.
The detection of this y radiation has been used in almost all
the experiments to determine the resonance strengths (see the
entries in Tables I and II labeled “prompt ). For a precise
resonance strength measurement the y detection efficiency
(up to 8 MeV y energy), the angular distribution of the various
transitions, as well as the branching ratio of these transitions
(including the weak ones) must be known precisely. All these
factors introduce systematic uncertainties in the resonance
strength determination.

Since the reaction product of the "“N(p, )'°O reaction is
radioactive, the resonance strength can also be measured by
activation. '°0O decays by positron emission to "N with a
half-life of 122.24 £ 0.16s [20]. The decay is not followed
by the emission of y radiation; however, the 511 keV y
ray following the positron annihilation provides a possibil-
ity for the reaction strength measurement with activation.
This method is free from some uncertainties encumbering
the prompt y experiments. The decay occurs isotropically;
thus no angular distribution needs to be measured. The y
detection efficiency must be known only at a single, low
energy point (511 keV) where it is measured more easily
than at several MeV. Since by the activation method the
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TABLE II. Available E, = 1058 keV resonance strength data in the literature.

Ref. Year Method Resonance strength
(@Y1058/meV)
Duncan and Perry [10] 1951 activation 630
Hebbard et al. [12] 1963 prompt y 394
Schroder et al. [18] 1987 prompt y 310 &40
Marta et al. [19] 2010 prompt y 364 £21
Recommended by Marta et al. [19] 2010 353+ 18

number of produced isotopes is measured, this technique
provides directly the total reaction cross section or reso-
nance strength (independent from the decay scheme of the
exited levels) and therefore no uncertainty arises from weak
transitions.

The activation method was used only by some of the very
first studies of the “N(p, y)!°O reaction about 70 years ago
(see Tables I and II) and these measurements did not lead to
precise resonance strengths. In the present work this method
is used again to provide precise resonance strength values
which are largely independent from the ones measured with
prompt y detection. The next section provides details of the
experimental procedure while the data analysis is presented
in Sec. III. The final results, their comparison with available
data, and conclusions are given in Sec. IV.

II. EXPERIMENTAL PROCEDURE

A. Target preparation and characterization

In many of the past experiments solid state titanium nitride
(TiN) targets proved to be an excellent choice to carry out
ion-beam induced reaction studies on nitrogen isotopes (e.g.,
Refs. [7,8,19,21]). TiN can be produced at the required thick-
ness and purity and these targets can withstand intense beam
bombardment. The Ti:N atomic ratios are typically found to
be very close to 1:1 in such targets.

Considering the advantages, solid state TiN targets were
used also in the present work. They were prepared by re-
active sputtering of TiN onto 0.5 mm thick Ta backings at
the Helmholtz-Zentrum Dresden-Rossendorf, Germany. The
nominal thicknesses of the TiN layers were between 100
and 300 nm, but for the purpose of the resonance strength
measurements presented here, only 300 nm thick targets were
used. This corresponds to roughly 1.5 x 10'® N atoms/cm?.

For the resonance strength determination, the total thick-
ness of the targets does not play a role (as long as the thick
target assumption holds; see Sec. III). The stoichiometry, i.e.,
the Ti:N ratio, however, is a crucial parameter as discussed
in Sec. III. The Ti:N ratio and the amount of impurities
were therefore measured with three independent methods:
secondary neutral mass spectrometry (SNMS), Rutherford
backscattering spectrometry (RBS), and proton induced x-ray
emission (PIXE), as described below. For these measure-
ments, TiN layers sputtered onto Si wafers were used. These
samples had been prepared together with the actual targets on
Ta backings in the same sputtering geometry and therefore the
layer compositions are the same.

The SNMS technique was used to measure the target
composition as a function of the depth of the layer. The
measurement was done with the INA-X type (SPECS GmbH,
Berlin) SNMS facility of Atomki [22,23]. Figure 1 shows a
typical SNMS profile of a 300 nm target. Besides the small
amount of oxygen contamination on the surface, no elements
other than nitrogen and titanium were observed. The Ti:N
ratio was found to be uniform along the thickness of the target
within the statistical fluctuation of the data and the average
ratio is 1.015 £ 0.051. The uncertainty includes the statistical
component (less than 1%) and a 5% systematic uncertainty.

RBS was also used to measure the target composition. A
1.6 MeV o beam provided by the 5 MV Van de Graaff acceler-
ator of Atomki was focused onto the targets in an Oxford type
microbeam setup [24]. The scattered « particles were detected
by two ion-implanted Si detectors positioned at 135° and
165° with respect to the incoming beam direction. Figure 2
shows a typical RBS spectrum. Based on the evaluation of
the RBS spectra with the SIMNRA code [25], a Ti:N ratio of
0.976 £ 0.048 was determined. The uncertainty includes the
fit uncertainty and a 3% systematic one characterizing the
general accuracy of the used RBS system which was assessed
based on the measured thickness reproducibility of several
RBS standards.

Using the same microbeam setup as for the RBS mea-
surement, the targets were also studied with PIXE [24]. The
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FIG. 1. Concentration of the various elements in the target as a
function of depth measured with the SNMS technique.
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FIG. 2. A typical measured and simulated RBS spectrum.

targets were bombarded by a 2.0 MeV proton beam and the
induced x rays were detected by a silicon drift x-ray detector.
A typical x-ray spectrum can be seen in Fig. 3. Owing to the
thin window of the detector, characteristic xrays of nitrogen
could be detected with good accuracy and a Ti:N ratio of
0.981 £ 0.064 was obtained. Here the uncertainty includes a
3% systematic component.

Table III summarizes the results of the target stoichiometry
measurements. All three results are in excellent agreement
with the expected 1:1 ratio. Based on the weighted average,
0.991 % 0.031 is adopted as the Ti:N ratio for the resonance
strength calculations.

B. Activations

The proton beams for the excitation of the studied reso-
nances in the “N(p, y)!°O reaction were provided by the
Tandetron accelerator of Atomki. The energy calibration of
the accelerator was carried out recently [26] and that was
used for setting the energies for the resonance studies. As the
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FIG. 3. PIXE spectrum of a TiN target. Major elements included
in the fit are labeled.

TABLE III. Measured Ti:N ratios of the used targets. The
adopted ratio is the weighted average of the results of the three
methods.

Method Ti:N atomic ratio
SNMS 1.015 £0.051
RBS 0.976 £ 0.048
PIXE 0.981 £ 0.064
Adopted 0.991 £0.031

resonances are relatively strong, no high beam intensity was
necessary which was useful to avoid target deterioration. The
typical beam intensity was 5 A on target.

The applied beam energies for the study of the 278 and
1058 keV resonances were E, =300 and E, = 1070 keV,
respectively. These values correspond to the middle of the
yield curve plateau, where the maximum yield can be reached.
See the discussion in Sec. III.

The schematic drawing of the target chamber can be seen
in Fig. 4. The beam enters the chamber through a water cooled
collimator of 5 mm in diameter. Behind the collimator, an
electrode biased at —300 V is placed to suppress secondary
electrons emitted from the target or from the collimator. After
the collimator the whole chamber serves as a Faraday cup
to measure the charge carried by the beam to the target. The
measured charge was used to determine the number of protons
impinging on the target.

C. Detection of the annihilation radiation

As the half-life of the >0 reaction product is rather short
(about 2 min), the induced activity was measured without
removing the target from the activation chamber. A 100%
relative efficiency high-purity germanium (HPGe) y detector
was therefore placed close behind the target. The distance
between the target and the detector end cap was about 1 cm.

In order to increase the number of detected decay, the
cyclic activation method was applied. The target was irradi-
ated for 5 min and then the beam was stopped in the low
energy Faraday cup of the accelerator and the decay was
measured for 10 or 20 min. This cycle was repeated many
times (up to 30 cycles in a singe irradiation campaign).
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FIG. 4. Drawing of the target chamber used for the activations.
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FIG. 5. Number of events detected by the HPGe detector at the
511 keV peak region as a function of time using 5 s time bins. The
fit to the data including a time-independent laboratory background
component and using the known half-life of 10 is also shown. The
upper and lower panels show the E, =278 and E, = 1058 keV
measurements, respectively. For the latter case the fit residuals are
also plotted in order to indicate that the decay of '*O alone fits well
the measured data; no other radioactivity was present in significant
amount. This is also confirmed by the reduced x? value of the fit
being very close to unity.

To follow the decay of 150, the number of events in the
region of the 511 keV peak (selected by gating with a single
channel analyzer) was recorded in 5 s time intervals using an
ADC in multichannel scaling mode. Figure 5 shows typical
examples of the recorded number of counts as a function of
time. The upper panel shows a case measured on the E, =
278 keV resonance with 10 min counting intervals, while the
lower panel represents a measurement on the £, = 1058 keV
resonance with 20 min counting intervals. During the 5 min
irradiation intervals the events in the detector were disre-
garded as in these periods the counts were dominated by beam
induced background.

D. Determination of the detector efficiency

For the absolute measurement of the resonance strengths
the absolute detection efficiency of the HPGe detector must
be known in the counting geometry used. In the present case
of a positron decaying isotope, the positron annihilation does
not occur in a point-like geometry and hence the precise
determination of the detection efficiency is not trivial.

The positrons leave the decaying 'O nucleus with typi-
cally several hundreds of keV energy (the positron end-point
energy is 1732 keV [20]). The positrons which travel towards
the target backing stop within a few hundred micrometers
(thus well inside the backing) and annihilate therefore in a
quasi point-like geometry. However, those positrons which
leave towards the other direction will move into the vacuum
chamber and travel freely until they hit the walls of the cham-
ber. Therefore, their annihilation takes place in an extended
and not well defined geometry.

In such a situation the direct efficiency measurement with
calibrated radioactive sources is not possible. Instead, an
indirect method using the following procedure was applied.
As a first step, longer-lived positron emitters were produced in
the activation chamber. For this purpose 18g (¢, 2 =109.77 £
0.05 min, produced by the ISO(p, n)'8F reaction) and >N
(t12 = 9.965 + 0.004 min, produced by the '*C(p, y)"*N re-
action) were chosen. The decay of these sources was mea-
sured with the HPGe detector standing next to the chamber
(the one which was used for the '"“N(p, )"0 reaction)
for typically one to two half-lives. This measurement gives
information about the efficiency in the non-trivial extended
geometry. Then the sources were removed from the chamber
and transferred to another HPGe detector (used in many recent
experiments and characterized precisely; see, e.g., Ref. [27])
where the decay was followed for several half-lives. At this
detector the sources were placed in a position which guar-
anteed the point-like geometry; i.e., the sources were placed
between 0.5 mm thick Ta sheets which stopped the positrons
completely. The absolute efficiency of this HPGe detector in
the used geometry was measured with calibrated radioactive
sources to a precision of 3%. The measurement with the
second detector provided the absolute activity of the sources
and—knowing precisely the half-lives and the elapsed time
between the two countings—the absolute efficiency of the
first detector could be obtained. The efficiency obtained with
8F and 3N sources were in agreement within the statistical
uncertainties of 0.7% and 1.5%, respectively.

In addition to the measurements with '®F and '°N, the
same procedure was followed also with the actual '>O isotope
produced by the "“N(p, )" O reaction. Here the short half-
life resulted in a higher statistical uncertainty of 2.5%, but the
obtained efficiency was in agreement with the results from '8F
and ’N. Based on these measurements the final efficiency is
determined with a precision of 4%.

II1. DATA ANALYSIS

As it can be seen by the red line in Fig. 5, the 511 keV
count rate can be well fitted with a constant background plus
an exponential decay with the 130 half-life. With the known
detection efficiency and the decay parameters of 'O the only
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free parameter of the fit is the yield of the reaction (i.e., the
number of reactions per incident proton) which can be related
to the resonance strength.

With the thick target assumption (i.e., when the energetic
thickness of the target AE is much larger than the natural
width T" of the resonance), the resonance strength @y can be
related to the yield Y measured on the top of the resonance by
the following formula:

2€effY
@y = 2

where A is the de Broglie wavelength at the resonance energy
in the center-of-mass system and €. is the effective stopping
power. If the thick target condition is not met, the maximum
yield Yj.x measured in the middle of the resonance curve
plateau can be related to the ideal thick target yield leading
to the following correction factor [28]:

Yinax 2 | AE
f=—=—tan —.
Y T r

Based on the target characterizations presented in Sec. IT A,
the energetic thicknesses of the targets used for the present
experiments at the two studied resonances were AE;;g =
51.9keV and AE 55 = 24.4keV, respectively, with about 5%
uncertainty. The natural widths of the two resonances (taken
from the literature) are I'p73 = 1.12 + 0.03keV [29] and
Ioss = 3.8 £ 0.5keV [19]. These lead to correction factors
of fr73 = 0.986 & 0.001 and f9sg = 0.902 £ 0.015. Here the
uncertainties take into account the resonance widths, the target
thickness, and the beam energy uncertainties. The last one
measures how precisely the maximum of the resonance curve
is found. It is evident that in the case of the astrophysically
more important low energy resonance this correction is very
close to unity and its uncertainty is negligible. This is owing
to the larger target thickness at this low energy and the small
natural width of the resonance.

The effective stopping power €. in the case of a target
composed of Ti and N can be obtained as

Nri
= —_— i, 3
€eff = €N T Nx €T 3

, ey

@

where ey and er; are the stopping powers of N and Ti,
respectively, taken at the resonance energy and Nt /Ny is the
Ti:N atomic ratio as discussed in Sec. IT A.

The stopping power was taken from the 2013 version
of the SRIM code [30]. The following values were used:
en(278 keV) = 10.72, en(1058 keV) = 4.733, €1i(278 keV)
= 22.81, and e7;(1058 keV) = 10.80 eV /(10" atoms/cmz).

As for Ti, the stopping power was measured by Sakamoto
et al. [31] with very good precision of better than 1%. The
measured values are in excellent agreement with the SRIM
data, never deviating more than 2%. Therefore, an uncertainty
of 2% is assigned to er; in the present work. The situation is
somewhat worse in the case of nitrogen. The stopping power
measured with gaseous N can be different from the solid form
(see, e.g., Ref. [32] for the stopping power dependence on the
chemical form). Therefore, 4% uncertainty is assigned to ey as
recommended by SRIM. The uncertainty of the effective stop-
ping power was calculated taking into account the uncertainty

TABLE IV. Components of the resonance strength uncertainties.

Source Resonance
278 keV 1058 keV

Counting statistics 1.0% 0.7%
Effective stopping power 2.8% 2.8%
HPGe detector efficiency 4.0% 4.0%
Current integration 3.0% 3.0%
Finite target thickness correction 0.1% 1.7%
Non-resonant yield subtraction 0.3% 0.6%
Total uncertainty 5.8% 6.0%

of the measured Ti:N ratio and considering the ey and ey
values uncorrelated. The isotopic abundance of '*N in natural
nitrogen (99.6337%) was taken into account in the calculation
of €eff -

For the determination of the resonance strength, the non-
resonant component of the reaction yield must be subtracted
from the resonant yield. In the case of the E, = 1058 keV
resonance the yields below and above the resonance—at
E, =1000keV and E, = 1150 keV—were measured. Based
on these measurements a 2.7% non-resonant contribution to
the resonant yield was determined. This non-resonant yield
was subtracted from the resonant yield and a conservative
relative uncertainty of 20% was assigned to it, leading to a
0.6% uncertainty of the determined resonance strength.

In the case of the E,, = 278 keV resonance the off-resonant
reaction yield was below the detection limit. Based on some
recent experiments, a cross section of about 1.5 x 108 barns
can be expected at this energy [7,8]. Such a cross section leads
to a calculated non-resonant yield which is 0.3% of the reso-
nant yield. This tiny contribution is subtracted from the yield
and—as this value is not based on our own measurement—a
100% relative uncertainty is assigned to it.

Table IV lists the uncertainties of the final resonance
strength values. As the studied resonances are relatively strong
and the cyclic activations were carried out many times, the sta-
tistical uncertainty of the y counting is very low compared to
the other sources of uncertainty. The quoted total uncertainty
is the quadratic sum of the components. Other uncertainties
(like, for example, the uncertainties of the '>O decay parame-
ters) are well below 1% and are therefore neglected.

IV. RESULTS AND CONCLUSIONS

The obtained strengths of the two studied resonances
are the following: wy»73 = (13.4 £ 0.8) meV and wyos5 =
(442 + 27) meV. If we take into account the total uncertain-
ties, the new result for the £, = 278 keV resonance strength
is in good agreement with the adopted values recommended
by the Solar Fusion II compilation [5] as well as by the more
recent work of Daigle et al. [6] (see Table I). We do not quote
here a new recommended value; we just note that considering
our new value determined with an independent technique, the
strength recommended by the Solar Fusion II compilation [5]
and especially its somewhat higher uncertainty seems more
appropriate than the value of Daigle ef al. [6] with its very
small error bar. The results of those experiments where the
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E, = 278 keV resonance is used as a normalization point do
not change by the present result. Therefore, the astrophysical
consequences are also unchanged.

The strength of the E, = 1058 keV resonance, however,
was measured to be significantly higher than the ones deter-
mined in the two most recent works (see Table II). One reason
can be that the finite target thickness correction might not have
been done in those experiments. In the case of Schroder et al.
[18] there is no information about this in the paper. In the case
of Marta et al. [19] it is confirmed that no such correction
has been applied [33]. Based on the information available in
Refs. [19,34], the correction should be about 7%. This would
lead to a resonance strength of wyjpss = (389 £ 22) meV.
This value still differs from the present one by about two
standard deviations.! Consequently, as opposed to the E, =
278 keV resonance, this strength value is rather uncertain and
further measurements would be required.

!'The subtraction of the non-resonant component in Ref. [19] may
also be overestimated. According to Ref. [34], the off-resonance
measurement below the resonance was done at 1049 keV, where the
contribution from the low energy tail of the resonance can still be
about 5%.

As a summary, the activation technique was successfully
used in the present work for the "*N(p, y)'°O reaction and
precise resonance strength values were derived. This tech-
nique can also be applied for the measurement of the non-
resonant “N(p, ¥)!>O cross section. Such an experiment is
in progress using the setup introduced here. The results will
be presented in a forthcoming publication. As the activation
method provides data which are complementary to the prompt
y data, the combination of the results can lead to a more
precise cross section of the *N(p, y)1°0 astrophysical key
reaction.
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