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Background: A diversity of fragmentation modes has been observed in several types of nuclear reactions, which
may correspond to different breakup mechanisms.
Purpose: The present work is an attempt to compare the mechanisms of the fragment emission in central heavy-
ion collision near the Fermi energy, projectile fragmentation, and proton-induced spallation.
Method: The collisions until the prefragments with excitation energy less than 2 MeV/nucleon are studied
using the isospin-dependent quantum molecular dynamics (IQMD) model, while the evaporations of light
particles from the prefragments are described by the statistical code GEMINI. In the IQMD model, the binary
nucleon-nucleon collisions with the Pauli blocking are applied to treat some features of fermionic motion
phenomenologically. However, the binary collisions are scarce in the region where the relative momenta between
the nucleons are small. Thus, the method of the phase space density constraint (PSDC) are applied in the IQMD
model in order to treat phenomenologically the features of fermionic motion.
Results: The calculations of various observables are compared to the available data. The comparison not
only shows the similar regularities of the calculations to the data, but also emphasizes the role of the PSDC
method. The dynamical E -ρ trajectories show that the compression-expansion phase in the central HIC near the
Fermi energy results in the spinodal decomposition. While in the projectile fragmentation and proton-induced
spallation, the projectiles are heated without compression and then cool down with slight expansion. However,
driven by the dynamical fluctuations, the spinodal instability is possible for a part of the events. The perhaps most
important result of this study is the significant role of the fermionic feature in the mechanisms of the fragment
emission.
Conclusions: The IQMD + GEMINI framework provides a uniform description of breakup mechanisms in
central collision, projectile fragmentation, and proton-induced spallation.

DOI: 10.1103/PhysRevC.100.014602

I. INTRODUCTION

Phase transitions in finite systems have attracted much
attention in many different fields of physics. In the case of the
nuclear physics, the liquid-gas phase transition is expected to
occur in the highly excited nuclei, due to the Van-der-Waals
type of the nuclear force [1–3]. Over the past decades, many
efforts have been devoted to explore the signals of the phase
transition in the nuclear fragmentation, in which the charac-
teristic products are the intermediate-mass fragments (IMFs)
[4–6]. A large diversity of fragmentation modes has been
observed in several types of nuclear reactions, including the
central heavy-ion collision (HIC) near the Fermi energy,
the peripheral HIC at hundreds of MeV/nucleon (also called
the projectile fragmentation), and the reaction of heavy nuclei
induced by nucleons or light nuclei at GeV energies (called
the spallation) [7–9].

The colliding system in the central HIC near the Fermi
energy undergoes successively the compression and expan-
sion, and then decays via multifragmentation, i.e., splits into
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clusters and unbound nucleons in a short time span [10–13].
The theoretical explanation suggests that the spinodal decom-
position is a major mechanism behind the multifragmentation
phenomenon in central HIC [14,15]. Based on the spinodal
scenario, the bifurcations in the dynamical trajectories, which
results in the bimodal character of experimental observables,
has been identified by the Boltzmann-Langevin one-body
dynamics [16]. However, the interpretation as spinodal de-
composition is not unique and other candidate models, such
as statistical emission and binary fission, are put forward to
explain the IMF production in the projectile fragmentation
and proton-induced spallation [17–19].

The peripheral HIC at hundreds of MeV/nucleon is usu-
ally described by the participant-spectator model, in which
the overlapping region between the projectile and target is
called the participant, while the remaining parts are called
the spectators [20]. The abrasion leads to the spectator at
high temperature and near normal density, which will emit
IMFs [21,22]. The spallation is supposed to undergo a fast
nonequilibrium excitation and a slow decay process emitting
products including IMFs [23,24]. Many researchers focus on
the study of thermodynamic observables from the projectile
fragmentation and spallation [25,26]. Others are devoted to
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the dynamical analyses, such as those that suggest a similar
phenomenology as spinodal instability in spallation [27]. The
excitation energies both in the peripheral HIC and spallation
originate from the heating but not the compression. Because
of the absence of the compression-expansion phase, how the
systems in those reactions access the unstable regions at low
density is still an open question.

In our previous work, by showing the dynamical E -ρ tra-
jectories of the reactions, the onset of the multifragmentation
in central HICs near the Fermi energy has been related to the
spinodal instability [15]. In this work, We extend the inves-
tigation to the projectile fragmentations and the spallations,
and try to clarify the possibility of the spinodal decomposition
in those reactions. The uniform dynamical description of the
IMF emission in the central HICs near the Fermi energy,
the projectile fragmentations, and the spallations would assist
us to compare the mechanisms. In another previous work,
we show the isospin-dependent quantum molecular dynamics
(IQMD) model, matched with the statistical description of
evaporation, is able to reproduce the main features of projec-
tile fragmentation [28]. The model will be further applied to
the central HICs near the Fermi energy and the spallations.

The paper is organized as follows. In Sec. II, we describe
the method. In Sec. III, we present both the results and
discussions. Finally, the summaries are given in Sec. IV.

II. THEORETICAL FRAMEWORK

One can refer to the theoretical description of the model
in Ref. [28]. Here, we emphasize the method to describe
for the fermionic nature in the model. The time evolution
equation in the IQMD model is classical. The binary nucleon-
nucleon collisions with the Pauli blocking are applied to
describe the fermionic nature. However, the binary collisions
are scarce in the region where the relative momenta between
the nucleons are small. The centers of the projectile or target
in the early stage of the reactions, and the center of the
fragmenting source, are in this case. This effect has been
shown in Refs. [29,30] that the momentum distribution will
change from the initial the Fermi distribution to the Gaussian
distribution in tens of fm/c.

In order to describe the fermionic nature in the region
where the binary collisions are scarce, the method of the phase
space density constraint (PSDC) is applied [31]. The phase
space occupation probability f i is calculated by performing
the integration on a hypercube of volume h3 in the phase space
centered around the ith nucleon at each time step.

f i = 0.621 +
N∑
j �=i

δτ j ,τi

2

∫
h3

1

π3h̄3 e
− (r j −ri )2

2L − (p j −pi )2

h̄2/2L d3rd3 p,

(1)

where 0.621 is the contribution itself, τi represents isospin
degree of freedom. At each time step and for each nucleon,
the phase space occupation f i is checked. If phase space
occupation f i has a value greater than 1, the momentum of
the ith nucleon is changed randomly by many-body elastic
scattering. Note that the PSDC method is a phenomenological
prescription to treat some features of fermionic motion, since

FIG. 1. Charge distribution of the six heaviest fragments in cen-
tral 197Au + 197Au collisions at 35 MeV/nucleon. Experimental data,
shown as points, are taken from Ref. [32]. Solid and dashed curves
show the calculations by the model with and without PSDC method.

the full quantum mechanical description is not possible in this
case.

The evaporations of light particles from the prefragments
are described by the statistical code GEMINI including the
Hauser-Feshbach-type evaporation. By applying the GEMINI

code for deexcitation of primary IQMD fragments, we assume
that the density and structure of such fragments is close to the
normal nuclei ones. Also we assume that properties of such
fragments, in particular, the symmetry energy, level densities,
and others, correspond to the properties of normal nuclei,
which are adopted in the GEMINI code.

III. RESULTS AND DISCUSSIONS

A. Systematic comparison with experimental data

The applicability of the model in the fragmentation has
been shown by comparing the calculations with ALADIN ex-
perimental data in Ref. [28]. We will continue the comparison
in this section in order to emphasize the role of the PSDC
method.

The experimental measurement of the multifragmentation
in central 197Au + 197Au collisions at 35 MeV/nucleon has
been reported in Refs. [32,33]. In the experiment, the selected
central events represent about 10% of the total reaction cross
section. Correspondingly, the impact parameters b = 0–4 fm
are applied in the calculation. In order to consider the ex-
perimental filter, only the light charged particles and IMFs
(Z = 3–20) with kinetic energy larger than 0.13Z + 1.62
MeV/nucleon at 23◦ � θlab � 160◦, and the fragments with
kinetic energy larger than 1.5 MeV/nucleon at 3◦ � θlab �
23◦ are counted in the simulation. Figure 1 shows the compar-
ison of the charge distribution of the six heaviest fragments
between the calculations and data. Because of the different
geometric acceptances of the two detectors, the distributions
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FIG. 2. Multiplicity MIMF30 of fragments with 3 � Z � 30, the
first and second fragment asymmetries A12 and A23 versus the anal-
ogous bound charge Zb3 in projectile fragmentation 197Au + 63Cu at
600 MeV/nucleon. Experimental data, shown as points, are taken
from Ref. [34]. Solid and dashed curves show the calculations by the
model with and without the PSDC method.

in Figs. 1(a) and 1(b) display a ladder at Z = 20. Despite
the ladder, the data show that the most probable charges of
the six heaviest fragments are about 20, 10, 6, 3, 3, and 2.
Without the PSDC method (dashed curves), the calculations
reproduce roughly the most probable charges except for the
largest fragments. However, the obvious distortion occurs in
the distribution of the largest fragments. The most probable
charge of the largest fragments is about 50, much larger than
the experimental value. In contrast, the calculations with the
PSDC method (solid curves) are more consistent with the data
for the largest fragments. Although the most probable charges
of the calculations are larger globally than data, the down
trend from the largest to sixth fragments is similar to the data.
It is indicated that the model with the PSDC method reproduce
the correlation between the six heaviest fragments.

For the projectile fragmentation, we will study the 197Au +
63Cu collisions at 600 MeV/nucleon, the data of which has
been reported in Ref. [34]. In the calculation, the projectile
fragments are chosen simply by the longitudinal momen-
tum in the center-of-mass frame. In order to consider the
acceptance in the experiment, the fragments are filtered by
an efficiency function 1 − 2 exp(−Z ). Figure 2(a) shows the
mean multiplicity of the IMFs as a function of the analogous
bound charge Zb3. Noting that the IMF in Ref. [34] is defined
in the region 3 � Z � 30. Thus the multiplicity of the IMFs is
expressed as MIMF30. Because the threshold in the experiment
is set at Z � 3, the analogous bound charge Zb3 is defined as
the sum over all fragments with Z � 3. It has been proved
that the analogous bound charge Zb3 is equivalent to the
well-known bound charge when describing the violence of the
collision. Both the calculations with and without the PSDC
method reproduce the rise and fall of the data. However, with-
out the PSDC method, the model substantially underestimates

the multiplicity of the IMFs at the large Zb3 region, i.e., for the
peripheral collision. Figures 2(b) shows the charge asymmetry
A12 between the two largest fragments, while Fig. 2(c) for the
charge asymmetry A23 between the second and third largest
fragments. The value A12 = 0 means the same charges of
the two largest fragments, while the value close to 1 means
nucleon evaporation. The data shows the increase of A12 with
increasing Zb3, but reaches the maximum near Zb3 = 68. The
decrease of A12 for Zb3 > 68 may be caused by the fragments
from the target. The value Zb3 = 79 correspond to the collision
at large impact parameter, in which the excitation energy is
very low and several neutrons evaporate from the projectile
Au. In this case, A12 should be close to 1, but not 0.3 as shown
in the data. For the same reason, the charge asymmetry A23

between the second and third largest fragment for Zb3 = 79
should be 0, but not 0.4 as shown in the data. Both calculations
with and without the PSDC method show the monotonously
increase of A12 with increasing Zb3, neglecting the statistical
errors. However, the PSDC method makes the calculation
more consistent with the data. In the A23 case, the PSDC
method change values near Zb3. But one can not conclude
the advantage of the PSDC method by comparing to the data
of A23.

In another experimental work [35,36], which manages
the projectile fragmentation in 197Au + 12C collisions at
1000 MeV/nucleon, the violence of the collision was de-
scribed by the multiplicity of charged fragments mC . The
fluctuations in the size of the largest fragment �Amax, and the
reduced variance γ2 are applied to identify the critical point,
which is expressed as the mC value. The reduced variance γ2

is related to the moments analysis. The k moments Mk of the
cluster size distribution given by,

Mk (mC ) = 	AknA(mC ); k = 0, 1, 2, and 3, (2)

where nA is the number of the fragments with mass number A,
the sum runs over all masses in the event including neutrons
except for the heaviest fragment. Then reduced variance γ2 is
defined as the combination of moments,

γ2 = M2M0/M2
1 . (3)

Being similar to the multiplicity of IMFs MIMF30, both the
�Amax and γ2 display the rise and fall with increasing mC , as
shown in Figs. 3(a), 3(b), and 3(c). The data of �Amax and
γ2 indicate the critical point near mC = 28. But the peak in
MIMF30 is not as well defined as for the critical point. Re-
garding the calculations, the model without the PSDC method
underestimates the production of the IMFs, and suggests the
critical point near mC = 42. In contrast, the predictions of the
model with the PSDC method is better. The PSDC method not
only enhances the production of the IMFs, but also reduces the
critical point to mC = 32, which is near to the experimental
one. However, from Fig. 3(d), one can not see the advantage
of the PSDC method when describe the correlation between
the third and second moments.

Let us turn to the spallation in 56Fe + p collisions at
1000 MeV/nucleon, for which the data are advisable in
Ref. [17]. In the experiment, the energy threshold at center-of-
mass frame is very low, while the detection efficiency is 78%
for He, 83% for Li, and >94% for heavier fragments. In the
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FIG. 3. (a) Multiplicity of fragments with 3 � Z � 30 MIMF30

versus multiplicity of charged fragments mC , (b) Fluctuations in the
size of the largest fragment �Amax versus mC , (c) reduced variance
γ2 versus mC , and (d) correlation between the third and second
moments, i.e., ln(M3) vs. ln(M2), in projectile fragmentation 197Au +
12C at 1000 MeV/nucleon. The definitions of the reduced variance
γ2, second moment M2, and third moment M3 are given in the text.
Experimental data, shown as points, are taken from Refs. [35,36].
Solid and dashed curves show the calculations by the model with
and without the PSDC method.

calculations, the filter is not applied. Figure 4 shows the mean
multiplicities per event as a function of the total bound charge
Zbound for the fragments with Z = 2–7. It is shown that all
multiplicities increase as the collision becomes more violent,

i.e., decreasing Zbound. The yields of the IMFs are so low even
for the most violent collision, only in the order of 0.1 for
each element. This phenomenon has been considered as one of
the elusive evidences for multifragmentation in the spallation
[19]. It has been shown that the GEMINI model including the
Hauser-Feshbach-type evaporation and binary splitting can
reproduce the data [17]. In our calculations, only the evapo-
ration channel is allowed in the GEMINI code. By describing
the productions of the IMFs dynamically, our model with
the PSDC method also reproduces the data. Furthermore, the
PSDC method plays a key role in enhancing the yields of the
IMFs in the model. The suggested dynamical description may
be considered as an alternative to the statistical description
of the fragment formation in these reactions [37], which was
used in the mentioned experimental papers.

B. Breakup mechanisms in different fragmentation modes

As shown in the preceding section, our model can
uniformly describe the fragmentations in central collision,
projectile fragmentation, and spallation. In this section,
we will compare the breakup mechanisms in those
three types of fragmentations. We chose the incident
energy and impact parameters so that the masses and
excitation energies of the fragmenting sources produced
in those three types of reactions are similar. As shown
in Table I, the central (b = 0 fm) 48Ti + 48Ti collision at
30 MeV/nucleon, 120Sn + 120Sn collision at 600 MeV/

nucleon with impact parameter b = 8 fm, and 90Zr + p colli-
sion at 2000 MeV/nucleon with b = 0 fm are chosen. Figure 5
shows the correlations between the mass and the excitation
energy of the equilibrated fragmenting sources in those colli-
sions. The equilibrated fragmenting sources are distinguished
by the minimum spanning tree algorithm together with the
ratio of parallel to transverse quantities [28]. It is shown that

FIG. 4. Mean multiplicities per event as a function of the total bound charge Zbound for the fragments with Z = 2–7 produced in 56Fe + p
collisions at 1000 MeV/nucleon. Experimental data, shown as points, are taken from Refs. [17]. Solid and dashed curves show the calculations
by the model with and without the PSDC method.
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TABLE I. Central HIC near the Fermi energy, projectile frag-
mentation, and proton-induced spallation studied in this work.

Cent. coll. Proj. frag. p spallation

System 48Ti + 48Ti 120Sn + 120Sn 90Zr + p
E (MeV/nucl.) 30 600 2000
b (fm) 0 8 0

all collisions produce the fragmenting sources with mass
number near 90 and excitation energy near 7 MeV/nucleon.
In the central collision at 30 MeV/nucleon, the fragmenting
source is formed by the incomplete fusion between two 48Ti
nuclei. The narrow A-E∗ distribution around the system mass
(96) and the available energy (7.5 MeV/nucleon) indicate
that only few nucleons are emitted during the incomplete
fusion. In the peripheral collision of 120Sn + 120Sn at 600
MeV/nucleon, the strong dissipation between the projectile
and target causes the large fluctuations. Hence the wide
A-E∗ distribution of the fragmenting source is observed. In
the proton-induced spallation at 2000 MeV/nucleon, only
less than half the available energy (21.74 MeV/nucleon)
dissipates in the fragmenting source. The excitation energy
extends over a wide region, from 0–10 MeV/nucleon.

Within the local density approximation, one may consider
the central area of the colliding system as a thermodynamic
subsystem in a grand canonical ensemble. In order to show
the time evolutions of the thermodynamic properties, the
energies per nucleon E of the projectile centers (1 fm3 sphere)
during the collisions are calculated from the density ρ and the
transverse kinetic energy Etr .

E = α

2

ρ

ρ0
+ β

γ + 1

(
ρ

ρ0

)γ

+ 3

2
Etr . (4)

The symmetry energy is not considered since it is insignificant
for the mechanism of the fragmentation [15]. The transverse

FIG. 5. Correlations between mass and the excitation energy of
the equilibrated fragmenting sources in the central collision, projec-
tile fragmentation, and proton-induced spallation.

FIG. 6. Dynamical E -ρ trajectories of the projectile centers (1
fm3 sphere) in the central 48Ti + 48Ti collision at 30 MeV/nucleon,
120Sn + 120Sn collision at 600 MeV/nucleon with b = 8 fm, and
90Zr + p collision at 2000 MeV/nucleon with b = 0 fm, calculated
by the IQMD model (a) with PSDC improvement and (b) without
PSDC improvement. The solid curves show the energy per nucleon
versus density of the nuclear matter at finite temperature. The grays
show the spinodal region, in which the isothermal compressibility
has a negative value.

kinetic energy is used to deduct the translational energy from
the total energy.

Figure 6(a) shows the dynamical E -ρ trajectories of the
projectile centers in the pertinent collisions, calculated with
the IQMD model using the PSDC method. The time separa-
tion of the plotted points is 2 fm/c. The energies per nucleon
versus density at different temperatures and the spinodal
region for the nuclear matter are also plotted in the figure.
For the central 48Ti + 48Ti collision at 30 MeV/nucleon, the
E -ρ trajectory shows a half cycle with a tail. This corre-
sponds to the compression and heating at the beginning of
the collision, and then the expansion and cooling by the light
particle emission. The maximum density is 0.25 fm−3, and
the maximum temperature is 10 MeV. This means that the
incident energies dissipate into both potential energies and
kinetic energies. The ending of the E -ρ trajectory is in the
spinodal region, indicating the instability of the system. The
dynamical trajectory for the peripheral collision of 120Sn +
120Sn at 600 MeV/nucleon shows that the center of the
projectile is heated with hardly any compression. In 20 fm/c,
the temperature increases to 17 MeV, but the increment of the
density is only 0.01 fm−3. The cooling stage is accompanied
with the expansion. However, before the trajectory reaches the
spinodal region, the density transforms to increase slightly.
In the case of the spallation, the 90Zr nucleus is heated by
the proton. The hot nucleons diffuse outward, causing the
decrease of the density. The ending point of the E -ρ trajectory
is also far from the spinodal region.

In order to study the effects of the PSDC improve-
ment, we show the dynamical E -ρ trajectory without PSDC

014602-5



SU, ZHU, GUO, AND ZHANG PHYSICAL REVIEW C 100, 014602 (2019)

FIG. 7. Correlations between the multiplicity of IMFs and the total bound charge Zbound of the productions in the central collision, projectile
fragmentation, and proton-induced spallation calculated by the IQMD + GEMINI model with and without PSDC improvement. The solid
curves show the mean multiplicity of IMFs as a function of Zbound.

improvement in Fig. 6(b). The role of the PSDC method in the
model is to treat the features of fermionic motion, and avoid
the transformation of the momentum distribution from the
initial Fermi type to the Gaussian type. The transformation of
the momentum distribution causes the decrease of the thermal
energy and increase of the density in the center of the nucleus.
Both in Figs. 6(a) and 6(b), the compression and heating in
the central collision, as well as the heating in the projectile
fragmentation and spallation can be observed. However, the
E -ρ trajectories of the projectile center in Fig. 6(b) evolve to
the region of the negative temperature. Concurrently, the
densities evolve to the high-density region, which is far from
the spinodal region. The E -ρ curves at different temperatures
of the nuclear matter are calculated based on the Fermi
distribution. The negative temperature indicates the deviation
from Fermi distribution for the colliding system.

The effects of the PSDC improvement can be also observed
by studying the precursors of the IMFs. Campi et al. proposed
a scenario in which the power-law fragment distribution is
already produced at the high-density phase of the reaction,
and then preserved during expansion [38]. We examine this
scenario by simulating the evolution of 90Zr. The minimum
spanning tree algorithm (see Ref. [28]) with R0 = 2 fm and
P0 = 200 MeV/c is applied to distinguish the clusters. The
abundant clusters are found in the initial state and preserved
during the evolution when PSDC method is applied. But when
PSDC method is not considered, some of the initial clusters
assemble and become large clusters, while others disperse to
light clusters and nucleons during the evolution. That is to say,
the PSDC improvement helps to preserve the precursors of
the IMFs, which may cease to interact with each other and
become the observable fragments when the average density of
the system decrease.

In Ref. [15], it has been shown that the dynamics trajectory
in the central HICs will reach the spinodal region only for

incident energy larger than 25 MeV/nucleon. This energy cor-
responds to the threshold of the multifragmentation in central
HICs, indicating the relation between the IMF emission and
spinodal mechanism. Figure 6 shows that only the dynamics
trajectory in the central HICs will reach the spinodal region,
although excitation energy of the hot systems formed in the
three types of reaction are similar. Thus, it is necessary to
compare the yields of the IMFs in the three types of reactions.
The correlations between the multiplicity of IMFs and the
total bound charge Zbound of the productions are calculated
with the IQMD + GEMINI model. Figures 7(a)–7(c) show
the results with the PSDC improvement. In the case of the
central 48Ti + 48Ti collision [Fig. 7(a)], the mean MIMF in-
creases monotonously with Zbound. The most probable value of
MIMF is about 3, and that of Zbound is 30. This means that the
multifragmentation, rather than the evaporation, is dominated
in the decay process. As mentioned above, the dynamical
E -ρ trajectory of the projectile center reaches the spinodal
region, where the compressibility is negative. A homogeneous
medium will fragment when it reaches the spinodal region.
We can argue this scenario in the case of the infinite nuclear
matter. But we may have another scenario in the case of the
finite system in the HICs. In fact, the dynamical E -ρ trajectory
shown above is the ensemble average, which is calculated
using 100 000 events. When the ensemble average of the
compressibility is negative, a large fraction of the phase space
is populated for each event. Thus, the phase spaces with IMFs
are available.

The ensemble average of the energy and density do not
show the spinodal character for the projectile fragmentation
and spallation. But those reactions also produce the IMFs [see
Figs. 7(b) and 7(c)]. In the case of the projectile fragmenta-
tion, the mean MIMF rises and then falls with increasing Zbound.
Furthermore, two most disconnected regions of the MIMF vs
Zbound correlations are observed. One is near the region with
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FIG. 8. (a) Dynamical E -ρ trajectory of the fragmenting area in the 120Sn + 120Sn collision at 600 MeV/nucleon with b = 8 fm and
90Zr + p collision at 2000 MeV/nucleon with b = 0 fm. In the calculations, only the events with MIMF > 2 are considered. (b) Density
distribution of the fragmenting source in the 120Sn + 120Sn collision. (c) Density distribution of the fragmenting source in the 90Zr + p collision.
The circles (in red online) show the fragmenting area.

MIMF = 2.5 and Zbound = 25, and the other is close to the
axis of MIMF = 0. This type of bimodal character has been
observed by studying the experimental observables, such as
the size of the heaviest cluster [39], and the asymmetry be-
tween the charges of the two heaviest clusters [40]. Two more
regions can be also identified in the case of the spallation,
although they are very close to each other. It has been argued
that the bimodality is related to the dynamical bifurcations at
the boundary of the phase separation [16].

Concerning the calculations without PSDC improvement
[Figs. 7(d)–7(f)], the mean MIMF in all cases are smaller than
the corresponding values with PSDC improvement. Further-
more, the most probable MIMF-Zbound correlations in all cases
move to the region near the axis of MIMF = 0, indicating
the dominance of the nucleon evaporation, rather than the
fragmentation. It is indicated that the fermionic feature, which
is treated phenomenologically by the PSDC improvement,
plays an important role in the fragment emission, not only in
central HICs near the Fermi energy but also in the projectile
fragmentation and spallation.

In order to probe the mechanisms of the IMF emission
in the projectile fragmentation and the proton-induced spal-
lation, we investigate the E -ρ evolutions not only of the
projectile center but also of other subsystems in the frag-
menting source. It is found that, both in the cases of the
projectile fragmentation and spallation, there are areas where
the E -ρ trajectories reach the spinodal region, as shown in
Fig. 8. Let us call those areas fragmenting areas. Figure 8(a)
displays the dynamical E -ρ trajectories. In the calculations,
only the events with MIMF > 2 are considered. Figures 8(b)
and 8(c) interpret the location of the fragmenting area. The
fragmenting area in the case of the projectile fragmentation is
in the spectator but close to the participant. This area is heated
by the hyperthermal participant. Some of the nucleons escape
from the nonequilibrium spectator, resulting in the decrease
of the density. Analogously, the fragmenting area in the case
of the spallation is heated by the high-speed proton, causing

the decrease of the density. Since the E -ρ trajectories of the
fragmenting areas reach the spinodal region, the clusters and
unbound nucleons would be produced through the spinodal
decomposition mechanism. It is indicated that the mecha-
nisms of the IMF emission in the projectile fragmentation and
spallation is similar to that in dissipative central heavy-ion
collisions near the Fermi energy. We have demonstrated the
sensitivity of E -ρ trajectories to the detail of the dynamical
treatment. However, the fragment formation is additionally
regulated by the finite-size effects, which should be consid-
ered also.

IV. CONCLUSION

In summary, the calculations of various observables by the
IQMD + GEMINI model are compared to the available data.
The calculations demonstrate similar regularities of fragment
production as in experimental data. Moreover, it emphasizes
the role of the PSDC method. Then we devote ourself to
comparing the mechanisms of the fragment emission in
the central (b = 0 fm) 48Ti + 48Ti collision at 30 MeV/

nucleon, 120Sn + 120Sn collision at 600 MeV/nucleon
with impact parameter b = 8 fm, and 90Zr + p collision
at 2000 MeV/nucleon with b = 0 fm. These collisions
produce fragmenting sources with similar mass (A ≈ 90) and
excitation energies (E∗ ≈ 7 MeV/nucleon). The dynamical
E -ρ trajectories show that the hot and compressed nuclear
system formed in the central 48Ti + 48Ti expands and cools
to the spinodal region, and then splits in a short time span
due to the instability. This mechanism results in the abundant
production of intermediate-mass fragments. The incident
energies in the projectile fragmentation and spallation
mainly dissipate into thermal energies. The projectiles are
heated without compression and then cool down with slight
expansion. The dynamical E -ρ trajectories calculated using
all events are far from the spinodal region. However, driven by
the dynamical fluctuations, the spinodal instability is possible
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for a part of the events. Some nucleons escape from the
nonequilibrium system, causing the decrease of the density
and thereby bringing the system into the spinodal region.
Note that this is just a theoretical assumption, with promise
to study more a realistic phase diagram in the future.

The perhaps most important result of this study is the
significant role of the fermionic feature in the mechanisms of
the fragment emission. The method of the phase space density
constraint (PSDC) is applied to treat phenomenologically
some features of fermionic motion, since the full quantum me-
chanical description is not possible in the isospin-dependent
quantum molecular dynamics model. The application of the
PSDC method avoids the evolution of the momentum dis-
tribution from the initial Fermi-Dirac type to the Gaussian
type, and hence eliminates the overbinding (larger density and
smaller kinetic energy) in the center of the nucleus. The latter

suppresses the fragment emission and enhances the nucleon
evaporation. The comparison between the calculations with
and without the PSDC method suggests that missing the
fermionic feature in the transport model is responsible for
the observed underestimation of the fragment yields in the
projectile fragmentation [41].
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