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Charged particle Q values for reactions on C, Cr, Fe, Co, and Ni
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Q values were measured for 27 reactions on targets of ~C, "Cr, '4''6Fe, '~Co, and
~8' ~ '@' ~ Ni with resulting uncertainties of 0.7 to 3.2 keV. Care was taken to define sources
of error. A y test on an interconnected set of 19 measurements indicates internal consis-
tency and a comparison of eight (d, p) Q values with (n, p) numbers shows excellent agree-
ment. A mass evaluation was performed on a truncated region centered on Co. The results
indicate that the 1971 values for the masses of 5'Cr and ~~Co are in error. The uncertainties
of the masses of 5 Fe and @Co are greatly reduced. The question of the 'Fe mass raised in
The 1971 Atomic Mass Evaluation is not entirely resolved and consequently the absolute val-
ues of some masses in this region are still uncertain to about 5 keV although the Q values
are improved.

NUCI, EAR REACTIONS ""Fe "Co """ "~i(p ~) .C, «,
o, s8, 60'6&Ni(d, p); 4''6Fe ~Co ~ '~ Ni(d, t); 5~Co. '6 Ni(d, a); '4Fe(3He, d);

Fe( He, a); Fe, 59Co(a, p) measured Q values. C(d, d), (p, p) measured E„.
Mass adjustment.

I. INTRODUCTION

'The 1971 Atomic Mass Evaluation of Wapstra and
Gove' (WG) resulted in masses and Q values for
nuclei near stability with satisfactory precision for
most purposes. However, since WG was published
the masses of a number of light nuclei ("0, "S,
and "Co, for example') have been found to be in er-
ror. It would not be surprising if other errors a,re
present in such a large ma, ss of data and indeed the
data determining some primary nuclei, e.g. "Cr
and "Cr, appear inconsistent. This particula, r in-
vestigation wa. s started when we discovered that
the "Ni(P, o)"Co Q value did not agree with the
published value. ' Furthermore, several areas of
investigation such as the determination of the weak
interaction vector coupling constant and isospin
multiplet mass relations, have required even more
precise masses through the P and s-d shells. An

extension of Coulomb displacement energy studies
into the f-P shell where the mass uncertainties are
generally larger is feasible and could profit from
better measurements throughout the shell, as will
mass equations based on Coulomb energy or other
considerations.

In the studies of cobalt isostopes being made at
Notre Dame, accurate Q values are very useful.
They do not strongly influence the a,ccuraey of ex-
cited state energies because of the particular
methods used, but are necessary to identify con-
taminants and in making comparisons with other
reactions, particularly resonance reactions. Thus
we decided to measure sufficient Q values to de-

termine the mass differences for such reactions,
especially as WG indicate that there is a possible
systematic error in the region. A mass doublet
mea. surement of "Fe is in disagreement with other
values but cannot, apparently, be excluded on in-
ternal grounds. We hoped that further measure-
ments might indicate if this doublet: is correct.

In WG the most accurate reaction measurements
in the upper f sshell, s2 k-eV or less, are ~=0,
e.g. , l3' decay, e capture, and (O, n) or ~=1, e.g.
(n, y) and (p, y). In contrast, for the Q values of
greatest interest to us, bA =2 or 3, such as (d, a}
and (p, o), no measurement in this region has an
uncertainty of + 5 ke V while 10 ke V or greater is
the rule. Thus these Q values are determined
through chains of more precise measurements re-
sulting in uncertainties much larger than we can
obtain directly. The additional precise cross links
thus determined should increase confidence in the
accuracy of the entire data set.

The relative newness of the 100 cm spectro-
graph' was a final consideration. We hoped that by
making a series of conceptually simple experi-
ments with various projectiles and outgoing parti-
cles and checking for both internal and external
consistency we would find any residual inaccura-
cies. For this reason we took data on an inter-
connected cross linked set of nuclei which was sub-
jected to statistical tests and on a number of (d, P}
reactions which are compared with the very pre-
cise (n, y) numbers which are available. In fact,
we discovered that a correction, described below,
to the measured magnetic field is required.

10 2449



2450 JOLIVE TTE, GOSS, MAROLT, ROLLE FSON, AND BROWNE 10

II. PROCEDURE

Beams were produced by the Notre Dame FN
tandem Van de Graaff accelerator and reaction
products analyzed with the 100 cm broad range
spectrograph. The beam energy spread was limit-
ed to &0.05% by the analyzing magnet slits. Angu-

lar spread was &0.3" in the beam and &0.5" for the

reaction products. Targets of enriched isotopes
were prepared by vacuum evaporation on to 20 p, g/
cm' carbon backings and were 10-30 gg/cm' thick.
All runs were taken at 6)„.,=90, with the targets in
reflection geometry. Nuclear track plates were
used as detectors.

Each run consists of three energy measurements:
(1) the energy of the group elastically scattered
from a heavy target for which dE„„,/dE, „=1,dE„„,/
d8 is small, and &„„,is sensitive to the beam en-
ergy; (2) the energy of the group elastically scat-
tered from a light target for which dF-„„,/dF-„,&1,
dE„„,/d6 is large, and F-„„,determines the scatter-
ing angle; and (3) the energy of the reaction pro-
ducts leading to the ground and perhaps one to
three of the lowest lying excited states of the final
nucleus if they are precisely known (&1 keV). The

heavy target was the target for the Q value and the

light target "C. [For "C(d, P) "C one of the other
Q-value targets was used as the heavy target. ]
'The uncertainties in the measured positions typi-
cally corresponded to ~;„&~1keV and 66)„.b&+0.1'.
The elastic group from the heavy target was re-
corded simultaneously with the reaction particles
unless the run was so long as to make the tracks
uncountably dense. The elastic group from carbon
was recorded in a separate run on a 10 gg/cm'
carbon foil.

The intention was to take four runs for each Q

value during at least two different running periods.
This would reduce random uncertainties to =1 keV
and insure independence of the measurements. For
certain reactions with small cross sections or low

beam intensity fewer runs were taken.

III. ERROR ANALYSIS

The usefulness of the Q values measured lies
in their precision and accuracy. Consequently,
we have tried to make a complete and careful es-
timate of the uncertainties. The uncertainties are
of three types: (1) Random errors that can be re-
duced by averaging over different final states of
the residual nucleus in a single measurement. (An

example is the error in counting each peak and de-
termining its position. } (2} Errors that are com-
mon to all peaks in a given run but which can. be
averaged between runs, such as random errors in

setting the magnetic field. (3} The systematic er-

rors that are common to all runs, such as the un-
certainty in the energy of '"Po(o'} used to calibrate
the spectrograph. The uncertainties taken into ac-
count are listed in the first column of Table I and
the type of error is given in the second column.

For each level of the final nucleus the measure-
ments were reduced to ground state Q values and

individual contributions to the random and syste-
matic errors (see below and Table I) combined in
quadrature. We realize, of course, that the indi-
vidual systematic contributions m3y not be normal-
ly distributed. The best Q value was determined in
two stages. First the Q values and errors for all
levels seen in a single run mere averaged. Then
all runs were averaged. At each step the average
was performed using a one parameter least
squares fit:

(1a)

(lb)

(1c)

(1d)

where Q, are the Q values, cr~, is the random error
in the measurement for this average, and a ~; is the
systematic error in the measurement. The random
errors are reduced by repeated measurements and

a weighted average of the systematic errors is tak-
en.

'The error algorithms are outlined below and

Table I shows values for eight representative sin-
gle runs ~

A. Calibration and magnetic field

The spectrograph is calibra, ted using "'Po(o} and
"'Po(o) sources. The magnetic rigidities used are
0.331 772 a 0.000 003 Tm and 0.427 045 + 0.000 002
Tm, respectively, 4 and all constants used are from
Taylor, Parker, and Langenberg. ' The sources
were on 0.5 mm Ag wire to give an object that is
the same height as the beam spot. The procedure
is to place a series of particle groups along the fo-
cal surface by making small changes in the magne-
tic field which is determined with an NMR probe.
The position (D) of the one-third height of the high

energy side of the peak is measured and the rela-
tion between D and the radius of curvature (p) of
the particle is then determined. The exit face of
the magnet is cut in two circles and the rails hold-
ing the nuclear track plates were machined to a fo-
cal surface determined from the points of minimum
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confusion for the focused image. ' As the resulting
surface is quite complicated a fourth order power
series for each of five sections was required to
describe p = p(D) T.he 25 parameters are deter-
mined by 99 data and the rms deviation of the data
is 0.022 mm. 'This value is taken as the random
uncertainty in p (item 2 of Table I). The region
of the focal surface which is not affected by the
exit face modifications requires only a single pol-
n omial. The successive polynomials join smooth-

po y-

ly.
The original calibration was taken usin "Po(u)

only. However, it was later discovered that the
NMR fre uenrequency was not exactly porportional to the
average magnetic field over the particle trajectory.
In order to minimize the effects of differential hy-
steresis when taking data the magnet is always cy-
cled to a high but subsaturation field and then
brought down directly to the required field for the
run. During calibration, however, the field was
recycled once to the first calibration frequency,
and subsequent points were taken by reducing the
field in small steps. Unfortunately, for a given
NMR frequency differing from the initial calibra-
tion frequency these two procedures do not result
in the same field. This is determined by notin
that thea t e position of a group from a constant energy
source does not fall at the same D under these two
conditions. If a recalibration is made starting at
a different field from the original calibration the
resulting curve is displaced from the original b'gina y a
constant Ap. The magnetic field is thus related
approximately to the NMR frequency f b

&= 2&f »' &'a(f ) f '-/ - . i '
i (2)

where f,- is the first frequency set for a "suffi-
ciently" long time (&30 min) after recycling and

y,
' is the gyromagnetic ratio of the proton in H, O.

In the second term the f' insures that ~p is con-

I I I I I I I I I I I I

stant in first order. The arbitrary function g(f,).
is linear to the accuracy we can measure and was
determined by recycling to various initial frequen-
cies and determining ~ from the measured .
In Fig. 1 we plot the deviation of the actual field
from that calculated from the first term of Eq. (2).

To determine the ~ of Fig 1, however, the
original calibration curve had to be corrected, as
the field had an unknown ~ when it was meas d

is offset can be found by measuring the positions
of two well-known groups simultaneously as the
ratio of magnetic rigidities, ft= (&p) &(& ) =

1 P 2 Ply P2)
is independent of I3. Then by displacing the cali-
brationation curve, p- p+, the experimental ratio
can be adjusted to the known value. For these
measurements we used "'Po(o) a,nd "'Po G in two
sets of runs. In the first, two sources were al-
ternated without changing B, and in the second, a
single source on which both '"Po and '"I'0 had
been deposited, was used. These measurements
leave residual Ap =+0.05 mm and ~=+0.2G un-
certainties in the correction and indicate a 0.25G
uncertainty in resetting a field (items 9, 10, and
11 in Table I).

Figure 2 shows that the measured R ' ' depen-
dent of position. Thus the focal surface deter-
mined by stepping the field„as explained above,
is the same as that using various energy particles
at a single field —the normal running condition.
A check of the validity of the above procedure was
made by simultaneously measuring the positions
of doubly and triply charged 'Li groups elastically
scattered from Au. The measured ratio is 1.50007
+0.00007, where the uncertainty is the rms devia-
tion of eight measurements. The result '

cellent agreement with the expected value of

I I I I I I I I I
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FEG. 1. D ta a used to find the correction function to the
magnetic field, g(f;) in Eq. (2). The data are taken with

f=f;, and the line is the correction applied to the rnea-
sured field. Representative error bars are indicate"

FIG. 2. Measured ratio of 2 po (n) to "'po & rigi ities
as function of focal surface position. Note the suppressed
zero. This data determined the 4p error in the original
calibration curve. For the lowest points the po(e) is
at p = 70 cm, the lower limit of the focal surface. The
line is the ratio 8=1.28? 16, from Ref. 4, and the fact
that the measured ratio is independent of position indi-
cates that the focal surface is actually defined by the
calibration procedure.
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the calibration peaks and found to be a skewed tri-
angle with a FTHM=1. 5 mma =1 ~ 5 mm which is independent
o . As seenin Fi . 3'g. , the experimental peaks

e ifferent reaction productsare often wider and the di
have different widths indicating that corrections
are necessary.

1.500068 affirming the correctness of the cal'bra-
tion curve.

Throughout the calibrations the e-source ener-

Howe
gies were assumed to be those measured b 8 .4

wever, we cannot guarantee there is not some
y ytz.

energy loss in the sources we used. The narrow-
est "OPo&~) s) ource peak observed, under special
conditions, was 1 keV full width at h lf-
(FWHM). As

i a a -maximum

}. As there are certainly other contribu-
ions to this width, we feel that 0.5 keV is a con-

servative estimate of the energy uncertainty in the

sources as used (item 14 in Table I).
y e image willIf the beam spot shifts verticall the im

also move. We assign a 0.2 mm random uncer-
tainty and possible 0.15 mm systematic shift (items
12 and 13 of Table I.)

l. Third-height determination

Experience has shshown that measurements of the
position of a strong peak, at least 75 c

rip a t e peak, can be reproduced to abo a out
e use the algorithm nD= min(FWHM/

15;0.4 mm) &&max[(225/N)' '1 h N '
w ere N is the

number of counts in the peak. The m
certaint is lim'

ea . e maximum un-

t
in y is imited because a broad peak h

op and only the width of the l d'
pea as a flat

e ea ing edge is then
important. The corresponding uncertainty in en-
ergy is the first item in Table I.

B. Peak position determination

The response of the spectrograph to a monoen-
rge ic source 0.5 mm high wa d ts e ermined from

GED PARTICLE Q VALUES FQ R REACTIONS ON C
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2. Peak broadening

The physical effects that broaden the peak also
alter the position of the third height. The effects
considered were the spread in beam energy, the
angular convergence of the beam and divergence
of the outgoing particles, and the stopping in the
target. The beam energy spread is approximately
symmetric so the first three effects spread the
peak symmetrically about its center whereas stop-
ping also shifts it to lower energy. Of these vari-
ables only the outgoing angular divergence which is
defined by the spectrograph is measured indepen-
dent of the peak shape. If the beam energy spread
is small the peak shape is well reproduced by a
double convolution of the intrinsic triangular peak
shape with rectangles for the two angular diver-
gences. In the experiments dF.„„,/d8 is relatively
large for the group elastically scattered from car-
bon (the stopping is calculated from the nominal foil
thickness) and thus the angular convergence of the
beam can be determined. The stopping in the heavy

target material can be found as it is the dominant
contribution to the width of heavy particle groups,
such as + particles. Beam energy spread contri-
butes importantly to groups of the lightest parti-
cles, e.g. , protons or deuterons. Thus all three
parameters could be calculated by simultaneously
fitting the FWHM of all the peaks. The resulting
position corrections were less than 1 mm and were
assigned a 25/& uncertainty. This is related to the
FWHM and the algorithm used was min[(FWHM-1. 5

mm)/3; 0.3 mm] where the upper limit again re-
flects the importance of only the leading edge width

for broad peaks (item 3 of Table I).

3. Shifts between runs

If all the groups are not recorded simultaneously,
and since the carbon elastics were always recorded
in a separate run, there could be small shifts in
the beam energy or position. W'e assigned a ~~ of
+0.02%&, i.e. , 40% of the analyzing magnet reso-
lution, and 46=+5&10 ' rad, a typical value for

TABLE II. Q values measured in this work and comparison with the Wapstra-Gove values.

Reaction

Number
of

runs
Q

(ke V)

Random
uncertainty

(keV)

Sys te matic
uncertainty

(keV) Q —Q~G X

Q-value shift References
from 5 p, g/cm2 for excited

C buildup states "

1
2

3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

54Fe(p, n)5'Mn
56Fe(p, n)53Mn
59C o(p, a)56Fe
58Ni(p, e)55Co
60Ni{p, n)57Co
62Ni(p, Q. )59Co

Ni(p n) Co
12C (d p)$3(
'"C (d p) C
54Fe(d p)55Fe
5 Fe(d,p) 7Fe
9CO(d p)60Co

'8Ni(d, p) 59Ni

Ni(d, p) Ni

Ni{d,p)6 Ni

Fe(d, t) Fe
5 Fe(d, t ) 5Fe
59C o(d t }58C
6 Ni(d, t ) Ni
6 Ni(d, t )6 Ni

59Co{d,n)57Fe
60Ni. (d a. )58Co
62Ni (d ~ )60C o
54F e {3He,d) "Co

Fe(8He, n) Fe
'4Fe(G, ,p) "Co
59C o{e,p )62Ni
12C (p p ) 12C

12C (d d) f2C

'2C (average)

6
4
4

4
4

16
4
5
5
6
4

12
7

2

6

4
6

2

3
2

2

2

2

1
12
12
24

—3146.9 + 1.1
—1052.0+ 0.8

3240.4 ~ 1.4
-1335.1 ~ 0.9
-263.6 ~ 0.7

343.3 + 0.7
663.2 + 0.7

2 721.9 + 0.8
4022. 1 + 1.2
7072.3 + 1.7
5419.8+ 1.3
5266.3+ 1.3
6773.5 + 1.7
5596.1+1.3
4614.0 ~ 1.1

-7121.5 + 2.1
-4938.3 + 1.3
-4196.0+ 1.4
-5130.2 + 2.1
-4340.6 ~ 1.3

8659.3 + 3.2
6084.5+ 2.2
5611.2 + 2.4
-426.9+ 2.2
7199.6 ~ 2.6

-1770.3 ~1.8
-346.5+ 2.3

-4439.0 + 1.1
-4440.5 ~ 1.1
—4439.5+ 1.0

0.8
0 ' 8
1.2
0,9
0.7

0.7

0.7

0.4
0.8

0.8
0.7

0.7
0.9
0.5
0.5
1.6
0.7
1.1
1.8
1.0
2.6
1.7
2.1
2.1
2.3
1.7
2.3
0.5
0.7
0.4

0.7

0.2

0.7

0.3
0.1
0.1
0.2
0.6
0.8
1.5
1.2
1,2
1,4
1.2
1.0
1.4
1.0
0.9
1.1
0.9
1.8
1.3
1.3
0.4
1.1
0.6
0.2
1,0
0.9
0.9

1.1
6.6
2.5

23.2

—4.8
-11.8

0.1
-13.9
—1.5
—1.7
—0 ~ 6
-1.2

1.2
-2.6

2.5
7.1
6.7

0,5
—1,6
—0.2

5.2
-3.8
16.9
2.6

-1.4
1.6

0.05
5.14
0,64

33.60
1.83
4 ~ 70
0 44
0.01
5.16
0.59
1.49
0, 10
0.37
0 54
1.65
0.03
6.95
4.85
0.03
0.70
0,00
1.35
1.67

29.51
0.03
0.21
0.26

3.1

2. 6

2. 2

3.0
2. 8
2. 7

-0.1
-0.3
—0.4
-0.4
-0.3

0
-0.3
-0.4

0 4
0 4
0.3
0.3
0.3
1.6
1.8
1.9

—2.1
0.2

2.5
2. 7

0.1
0.1
0.1

9
10, 11

12
13

9

15
16

17, 18

13
19
15
16

9
19
14

9
20

sure
This column gives the sources for the excitation energies of low lying excited states for which Q values were mea-
d in addition to the ground state Q value.



10 CHARGED PARTICLE Q VALUES FOR REACTIONS ON C, . . . 2455

TABLE HI. Summation of reaction chains.

Reaction chain
Residual
particles

Q theory +total +random + +C BU
(ke V) (keV) (ke V) (ke V) (ke V)

6+12 —23
10 —17 —3 —6+ 20 —14 d+n -' He -t

+ 19 —13+4 —24
4 —24+26 —5+19 —13 d+n —He —I;

10—17 —3 —6 + 20 —14
+5 —26

20 —14+22 -18+12
-23

3+11—21
5 —26+10 —17 —3+ 18

—22
20 —14+ 22 -1S—6

-1.6 0.0 2.8

-3.4 0.0 3.8

0.9

-3.9
0.5

0.0 4.2

0.0 3.7

0.0 4.2

0.0 3.3

-14 322.0 -14 320.9 4, 9

—14 318.6 -14 320.9 4.5

2.8

3.0

3.2

2.4

—1.6

2.3

3 4

—1.3
-1.3

4.6
—5.8

0.5 0.1

—1.1 —1.1

0.9 1.].
—3.9 -5.1

a Numbers correspond to reactions in Table II and Fig. 4.
" The difference behveen the calculated and theoretical closures if our Q values had been

adjusted for a 2.5 pg/cm~ carbon buildup on the targets.

the change in angle between two successive Q-val-
ue measurements. In addition, we assume a pos-
sible 0.1 mm vertical motion of the beam spot and,
if a different plate holder rail is involved, a bp
=0.01 mm (items 5, 5, and 4 in Table I.)

4. Target contamination

Targets were transferred in air a, nd were not
prepared immediately before use. No corrections
or separate uncertainties, however, have been in-
cluded for the effects of target oxidation or dead
layers on the target surface, as a number of tests
indicate that the effects are small. Uniform oxi-
dation throughout the target would cause greater
energy loss, but this will be properly accounted for
in the target thickness correction described above.
Partial oxidation or a carbon or oil buildup on the

target would not have quite the same effect. The
chamber used was quite clean and no carbon build-
up was observed. A buildup of 5 pg/cm' of carbon
is enough to be observed visually and the effect of
partial oxidation might be as large, since the tar-
gets were all = 20 p.g/cm'. In column 9 of Table
II the Q-value shift that would be produced by a 5

pg /em' carbon layer is indicated. The correction
is significant only for reactions involving helions
but would, in general, force our measure me nts
away from the Q values of %G. Also, if a correc-
tion of one half the value in the table is applied, the
consistency tests described below are not as satis-
factory; see Tables III and IV. One reason for the
lack of an observable effect is that the target thick-
ness correction also partially compensates for a
dead layer, The energy loss is small for 5 p.g/cm'
of carbon, &5 keV, and the straggling is thus

TABLE IV. Comparison of (d,P) and (n, y) Q values.

Target
Q«v)'

(keV) X

Q«v)'
(keU)

gh
(ke V) Ref. '

i2(
'4Cr
'4Fe
56Fe
59(o
'8Ni

Ni
62Ni

9298.7
7646.0
7491.5
8999.4
7819.5
6840

~1.0
+ 0.5
+1.5
+1,0
+1.0
+2

4946.24 + 0.25 0.3 0.08

-1.8 Q. S3
-1.6 1.32
-Q.6 0.09
-1.3 0.43

1.2 0.53
-1.4 0.38

6246.3 + 0.4
929S.1 + 0.7

7491.1 y 1 d

7819.5 + 0,8

6838.2 + 0.7

0 4
—1.2

0.10
0.42

—Q. 2 0.01

1.1 0.52
0.4 0.09

12
21

17
17

(Q) =-0.74 keU
Most precise data (6) =-0.26 keV

(A) =0.1 keV

'Data from Ref. 1.
h 4 =Q (d,p) -Q (n, y) + 2224. 6 keV,' Later more precise data than Ref. l.
d The uncertainty is not given in Ref. 22 but is estimated to be &1 keV.
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large, &50%. Consequently the targets will appear
thicker than they actually are in our analysis and
partial compensation of 30-507O will occur. Final-
ly, several targets were reused after a lapse of
more than one month with no significant change in
the Q values measured.

IV. Q VALUE RESULTS

Our results are given in Table II and compared
with the Q values of WG. About one fourth of our
measurements are inconsistent with WG, which is
not statistically significant. In some cases, how-
ever, the discrepancy is quite large and in two
cases (reactions leading to "Co and "Cr) it ap-
pears that a measurement included by WG was in-
correct. Some of the other discrepancies may be
due to the "Fe mass doublet discussed by WG and
below. The 5BNig, a)"Co Q value of this work en-
tirely supercedes that of Ref. 2. The present num-
ber is 6 keV farther from the 1971 value, and the
change is due to the target stopping correction
which, as noted in Ref. 2, was not considered.

V. CONSISTENCY CHECKS

Zn

c.[

Ni
C
OP

E Go-
%i I

IU Fe—
I

Mn-

cr — '&

55 60
A

65 70

FIG. 4. Map of the region investigated in the present
work. Circles 0 indicate primary nuclei. The circles
are filled in for the targets used. Arrows indicate Q
values measured, and the solid arrows indicate the re-
actions in the interconnected set used in consistency
checks. The numbers correspond to the reaction list in
Table II and are useful in interpreting Table III.

A number of checks were performed to deter-
mine if the data are internally consistent within
the errors assigned and externally consistent with
previous data. In averaging the Q values over dif-
ferent final states in a single run the average
weighted variance (rv = X'(number of degrees of
freedom) was ~ =0.8. In averaging between runs
se =0.5. As there are about 100 degrees of free-
dom in each case this indicates that the random un-
certainties are possibly over estimated.

In two cases we measured parallel reactions.
The first is "Ni(p, u) "Co and "Co(n, p)"Ni. There
is only a single (o., P) run, however, and the sta-
tistics are inadequate. The measurements are
consistent although the agreement is not as good as

we would like. The other case is the (d, t) and
('He, o) reactions on "Fe, where the agreement is
excellent, and, as there are two runs of each re-
action, more significant.

Another set of tests was carried out on the
closed, connected subset of our data shown in Fig.
4 (see Table DI). First the Q values were summed
about the loops indicated in the table and the re-
sults compared with the expected values. For ex-
ample, the Q values forming the loop "Ni(p, e}-
"Co+ "Co(d, fi)'"Co —"Ni(d, a:)"Co„reactions 6
+12 —23 in the terminology of Tables II and III,
should sum to zero. We find the sum from our
measurements to be -1.6 keV, and the rms sum
of the errors is 2.8 (2.3) keV if the total (random)
uncertainties are used. In this procedure the ex-
pected values of those loops that do not close to
zero are found from the masses of a few light nu-
clei and they should have little error, The agree-
ment is good within the uncertainties (Table III).

Finally, a mass adjustment was made using the
data of Table II, keeping "Fe fixed to provide a
zero and using only the random part of the assigned
error. The result gave y'=4. 34 for six degrees of
freedom. This is a very stringent test as the sys-
tematic errors need not cancel even though only
our Q values are used, and the result indicates,
as above, that the random uncertainties are over-
estimated by =40/p. It is difficult to determine
whether a few or all of the random errors are too
large. The assigned values are our best estimates.

The existence of precise (n, y) values which par-
allel our (d, P) measurements provides a close ex-
ternal check for systematic uncertainties. The
comparisons are listed in Table IV. If we select
the most precise (n, y) values in the table, then for
eight Q values, y'=2. 97. If we use only the ran-
dom part of our error the X'=7.62. Further the
average of our (d, P) values lies only 0.26 keV be-
low the Q values calculated from the (n, y) mea-
surements. (If only the WG data is used the value
is -0.74 keV. } These facts indicate that our sys-
tematic error is perhaps overestimated. Also
many of the contributions to the systematic uncer-
tainty are larger for (d, P) Q values than other mea-
surements.

Another paper, in preparation, comparing ex-
citation energies measured by y decay with values
obtained with the 100 cm spectrograph will also
indicate very small systematic errors. We include
the excitation energy of the first excited state of
"C as an example as the measurements were made
simultaneously with the Q values. The agreement
between (f, P) and (d, d) is very good. The aver-
age agrees with the corrected y-ray values in
Nolen eI, al. '-' as well as with their value from a
charged particle measurement. The mass adjust-
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ment discussed below provides another check for
systematic differences.

VI. MASS ADJUSTMENT

In order to determine the effect of our measure-
ments on the masses of the nuclei involved and
further check the data's consistency, we performed
a mass adjustment in a limited region centered on
Co. We adjusted the masses of all the primary
nuclei of the 1971 evaluation for the elements from
Cr to Zn inclusive, using all the input data of WG

plus our Q values. While we did a least squares
fit, as did WG, there are a few differences that
should be noted. First, we assumed all masses
that were not adjusted to have no error. This will
cause some distortion but the buffer around the nu-
clei we actually measured, created by including a
fairly large number of extra nuclei on each end of
the region, should minimize such effects. If only
the WG data are used to adjust the region no mass
differs from WG by more than 0.7 keV, which is
some indication of the truncation error. Also, as
we wanted to observe the effect of our data, we did
no preaveraging of parallel reactions, e.g. (d, p)
and (n, y), between our data and that of WG, al-
though we retained al.l of their preaverages. The
results of the various fits described below are
found in Table V.

Before discussing the fits including our data
some remarks about the WG data in this region

are needed. There are 129 data and 52 variable
masses. However, X'=112 for a weighted variance
of =1.5, indicating possible inconsistencies in the
data. We can reduce so to 1 by removing only two
values. the "Cr(P )"Fe value and the "Fe mass
doublet discussed in WG. The first of these is
relatively unimportant, having almost no effect on
masses other tha. n "Cr. Our "Cr(d, g)"Cr va. lue
is in disagreement with both WG values and has a
small uncertainty. It does agree with a very pre-
cise (n, z) value recently published. "- Consequent-
ly the P-decay number should be removed from the
set. This removes "Cr from the class of primary
nuclei and so it has not been included in the fits
below.

The C,H, -"Fe"Cl mass doublet measurement
has more far reaching effects because there are a
large number of precise reaction Q values involv-
ing "Fe. This datum has a y'=16. 5 and this
prompted WG to point out that it is inconsistent
with other mass doublet measurements in the re-
gion. WG included the datum in their fit as they
apparently could not determine if this measurement
was incorrect or if the other doublets had a sys-
tematic error. They did not point out explicitly,
however, that if this single datum is excluded the
masses of "''-' "Fe and "'"'"Co, using our trun-
cated region, all increase by more than 5 keV, or
about twice the stated uncertainty, because of the
precise reaction measurements between them.
This effect lessens farther from "Fe but some

TABLE V, y for mass adjustments with various data sets.

Data used
Ref. 1 Present work

for selected data
5 Cr(P ) 5Mn Co(P'35 Fe Fe doublet '"'3In(p. y)~"Fe

Degrees
of

freedom
No. of.

variables

1
2

3

5
6
7

8
9

10
11
12
13
14
15

C

xe

14,2

18.8

0.0
0.0
b
b
b

26.3
25.9

b
b
b
b

lb. 5

16.0
16.1

b
b

21.5
21.4
21,1

b
b
b

,'3, 6
4,0

0
6.5

10.8
11,1
8.7

9.1
b
b

111.9
96.6
96.6
75.8

66.2
3.4

q d

] E

194.0
172.9
131.6
107.4
97.5

103.1

76
(5
74
73

6
6
6
6

101
99
98
97
96
96

52
51
J1
51.

51
13
13
1,'3

13
52
51
51
51
51
51

Fit does not include 5Cr as a variable and all data leading to '"Cr are removed.
" Datum deleted.

Fit uses only the data in the interconnected loop; see Fig. 4. The mass of ~6Fe is held fixed.
~ Same conditions as preceding fit except the Q values of the present work have been adjusted for a 2.5 pg/cm carbon

layer on the surface.
~ The same as c, but only the random part of the uncertainty is used,
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change persists throughout the region.
When our 26 data are added to the %'G set there

is an increase to m =1.9. By removing the "Co-
(I)')"Fe datum of WG we again have w =1.4. As
our two data leading to "Co and a recent "Fe-
(P, p)'Co measurement by Martin et af."agree,
we conclude that the P+ measurement is in error,
although the reason is not obvious.

Our measurements do not bear directly on the
believability of the "Fe mass doublet. What we

can hope to do is reduce the uncertainties in Q val-
ues so that the quality of the comparison between
the doublet in question and many other doublets is
improved. That is, while a comparison between
the doublet measurements i.n ""'Fe may not con-
clusively indicate which is wrong, if all doublet
measurements for 50 &A&60 could be compared
the question might be resolved, When our data are
added, the y' for the "Fe doublet increases from
16 to 21. Thus the closer ties to many other mass

doublets due to our measurements indicate that the
"Fe value is inconsistent with a large set of other
doublets. However, at the same time the 'Mn and
"Co doublets do not fit as well when our data are
used, although the y' contribution of all doublets
is not significantly changed. For the WG data set
the weighted variance drops from 1.3 to 1.0 when
the doublet is removed. When our data are added
the drop is from 1.3 to 1.1, although the reduction
in X' is slightly larger. The effects of the truncat-
ed space are more important when our data are
added, as the more precise Q values allow less
relative movement in the center section.

Another approach is to examine reactions be-
tween one of the nuclei "'""'Fe,'"""'"'Co, which
are tied together as described above, and a nu-
cleus outside the set. In Table II we see that a
number of such reactions, e.g. , 'Fe(P, n) and

(d, f), disagree with the WG Q values. However, in
fit number 14 where the "Fe doublet is excluded,

TABLE VI. '5'lass excesses for nuclei varied in the fits of Table V.

Mass Unc e rta inty
excess Uncertainty ' in M7&

A Element (keV) @eV) 1)f —M;~ (keV)

5Iass Uncertainty
excess Uncertainty in 1VI7~

Element (keV) (keV) M -M-f ReV)

56 Mn

Fe
Co
Ni

—56 908.2
—60 603.2
—56 035.0
—5,'3 905

57 Fe —60.177.5
Co —59 341.6

58 Fe —62 149.0
Co —59 843.6
Ni —60 226. 8

59 Fe —60 661.4
Co —62 226. 5
Ni —61 153.9

49 Cr -45 388

50 Cr —50 255.8

51 Cr -51446.0
Mn —48 239.4

52 C r —55 414.9
—50 705.0

53 Cr —55 283.7

Mn —54 686.7

54 C r —56 932.1
Mn —55 555. 7

Fe —56 250.6

55 iMn —57 709.5
Fe —57 477.7
Co —54 027.5

10

1.3
1.Q
2.2

1,9
3.9

1.9
1.0

1.9
:3.9
2.0

2.0
2.2

2.1

1.8
2

1.9
1.9

2.1

2.1

2.1

'3.3
1.9
2.1

0.0
0.6

0.1
0.0

0.1

P '7

0.5
Q

P7

-15.1

0.6

6.2
3.4

6.3
5.4

6.1

8.2

8.6
9?
8.7

10

1.9

1.8
5

2.2

2.2
2.4

2.3

'7 7

2

'3.3

2.6
2.5
3.0

11

2 5
2.6

2.6
3.5
3.1

3.7
2.9
3.0

60 Co -61 646.5

Ni -64 470.1
Cu -58 342.9

61 C o —62 901.8
Ni -64 219,4
Cu -61 974.2

Ni -66 746.6
Cu —62 799.6

63 Co —61 856
Ni —65 514.5
Cu —65 580.5

64 Ni —67 102.9
Cu -65 425. 1

Zn —66 000.6

65 iNi —65 127.0
Cu -67 259.4
Zn —65 908.5

66 Cu —66 254.4
Zn —68 894.2

67 Cu -67 301 ~ 7
Zn -67 876.4

68 Zn —70 004.1

69 Zn —68 415.9

70 Zn -69 559.6

71 Zn —67 332.1

1.9
1,9
4.9

2.9
2 0
3.0

1,9
4, 8

2.1

2.1

2
? '7

~ &

2.5

2

2

3.0
1.8

7.8
1.6

1.7

9.1
9.1
9.1

18.2
7.7
7.6

5.3
5 4

7.0
7.0
6.9

5.8

6.0
5

0.3

0.3
0.,'3

p 2

Q. ',3

0.1

0.0

3.0
3,0
5

18
3.1
,'3. 8

'3.2
5

19
3.3
3.3

3.8
3 4
3.4

,'3.6
,'3.5

3.7
3 ' 6

8

3.6

3.5

3.7

3,2

' This column does not represent the total uncertainty
in the mass as the fitting procedures introduce a sys-

tematic bias in the uncertainties, and to a lesser extent
in the masses.
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and the Fe-Co block then shifts, our measurements
have satisfactory variances. The results are not
entirely conclusive, but they tend to indicate that
the doublet should be discarded. We warn, as WG

did, that there may still be systematic errors in
the total masses. The relative Q values have been
improved, however.

A final questionable datum in WG is the "Mn-
(p, y)56Fe value. As seen in Table V, it has a
slightly high p' in the 1971 evaluation and any al-
teration in the data set increases its X'. Removal
has no large effect on the masses, but we prefer
fit number 14 and Table VI gives the masses and
changes from WG for this fit. Because we assumed
in making the fits that all masses not adjusted,
e.g. , the V and Ga masses used for some data in-
volving Cr and Zn, respectively, had no error, the
resulting masses in Table IV must be used care-
fully. In particular the uncertainties for extreme
A's are unrealistically small.

The masses are systematically higher than the
1971 Mass Table for 56 «A~65. At A=56 this
reflects the removal of the "Fe doublet. Near 4
=65 there is a decoupling effect because there are
no data with small uncertainties that connect nuclei
with A.+65 to those with A~65. This decoupling
means our truncation should not seriously bias the
data at the upper end. However, only a full fit as
performed by Wapstra and Gove and more data

near A =65 will show whether the systematic de-
viation we find is correct. The table is useful in
calculating Q values, but not their uncertainties,
in the region fitted.

In fits number 14 or 15 our data has an average
variance of slightly less than the rest of the data,
indicating good agreement, and we conclude that
the errors in the present work are properly de-
scribed by our analysis.

Vll. SUMMARY

Most of the 27 Q-value measurements reported
have uncertainties smaller, and for (/&, a) much

smaller, than those calculated in The 1971 Atomic
Mass Evaluation. Tests indicate that they are self-
consistent and, in general, agree with the 1971
values. The (d, p) Q values which range in magni-
tude from 2.7 to 7.0 MeV, are in excellent agree-
ment with (n, y) measurements. Our results in-
dicate that the 1971 masses for "Cr and "Co are
incorrect. The uncertainties for "Fe and "Co
have been reduced by about a factor of 5. The
problem of the "Fe mass doublet discussed by
Wapstra and Gove is not resolved, although indi-
cat;ions favor removal of the questionable datum.
The absolute values of the masses in the region
may still be in error by more than their assigned
uncertainties, although the Q values have been im-
pr oved.

fWork supported by the National Science Foundation un-
der Grant No. GP-27456.
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