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An off-shell effective-rangelike theory is developed for the low-energy two-nucleon 7' ma-
trix. It is shown that the parameters in the theory can be determined from on-shell scatter-
ing data. The parameters are determined from the 38, and 130 two-nucleon phase shifts, and
the validity of the off-shell formula is tested by means of examples. For the cases consid-
ered, the formula is found to work very well. A new proof for the separability of the two-
body T matrix near bound-state and resonance energies is given, This proof is based on the
properties of the T matrix in configuration space. A theorem on the factorization of the Jost
function is developed and used to solve the inversion problem for rank-two separable poten-
tials. Results are given for phase shifts that become hard-core phase shifts at high energies
and for tensor forces. These results allow one to construct a separable potential that has the
same on-shell T' matrix and bound-state wave function as a realistic local potential.

I. INTRODUCTION

In recent years it has become very clear that
the T matrix is an important concept in nuclear
physics. This operator has made its appearance
in several different areas of nuclear physics. In
particular, the 7 matrix plays an important role
in the theory of three-body systems, the nucleon-
nucleon bremsstrahlung amplitude can be expressed
in terms of it, and the reaction matrix of Brueck-
ner theory is related to it.

It was a mathematical difficulty which first
brought the T matrix into play in the three-body
problem; the difficulty being the presence of discon-
nected diagrams in the kernels of the Lippmann-
Schwinger! equations for the three-body system.

It was Faddeev®® who showed that one could rear-
range the equations so as to obtain integral equa-
tions with mathematically respectable kernels. In
the Faddeev scheme the kernels depend explicitly
on the off-shell two-body T matrix. Besides solv-
ing a mathematical problem, the appearance of the
T matrix in the Faddeev equations led to a partial
justification by Lovelace* of the separable approach
to the three-body problem initiated by Mitra.5

Off-shell T matrix elements also appear in the
formulation of the nucleon-nucleon bremsstrah-
lung problem given by Cromer and Sobel.® This
formulation describes the half-off-shell 7 matrix
in terms of the so-called quasiphase parameters.
These parameters are not, in general, determin-
able from elastic nucleon-nucleon scattering data,
and it is the sensitivity of the bremsstrahlung
cross section to these parameters that is the cen-
tral issue in the study of this phenomenon.

In systems with many particles, the 7 matrix
has also played a role. The reaction or G matrix
of Brueckner-Bethe-Goldstone (BBG) theory,”®

while not identical to the T matrix, is closely re-
lated to it. The G matrix differs from the 7 ma-
trix mainly because of the Pauli principle.® Be-
sides its application to nuclear matter, the BBG
theory has also been used to study finite nuclei.'®

It is thus very clear that the 7 matrix plays an
important role in nuclear physics. Once one real-
izes that off-shell T matrix elements occur in nu-
clear physics calculations, two related questions
arise. First, how much do we know about the off-
shell two-nucleon T matrix, and, second, how
sensitive are various calculations to the behavior
of the off-shell 7 matrix?

We give a partial answer to the first question by
developing a parametrization, of the low-energy
two-nucleon 7 matrix. This parameterization is
analogous to effective-range theory in that the pa-
rameters involved are the coefficients of a power
series inthe energy. Furthermore, it will be shown
that the separability of the low-energy T matrix
allows one to determine these parameters from on-
shell data. In contrast to effective-range theory,
these parameters depend on the phase shifts at
high energies as well as those at low energies.

We attack the other question raised above by
developing a systematic procedure for studying
the sensitivity of various nuclear physics calcula-
tions to the off-shell 7" matrix. In particular, a
method is given for constructing a separable po-
tential that has a given Jost function.! The Jost
function is determined by the phase shifts and the
bound-state energy of the two-body system; hence
this is equivalent to solving the inversion problem
for separable potentials. The inversion problem
for separable potentials has been studied by many
authors.'?~'" The work that is most relevant to
this paper is that of Fiedeldey,” who showed that
a rank-two central separable potential is not
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uniquely determined by the phase shift and bound-
state energy. Rather, one has an arbitrary form
factor, which allows one to vary the off-shell T
matrix while keeping the on-shell behavior fixed.
One can choose the form factor so that the poten-
tial reproduces a given two-body bound-state wave
function. In this paper we will rederive Fiedel~
dey’s results using a theorem for factoring the
Jost function which does not appear to have been
given before. Furthermore, we will generalize
Fiedeldey’s results in two ways. First, we will
find a separable potential which reproduces exact-
ly the on-shell behavior of a local potential with a
hard core. Since it is possible to solve the three-
body problem with hard-core potentials,®72° this
generalization will allow one to compare the re-
sults for three-body quantities obtained from local
hard-core potentials with those obtained from sep-
arable potentials with exactly the same on-shell

T matrix. The second generalization that will be
considered is tensor forces. The tensor force re-
sults include a procedure for finding a separable
potential which, besides producing a given set of
phase parameters, also reproduces a given bound-
state wave function. These results will allow one
to find a separable potential which reproduces the
on-shell T matrix as well as the deuteron wave
function of the realistic local potentials?! (Hamada-
Johnston, Yale, Reid).

In Sec. II we give the definition of the 7 matrix
and the normalization we will use in subsequent
sections. We also derive a power series expan-
sion for the half-off-shell extension function.??
This power series can be used to represent the
half-off-shell T matrix at low energies. We give
in Sec. III a new proof for the separability of the
T matrix at bound-state and resonance energies.
This proof, which is based on the properties of
the Jost function, is much simpler than those giv-
en by other authors,* 23 since it deals directly with
the Schridinger equation and does not rely on so-
phisticated mathematical concepts. The results
of Sec. II and Sec. III are combined in Sec. IV to
develop the off-shell effective-rangelike expan-
sion mentioned above. The parameters in the ex-
pansion are determined from the experimental
phase shifts. The validity of the expansion de-
pends on two circumstances; being at low ener-
gies and being near a bound state or resonance.

In Sec. V a theorem on the factorization of the
Jost function is derived and used to generalize
Fiedeldey’s results to phase shifts which behave
like hard-core phase shifts at high energies and
to tensor faces. Section VI is a discussion of the
results of the previous sections and gives sugges-
tions for future work. Unless stated otherwise, we
assume that 7and the mass of the nucleon are unity.

II. T MATRIX

The T matrix can be defined by the operator
equations

T(s)=V+VG(s)V,

G(s)= (s— B)2, @1

where V is the two-body potential, s is a complex
parameter, and H is the two-body Hamiltonian.
The resolvent or Green’s function G(s) is easily
shown to be the solution of the equations

G(s)=Gy(s) +Gy(s)VG(s),

=G,(s) +G(s)VGy(s), 2.2)

where
Gy(s)=(s —Hy) ™. (2.3)

H, is the kinetic-energy operator. The identity
(2.2) allows one to show that the 7" matrix (2.1) is
the solution of

T(s)=V+VGy(s)T(s),

= VA T(8)Gy(s)V . 2.4)

For the central-force case we will normalize the
eigenstates of H, and the orbital-angular-momen-
tum operators L? and L, according to

(FIplm) =212~V (p7)Y 1, (7). (2.5)

7 is the usual spherical Bessel function and Y,
is a spherical harmonic. The normalization (2.5)
implies the following result for the on-shell 7T ma-
trix:

(klm | T#2+i€) |klm)=—(2n%k) Le!®1sins,,

(2.6)
where §, is the phase shift for the Ith partial wave.
The normalization for tensor forces is given in
Sec. V.

We now show that the half-off-shell T matrix
can be expanded in a power series in the c.m. en-
ergy of the colliding particles. Consider the half-
off-shell extension function given by

Fp,R)=T p,k; k2+i€)/T (b, k;R?+i€), (2.7)

where the T/’s are the T matrix elements for the
Ith partial wave. Writing the matrix elements in
the coordinate representation, (2.7) becomes

foooj (p7)Vr)w (B, v)ridr

F/p,k)= (2.8)

[ T Von (e, riar

It has been assumed for simplicity that the poten-
tial V is local; it will become clear that the re-
sults will also obtain for nonlocal potentials.
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w,(k,7) is the physical solution of the Schrédinger
equation for the lth partial wave. If w,; is normal-
ized so that

sin(er —3ln +6,)

wilk,”) T T prsing, 2.9)
it is easy to show that
0
-k j 7 1er) VW (¥ )r2dr = 1. (2.10)
0

Using (2.10), (2.8) can be written in the form

Fip, )= (0/0) =k [ Lipr) = (p/8) 0]

XV@r)w, (-, r)ridy . (2.11)

Combining (2.11) and the series expansion for j,,
we arrive at the result

o]
i (2)" (02" - R27)

FI(P,k)=(17/k)l—kP n!(2l+1+2n)!!

n=1

]
Xf P22 (Y (B, v ) . (2.12)
(o]

To lowest order in the energies k% and p?, the ex-
pansion becomes

Fip,R)=(p/R)[1+30 2R -p*) +-+],  (2.13)
where

[t evem (0, 1ar
Ap=—0 . (2.14)

(21 +3)f°°r’+2V('r)w,(O, v)dr

We shall call the A;’s the off-shell lengths (OSL).
The normalization (2.10) has been made explicit in
(2.14). We shall see in Sec. III that for the two-
nucleon problem, ;% can actually be determined
from the S-wave phase shifts. For the higher par-
tial waves, one can estimate the OSL’s by approx-
imating the wave function w; by the free wave

j;- This gives from (2.14)

0
f r2 4V (y)dr
Xlzz 2 © .
(2z+3)f v 2V () dy
o

(2.15)

Clearly in this approximation, 2, is sensitive only
to the long-range part of the potential. Assuming
V(r) is a Yukawa potential of range p~!, (2.15)
gives

A2~ (20+2)/ 2. (2.16)

III. SEPARABLE APPROXIMATION

In this section a new proof for the separability
of the T matrix is given. In contrast to other
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proofs,* 23 this proof is based on the behavior of
the T matrix in configuration space.

The separability of the 7 matrix arises from the
separability of the Green’s function G(s) which ap-
pears in (2.1) when s is in the vicinity of a reso-
nance or bound-state energy. In configuration
space, the Green’s function for the Ith partial
wave is the solution of

2 I(l+1 + n= ’
<k2+:—rz——(7:——l- V("’)) Gilks7,r )‘5("’_"(3)’1)

with an outgoing-wave boundary condition. The
Green’s function is constructed from the solutions
of the Schrodinger equation

dz I1(l+1)
2,7 - =
(k +d1'2 2 Vir))=0. (3.2)
The construction is given in Newton’s book,?* so
we will simply quote the relevant definitions and
results. One introduces two classes of solutions
of (3.2); the regular solutions defined by the bound-
ary condition

limr-l-ld) Z(k;7)=1; (3-3)

r—0
and the irregular solutions defined by

lim e *7f, (b, 7)=1. (3.4)

Ir— oo

The Wronskian® of these solutions gives the so-
called Jost functions F, according to

Fr®)=w(f,9,). (3.5)

The regular solution ¢, is related to the irregular
solutions f,, by

¢ (b, 7)= (2ik) " F ;- (B) 1, (&, 7) = F 1, (B) ;- (R, 7)].

(3.6)
The Green’s function is given by
Gi(ry7r,v')= - ot ?;:l)f;;)(k’rﬁ’ (3.7)
where
filk,v)=f . (k,7), (3.8)
Fyk)=F (). (3.9)
F,and F,. are related by
F,_ (R)=F (-k). (3.10)

The separability of G; when %2 is near a bound-
state or resonance energy k.2 follows from the
fact that the bound-state and resonance energies

are determined by
Fky)=0. (3.11)

From (3.6)—(3.11) it then follows that
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¢ (o, 7) = F ((=ko)f (B0, 7)/ 28k, , (3.12)
and
. , F (=R (o, (Bg, 7’
Gik;r,r")=~ i 0)]2:{;0013‘:,(]){)1(’?0 ¥ ), k=k,.
(3.13)

Putting (3.13) in (2.1) and writing the 7 matrix in
momentum space, we have

Ti(p,q;k*+i€)= —F—Aﬁ——’(;ﬁk)jgj%)f’(q), k=k,,
(3.14)

where

gi(p) = @n?) 2 f i PV V) ko, P . (3.15)

The T matrix (3.14) has the normalization given by
(2.6).

We now examine the nature of the zero of (3.11);
more precisely, we write

Fyk)=F (ko) ko) + -+ (3.16)

(the dot means derivative) and try to determine
whether or not F,(&,) vanishes. For the case of a
bound state where k,=ilk,|, Newton'"?* has shown
that F,(k,) cannot vanish. His proof is based on
demonstrating that

2kl (k) -2k0f°°drf,2(ko, 7). (3.17)

Fl(_ko)

From (3.12) and the positive definite nature of the
integrand in (3.17), the result follows immediate-
ly. For a resonance, &, is in the lower half of the
k plane; clearly the integral in (3.17) does not ex-
ist in this case, since f,(,,7) will blow up expo-
nentially at infinity. Newton’s derivation of (3.17)
can be easily modified, however, to show that

2k oF (ko) /F (=ky) = =i +kop (3.18)
where
p=2f°°[e2“fo’ —f ko, 7))ar . (3.19)
(4]

We see that F", does not vanish if 2,p is not iden-
tically {.2® Assuming k,p =i, (3.14) becomes, us-
ing (3.16) and (3.18),

g:(p)g(a) N
G=kop)le—Fg)» =R (320
Everything in (3.20) is determined from the func-
tion f,(k,, ) and, of course, k,. We shall use the
results of this section in the next in order to ob-
tain a convenient parametrization of the two-nucle-
on T matrix at low energies.

Typ,q;R*+i€)=

OFF-SHELL T MATRIX AND JOST FUNCTION 1913

IV. OFF-SHELL EFFECTIVE-RANGE THEORY

We begin by defining another Jost function'® 2%:

kle-iwl/ZF (k)

== 4.1)
This Jost function has the high-energy behavior
’1i[m fik)=1, (4.2)
k= w

and is related to the phase shift §; by
Filk)= If k)1 e 18100, (4.3)

This Jost function is determined completely by the
phase shift and the bound-state energies E, by the
formula

rw=11(1-52) exo(} [“REUED )

hence, in principle, it is determinable from ex-
periment.

Using (2.6) and (4.3), we can write the on-shell
T matrix in the form

. Imf,(k)
. p2 = \®)
Tk, k;k?+ic€) 2%kt ) (4.5)

At low energies the two-nucleon 7 matrix can be
approximated by

2oy f(CRIE(D)g(q)

T(p,q;k* +ie€) 2k ) (4.6)
where we have used (3.14) and (4.1) and have
dropped the subscript /=0, since we are only in-
terested in s waves. Comparing the on-shell limit
of (4.6) with (4.5), one can easily show that

T(p,q;k*+i€)~F(p,k)T(k,k;k*+i€)F(q,k),
@.7

where

_( RImf(p)\'?
F(p,k) <ﬂmﬂk)> . (4.8)

Thus from (4.4), (4.7), and (4.8), we see that the
two-nucleon 7 matrix at low energies is deter-
mined by on-shell data and the deuteron binding
energy. Note, however, that it depends on the
high-energy phase shift since the integral in (4.4)
extends over all positive energies. The approx-
imation (4.7) is the separable form suggested by
Kowalski and Noyes.?? What we have shown is that
the half-off-shell extension function F at low mo-
menta can be determined from the phase shift and
deuteron binding energy.

We note that (4.8) is exact for a one-term sep-
arable potential. We also point out that the nota-
tion Imf (%) is, strictly speaking, valid only for %
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real. As will become clear below, one must ob-
tain Imf (%) for % real and then analytically continue
the function so obtained off the real axis.

We now look for a convenient way of paramet-
rization F at low momenta. According to (2.12)
and (2.13), it is possible to expand F as a power
series in % and #2. In order to do this we consid-
er the analytic structure of the Jost function at
low momenta. It is shown in Ref. 11 that if the
potential satisfies the conditions

o]

f Arv|V(r)l <,
0
0

f drv?|V(r)| <,
0

o0
f drv | V(r)le?® <o,
0

then the Jost function f(%) is analytic in
Imk>-a.

We can therefore expand the Jost function in a pow-
er series about the origin with a radius of converg-
ence a; i.e., we have

f(k)=2%k”, Il <a. 4.9)

For a potential with a one-pion-exchange tail the
radius of convergence corresponds to a c.m. ener-
gy of about 5 MeV. Using the fact that the Jost
function satisfies!® 2

f(=k)=r*k), Imk=0, (4.10)
it is straightforward to show that
PR Do ey L (4.11)
n=0

From the ratio test for the convergence of a pow-
er series, it follows immediately that (4.11) has
the same radius of convergence as (4.9). Writing
(4.11) in the form

oo
Imf(k
————£( )=c0nstZAﬂ2”(—)”k2” R

(4.12)
n=0
with
Ao=1,
and then substituting into (4.8), we find
F(p,k)=1-3A2(p% - k%) - 30 *R*(p* - k?)
+GAS - A (P R+ e (4.13)

By comparing (2.12), (4.12), and (4.13), we see
that the expansion coefficients for the half-off-
shell extension function are approximately given
by the expansion coefficients for the imaginary

part of the Jost function. This approximate equal-
ity depends, of course, on just how good the sep-
arable approximation (4.8) is. In order to get a
feeling for the expansion coefficients A ,, it is con-
venient to consider the Jost function correspond-
ing to a phase shift 6 which is given exactly by ef-

fective-range theory; i.e.,
kcotd=—1/a+3rk?. (4.14)

For this phase shift, one can very easily do the in-
tegral in (4.4) by contour integration and show that

fR) =k -ip,)/(k+iB,), (4.15)
where

B=[1- (1 -2ry/a)?]/r,, (4.16)

By=[1+(1-2ry/a)"?]/7,. (4.17)

One then finds from (4.15) that all the expansion
coefficients A, have the value

A,=B"1, (4.18)

If we take for the scattering lengths and the effec-
tive ranges the values

a,=5.396 F,
76:=1.726 F,
a;=-23.618 F,
VYos =2.TF,

n=12,3,....

(4.19)

we find
B,y '=1.079 F,
Bys '=1.281 F.

We thus expect that for the actual phase shift all
the A,’s are of order of magnitude 1 F.

We now turn to finding the lowest A ,’s for a real-
istic set of 35, and S, phase shifts. Below 10 MeV
(lab) we use effective-range theory with the pa-
rameters (4.10). Above 10 MeV we use the Yale
phase parameters.?” One could, in principle, ob-
tain the A,’s by doing the integral in (4.4) numer-
ically, however, it has been found to be more con-
venient to fit the phase shifts with simple poten-
tials and then to extract the A,’s from the Jost
functions the potentials give rise to. Two poten-
tials have been considered: A hard-core square-
well (HCSW) potential defined by

(4.20)

Vir)==, 0<r<c,
=-V,, c<r<b+tc, (4.21)
=0, r>b+c;
and the Morse potential?®
V)= Vyle 2r=/b —ge-r-er/by, (4.22)

Using (3.5) and (4.1), it is easy to show that for a
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well-behaved potential the S-wave Jost function is
simply given by [see (3.4) and (3.8)]

fk)=f(,0).

For a hard-core potential such as (4.21), the S-
wave Jost function®® is given by

fk)=fk,c).

Solving the S-wave Schrddinger equation with the
boundary condition given by the upper signs in
(3.4), we find the Morse-potential Jost function to
be

fu®)=e"¥2M(4, B, ¢),
g= 2V01/2b ec/b ,
A=3(1-2ikd) -V, V%,
B=1-2ikb.

(4.23)

(4.24)

(4.25)

We are using units in which 7 and the nucleon
mass are unity. The function M in (4.25) is the
confluent hypergeometric function.*® The param-
eter £ turns out to be quite large, so we can use
the asymptotic form for M. This gives

fur(B)=e¥2T(B)E4™E/T(4).

From (4.3) we can determine the phase shift and
hence the effective-range parameters. These turn
out to be

(4.26)

a=¢+b[2y+1In(2V,Y20) +9 Ox)],
ro=2a—-2(0%/a?)[8:(3)+3Y P(x)],

—1
xXx=3 - Vollzb,

(4.27)

where y is Euler’s constant, the ¥ ™’s are poly-
gamma functions,®® and ¢ is the Riemann zeta func-
tion. Formulas for A, and A, were obtained from
(4.12) and (4.26) and are given below:

A2=}ala -7y + 0 4n* — 39 Ow)], (4.28)

Ajt=3a% - 3a%,+1a%r 2 — aPr,®
+3a(a = r)o?[51% - 59 V(x)]

+ [_1;0_774 - 16‘7724) (1)(x) — _z%d)(s)(x) + %Z/) (m(x)]b‘* ,

where P, the shape parameter, is given by

P=1la/ry) - 3(a/ro)?+ t(a/v,)?

= (0%/a®r [ 2L (5) + s “ )] -

The three parameters in the potential (4.22) were
determined by solving (4.27) for b and ¢ and then
doing a least-squares fit to the phase shifts above
10 MeV (lab) so as to find the best value for V.
The results are given in Table I.

The Jost function for the hard-core potential
(4.21) turns out to be

AND JOST FUNCTION 1915

frc (&) =e*®*°) (% coskd — ik sink b)

K= (V,+k3)V2, (4.29)

The parameters of interest are given below
a=b+c— (tan V,"/2) /V V2 ,

@ +¢)2%(b - 2¢) _2c(btc) a-c
3a® a Voa?’
(4.30)

ro=b+2c

2_2=C (a—b—c)(b+c)c+(b+c)3
2Vaa 2a 6a ’

3a--c) . b3 . (@a=c)(8b+2c)c
8Vyia 8V 8V,a

brcyla=b=c)b=c) (b+c)®
24q 120a °

The potential parameters were determined by fol-
lowing the same procedure as for the Morse poten-
tial. The results are presented in Table II. It is
seen by comparing Tables I and II that the two

sets of expansion parameters do not agree with
each other; however, if one puts numbers into
(4.13) it is found that the values of the half-off-
shell extension function calculated with the two
different sets agree with each other to better than
1% in the low-energy region (up to 20 MeV in the
lab frame). Even though either set can be used

we choose for the sake of definiteness the 3S, pa-
rameters given by the HCSW potential and the 'S,
parameters given by the Morse potential, since
the corresponding potentials give the best fits.

For convenience, we give these values in Table III.

Ay

A=

TABLE 1. Parameters for the Morse potential.

Vo b c A1 Az

State  (MeV) (F) (F) (F) (F)
331 109.61 0.3584 0.8531  0.9035  0.8132
150 43.05 0.4722 1.0112 1.1796 1.0723

TABLE II. Parameters for the hard-core square-well

potential.
Vo b c Ay A,
State (MeV) (F) (F) (F) (F)
381 44.57 1.776 0.1402 0.8701 0.7118
180 17.84 2.306 0.1372 1.1185 0.9118

TABLE III. Best values for the off-shell expansion

parameters.
Ay A,
State (F) (F)
38, 0.87 0.71
1, 1.18 1.07
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TABLE IV. Comparison of 351 half-off-shell extension

functions F(p,k) for the hard-core square-well potential.

mpd /M Exact Jost-function Series
(MeV) Fp,k)? atpproxima.tionb expansion®
0 0.98 0.98 0.98
5 0.94 0.94 0.94
10 0.89 0.89 0.89
15 0.85 0.85 0.85
20 0.81 0.81 0.81
25 0.77 0.78 0.78
30 0.73 0.74 0.74
35 0.70 0.70 0.71
40 0.66 0.67 0.67

aR(p,k) is calculated from (2.7) using 7%%/M = —2.225
MeV.

YThis column is calculated from (4.8).

®This column is calculated from (4.13) using Ay and A,
from Table III.

In Table IV, a comparison is made for the case
of the 35, HCSW potential of the exact half-off-
shell extension function F [see (2.7) and (2.8)],
the Jost function approximation for F given by
(4.8), and the series for F given by (4.13). The
comparison is made for 7#%%/M equal to the bind-
ing energy of the deuteron. It is seen that the
three sets of values for F agree extremely well.
In Table V, a comparison is made for the case of
the S, HCSW potential of the same three functions
for 7%k2/M equal to 10 MeV. It is seen that the
values of the Jost function approximation to F
agree very well with the exact values over the en-
ergy range considered, and the series expansion
is in good agreement for values of 7#%%/M up to
about 20 MeV (c.m.). Comparisons of this type
have also been made at other energies in the
range from —40 MeV up to +40 MeV, and it has
been found that the accuracy of the approxima-

TABLE V. Comparison of 1S, half-off-shell extension

functions F(p,k) for the hard-core square-well potential.

#pi/M Exact Jost function Series
(MeV) F(p,k)? approximation® expansion®
0 1.17 1.17 1.17
5 1.08 1.08 1.08
10 1.00 1.00 1.00
15 0.92 0.92 0.93
20 0.85 0.85 0.88
25 0.78 0.78 0.83
30 0.71 0.72 0.80
35 0.65 0.66 0.78
40 0.59 0.61 0.77

3F(p,k) is calculated from (2.7) using 7%£%/M =10 MeV.

bThis column is calculated from (4.8).
©This column is calculated from (4.13) using Ay and A,
from Table III.

tions indicated by Tables IV and V is typical. The
Jost-function approximation is very good in both
spin states; the series expansion of F gives very
good values in the 35, state and reasonably good
values for the S, state. The fact that the series
expansion does somewhat better in the 3S, state
can be traced to the smaller values for the 3S,
expansion parameters (see Table III).

V. LOCAL AND NONLOCAL POTENTIALS WITH THE
SAME JOST FUNCTION

A. Central Forces

In this section we will consider the problem of
finding a central separable potential that has the
same Jost function as a given central local poten-
tial. From (4.4) it follows that the Jost function
is determined from the phase shifts and bound-
state energies; therefore, this amounts to solving
the inversion problem for separable potentials.
The inversion problem for one-term separable po-
tentials has been studied by many authors for cen-
tral as well as tensor forces.'?"!" Fiedeldey!” has
considered the inversion problem for two-term
separable central potentials. Thus, the necessary
relations for finding a separable potential which
has a given Jost function can easily be obtained in
the literature. However, we prefer to derive the
results from scratch, since we feel our derivation
is concise, and also it is the basis for our general-
ization to tensor forces and potentials with hard
cores.

Unless otherwise stated, we will assume the
Jost function f,(¢) [see (4.1) and (3.5)] is analytic
in the upper half of the 2 plane and satisfies the
relations!l 2

Ili‘m fie)=1, Imk>0, (5.1)

fl(_k)zfl*(k), Imk=0. (5.2)

These assumptions allow us to write the disper-
sion relation
0 ’ ’
Ref (k) = 1+%Pf ap B L0 ik)
o]

k/2_k2 H (5‘3)

where P means principal value. Our normaliza-
tion (see Sec. II) is such that the partial-wave T
matrix equation takes the form

4nx’dx
s — 2 11l 458).

(5.4)

Tp,q;8)=Vp,q) +f Vip,x)
)

We begin by considering the simplest case;
namely, a one-term separable potential

Vip,a)=g,p)\18.q) . (5.5)

From (5.4) it follows that this potential gives rise
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to the T matrix
T(p,q;k*+i€e)=V,(p,q)/D,k),

where

D,(k)= 1+f

© X
=1+ Pf —lg—l—(i‘—)gid—ﬂ an%ikn g 2(k) .

(5.6)

)\lgl (x)4mxdx
x2-k%2—je ’

(5.7)

The second form of D, follows from the identity

1
xz—kz—iE_sz—k

S+mid(? - k2. (5.8)
The function D,(%) is the Jost function for the po-
tential (5.5). If we want D,(%) to be the Jost func-
tion f,(¢) for some local potential we simply
choose

)\Iglz(k) = (27r2k)'11mf,(k) , (5.9)
or using (4.3)
X8 2(R)=—(2m%k) 1 If (R) | sind (&) . (5.10)

If we use (5.3) it then follows that D,() =f (k).
From (3.5) and (4.1) it follows that if one can
solve the radial Schrddinger equation for a local
potential, one can easily obtain the Jost function
and hence from (5.9) the factors in the separable
potential which produces a phase shift and bound-
state energy which are identical to those produced
by the local potential. Of course [see (5.10)] this
procedure only works if sind,(¢) has one sign for
all positive energies, otherwise g,;(¢) will be real
for some momenta and imaginary for others. One
can get around this by allowing the coupling con-
stant X, to change sign as sind, changes, however,
this makes the potential energy dependent.

In order to avoid using energy-dependent poten-
tials, we consider separable potentials of higher
rank, in particular, two-term separable poten-
tials. The basic idea we will use is to factor the
Jost function into pieces, each of which has a
phase [see (4.3)] whose sine is of one sign; i.e.,
we write

filk)= _I”Ifé”’(k), (5.11)
i=1
where
f;”)(k) = Ifim(k) le-i&‘f)(l\')

and sind{’(¢) is of one sign. This procedure can
be carried out by means of an identity which we
now derive. In Newton'™2! it is shown that the
Jost function f,;(k) is identical to the Fredholm de-
terminant of the operator that appears in the Lipp-
mann-Schwinger equation (5.4). In a highly sym-
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bolic operator notation we have

£ k) =det[1-Go(s)V], (5.13)
where

Go(s)=(s —Hy)™*.

H, is the kinetic-energy operator. It is under-
stood that in working out the determinant in (5.13),
we work only in the subspace of the /th partial
wave. Let us divide the potential V into two parts:

V=V,+V,. (5.14)

Corresponding to the first part V,, we have a
Green’s function or resolvent G,(s) which satisfies
the equations

G,(s)=Gy(s) +Gy(s)V,G,(s),
=Gy (s) +G(5)V,Gols) - (5.15)
Using (5.15) it is easy to show that
1-Gy(s)V=[1-Gys)V,][1-G,(s)V,].  (5.16)

Combining (5.16) with (5.13), we have
fiR)=fPRY PR),

where
FiPk)=det[1-Gy(s)V,],
P (k) =det[1-G,(s)V,].

This result can easily be generalized. In general,
we let

V=5V, (5.17)
i=1
and define G,(s) as the solution of
Gj(s)=G1-1(s)+G1-1(S)V1‘Gi(S)
_ (5.18)
=G;-,(8)+G,(5)V,G;_y(s).
We then have
l—Go(s)V=1II [1-G,_,(s)V,] (5.19)
=1
and
k)= TI 7§ () (5.20)
i=1
with
FiR)=det[1-G,;_,(s)V,]. (5.21)

If we assume that each of the V,; are separable,
i.e.,

V= 1oa el

then it is easy to invert the operator 1-G;_,(s)V;
and find its determinant. The result is

F=1=2(i1G;_ (s)15).

(5.22)

(5.23)
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Also it is a straightforward matter to show from
(5.18) and (5.23) that

L, (i |
)
Thus, each G; can be obtained from the one below
it.

We now apply these identities to the inversion
problem. Assume we have a separable potential
V, [see (5.22)] which produces a phase shift 0,.
There are, of course, several types of V,’s to
consider: V, can be attractive or repulsive; if
attractive, it may or may not produce a bound
state. For now we will assume V, is attractive
and produces a bound state. In particular we
choose

Gi(s)=G;_,(s)+G;_,(s) G, (s). (5.24)

UIBYBI|U

(BIUIB)’ (5.25)

V.=
where U is the potential whose on-shell T matrix
is to be reproduced by the separable potential we
will find, and [B) is the bound state of the poten-
tial U, i.e

(H,+U)|B)= |B)B. (5.26)

The potential V, is the so-called unitary-pole ap-
proximation for the potential U.3* From (5.23) the
Jost function for V, is

_(BIUGs)U1B)

e N Tl

(5.27)
One easily sees from (5.26) that f{*(¢) vanishes at
k, where

k2=B. (5.28)

Let f,(k) be the Jost function corresponding to U.
We want our two-term separable potential to have
the same Jost function as U. Let

PR)=f(R)/fPR). (5.29)

Since f (k) and f{(£) both vanish at k,, f?(&) is
analytic in the upper half of the 2 plane. It also
satisfies the conditions (5.1) and (5.2); hence it
obeys the dispersion relation (5.3), i.e

k' Imf (k")

s (5.30)

2 o0
Ref @ (k)= 1+;Pf ar’
0

We now introduce the continuum eigenstates of the
potential V,. These are given by

RIm]®=[1+G (k% +i€)T,(k®+i€)] 1kIm), (5.31)
where T, is the T matrix of V, which is
T.(s)=V/f{P(R), s=kZ+ic. (5.32)

It is well known that the incoming and outgoing
eigenstates are related by the S matrix.'"3 The
relation is

G. FUDA 1

|klm] ™= |klm] O 215:"” (5.33)
where 6; is the phase shift produced by V,. It is
convenient to use the states defined by

\klm]= |klm]® #1570 (5.34)
These states obey the relation

[plm | kIm]=6(p - k)/4mpk . (5.35)

We assume the second separable potential V, [see
(5.22)] has its factors given by

0
12) =f Iklm)ank?dk v (). (5.36)
0
Using the fact that
G,(s)=(s—Hy-V,)! (5.37)
it follows from (5.23) and (5.36) that
Mo 20 )dmxdx
£ 1_1____
(£)=1- f bl (5.38)
It is clear from (5.30) that we must have
APv A(R) = (2m2%R) " Imf P (k) . (5.39)

The two-term separable potential (V,+V,) will
now reproduce the Jost function f;(k¢). From (4.3)
and the similar relation for f{¥(2), we have from
(5.29) that

'fl(k) |e—i(5l —5;1))
|f21)(k)| )

and therefore from (5.39)

If ()| sin[5,() - 6{°(k)]
27k '

P®= (5.40)

A0 2 (R) = —

Thus in order for (5.39) to make sense, §,— 5"
must always be of one sign.

Using (5.8), (5.31), and (5.34), we can write
(5.36) in the form

(plm12)=v(p) cosdP(p)

+Pf°° 4nk’dk T (p, k; k% +i€)
0

k2 _pz

1)
e-ié 1 (k)v l(k) i
(5.41)

This is the final result for the factor in the sec-
ond separable potential. From (5.36) it is clear
that

V,IB)=0;

hence the two-term potential has |B) as its bound
state.

Although the formula (5.41) was derived assum-
ing V, was attractive and produces a bound state,
it is clearly also valid if V, does not produce a
bound state or even if V| is repulsive. It is only
necessary to write, instead of (5.25),
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V= IO

The factor |1) and strength A, can be almost any-

thing, as long as 6;—- 5" is of one sign.

B. Hard-Core Potentials and Tensor Forces

The case of hard-core potentials requires spe-
cial consideration, since the Jost function for
such potentials does not satisfy (5.1). From (4.3)
it is clear that this is related to the fact that the
phase shift for a hard-core potential does not van-
ish at high energies. This difficulty can be cir-
cumvented. We break up the separable potential
that is going to reproduce the hard-core poten-
tial’s phase shift into two parts: The first part is
taken to be a separable potential which produces
a pure hard-core phase shift; the second part is
chosen then to give a total phase shift which is
identical to the phase shift of the original hard-
core potential. The difference between the total
phase shift and the pure hard-core phase shift is,
of course, well behaved at high energies. The
separable potential which gives a pure hard-core
phase shift is the so-called hard-shell potential
given by

VE,F)=) 25600 = )Y 1, #) Y, *#)6 (' = ¢)
Lm
(5.42)

with the understanding that the strength A becomes
infinite. If we insert the momentum representa-
tion of (5.42) into (5.4), it is easy to show that the
hard-shell T matrix is given by33

TS (p, q; k2 + 1€) = L2V 14¢)

2% (RO EC) (5.43)

In order to obtain a sensible Jost function?® for the
hard-shell potential and for hard-core potentials,
one must simply change the definition of the reg-
ular solution of the radial Schrédinger equation
from (3.3) to

¢ (k,c)=0,
¢l’(k,c)=1.

One can still use (3.4), (3.5), and (4.1). The hard-
shell and pure hard-core Jost functions are the
same and are given by

IR =™ eh{P(Re)/(21+ 1)L,

(5.44)

(5.45)

One easily checks that the negative of the phase of
) is the hard-core phase shift. The Jost function
for a potential with forces outside the core is giv-
en by?®

Fuy =R Ttk o)

OEST (5.46)

where f,(k, c) is obtained from the irregular solu-
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tion defined by the upper signs in (3.4). The sep-
arable potential that must be added to the hard-
shell potential is obtained from (5.45), (5.46),
(5.29), (5.39), and (5.41). The steps leading to
(5.41) are legitimate, since f{?(%) [see (5.29)] be-
haves properly for infinite momentum. In (5.41)
we identify 6?’ as the pure hard-core phase shift
and 7T, as the hard-shell T matrix (5.43).

We now turn our attention to tensor forces. Of
course we need only consider those two-nucleon
states of total angular momentum J whose spin S
is 1 and whose parity is (=)/*1. For such states
there is a coupling between states of orbital angu-
lar momentum L=J+1., For uncoupled states the
previous analyses can be used. As our basis func-
tions we choose

IpLSIM) = |pL) | LSIM) (5.47)

where
(rIpL)=(20%) Y% (p7)

and | LSJM) is a vector spherical harmonic.* In
order to simplify notation, we introduce a two-
component row matrix

IQE)=[1kdJ=11IM)|IkI+11JM)] (5.48)
and its adjoint
<9(k)l=[gz j:i 1 jg{] (5.49)

Any operator whose matrix elements are taken
with respect to the two-component entities (5.48)
and (5.49) will be underlined; e.g., we write

T(p,q;8)=Qp)IT(s)IRq)) .

It is well known3® that on the energy shell the T
matrix (5.50) can be written in the form

Tk, k; R +i€)=—(2m%)"'U(R)

e!% ginda 0
X 188 o
0 e sindp

(5.50)

] Uk),
(5.51)

where the real orthogonal matrix U is given by

U(k)z[cose(k) —sine(k):l'

sine(k2) cose(k) (5.52)

Here the tilde means transpose; 0§, 5 and € are
the Blatt-Biedenharn eigenphases and coupling
parameter.
The T matrix (5.50) is the solution of the equa-
tion
0 2
z(p,q;s)=z(p,q)+fo V(p, )

T(x,q;s).

(5.53)
It is very easy to give a solution of the tensor-
force ipversion problem if one only requires the
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separable potential to have a certain on-shell be-
havior and to produce a bound state at a certain
energy. It is more difficult to solve the inversion
problem if one demands that the separable poten-
tial also give a particular bound-state wave func-
tion. We consider the simpler problem first.

The on-shell T matrix [see (5.51)] is obviously
diagonalized by the orthogonal matrix U; i.e., we
have

U(k)T(k, k; k?+i€)UR)=T'(k, ks k> +i€), (5.54)

where 7’ is the diagonal matrix that appears ex-
plicitly in (5.51). We assume that the off-shell T
matrix and the potential are also diagonalized by
U; i.e., we assume

U(P)T(p,q;5)U@)=T'(p,q;5), (5.55)

TPV, 9)U@)=V'(p,9), (5.56)

where the primes on the right-hand side of (5.55)
and (5.56) indicate that the matrices are diagonal.
With this assumption, the equations in (5.53) can
be uncoupled by applying the transformation U.
The uncoupled equations are

dnxdx
s — 52 Ly%:4;5),

TY(p,a;8)=Vi(p,0)+]| Vy(p,x)
0

y=a,8.  (5.57)

T’y and V', are the diagonal matrix elements of T’
and V’. We define one Jost function for the a
channel and one for the 8 channel by [see (4.4)]

-5 oslt 4547

y=a,p. (5.58)

We can apply the central-force analysis to each
channel separately in order to find the separable
Vy(p,q)’s that give the Jost functions (5.58).

We now turn our attention to the more difficult
inversion problem. We assume the separable po-
tential is the sum of two parts, i.e.,

V=V, +V,. (5.59)

Corresponding to this separation of the potential,
the T matrix can be separated into two parts ac-
cording to the relations3®

T(s)= Tl(s) +[1 + T1(S)Go(s)]Tz(s)[1 +Go(s)T1(s)] s

(5.60)
T, (s)=V,+V,G,(s)T,(s) ,
=V, +T,(8)G(s)Vy, (5.61)
Ta(s) =V,+ VZG1(S)T2(S) ,
=V, + T,(8)G,(s)V,. (5.62)

G,(s) is given by the solution of (5.15). We assume
that V, is given by
_UIBXBIU

Vl—m. (5.63)

Here U is the local potential which produces the
bound state |B). From (5.61) it follows that

T,(s)=V /fPk), (5.64)
where

vy =1 _ (BIUG,(s)U|B)

De)=1 W (5.65)

The subscript @ in (5.65) indicates that we are as-
suming the bound state is in the @ channel. We
now become more explicit and assume that |B)

stands for the deuteron. We define [see (5.47)]
C(p)=(p 011 M|(H,+B)IB),
T(p)=(p 2 11 M|(H,+B)B). (5.66)

It is easy to show using the results of a previous
paper® that the 7 matrix (5.64) in the representa-
tion of (5.47)—(5.49) is given by the relations:

T, (p,q;8)=U,(p)Ti(p,4;9)0,(@),

_[cose, (&) —sine, (%)
Uil )—[sinel(k) cos€1(k)}’

tane,(#)=T()/C(k), (5.67)
ip aeay=_ L [8(p)glg) 0
_’I_‘l(p;qys) f&l)(k)li 0 0] ’

g(p)=(=(BIUIB) ™ [C*(p)+T*(p)].
The eigenphases for T, are given according to
(5.51) by
¢5% sin6® = 21%g? () /F O k),
§9=0. (5.68)

The continuum eigenstates of the potential (5.63)
are given by

PR (R))=[1+G (k% +i€)T, (k% +i€)]IQE)). (5.69)

Here, because.of the definition of |Q(k)), 19*)(k))
is a two-dimensional row matrix. It can be
shown!®»* that the incoming and outgoing states
are related by

W) = 19 ®))S, (k) (5.70)

where S,() is the S matrix corresponding to the
potential V,. This can be written in the form

8,(2) = U, (k)8 (&)U, (k) , (5.71)
where Sj is the diagonal matrix

2152’(1\’) 0 :l

§{(k)=[e 0 1 (5.72)



1 OFF-SHELL T MATRIX AND JOST FUNCTION 1921

We introduce the square root and inverse square
root of the S matrix by the relations:

§1(k)*1/2 =E1(k)§{(k)“/2g1(k) ,

(&)
I et 80 (B 0]
Si) [ o 1l

Using (5.73), we introduce another set of contin-
uum eigenstates by the relation

(5.73)

[P (®)) = 19 (R))S;(R)722. (5.74)
These states are normalized so that
(D(p) 1)) =0(p - k)1/4mpk . (5.75)

We now construct the on-energy-shell matrix ele-
ments of (5.60) in the representation given by
(5.47)~(5.49). Using (5.69) and (5.74), we obtain
the relation

T (k) =T, (k) +8,(k)"*T, k)8, ()2, (5.76)
where
T, (k)= (P(k) | T,(k* +i€) [P (R)), (5.77)

and T'(k) and T,(k) are the on-shell versions of
(5.50) and (5.67). The S matrix corresponding to
T and the S matrix corresponding to 7, are given
by the relations
S(k)=1-4n%kT (%),
S,(k)=1-47%kT (k).
If we make use of (5.76), (5.78), and the fact that

S and S, are symmetric unitary matrices, it is
easy to show that the matrix

S, (k) = 1 - 472k T, (k)

(5.78)

(5.79)

is a symmetric. unitary matrix and obeys the rela-
tion

S() =8,22(k)S,(k)S,2(k) . (5.80)
Clearly S, can be determined from (5.80) and

(5.73). Since S, is a symmetric unitary matrix,
it can be written in the form
5,(k) = U, (£)S;(k)T, (%) , (5.81)

where U, is a real orthogonal matrix of the same
type as U and U,, and §; is the diagonal matrix

L2185 0
S;k)=|" o ersf |-

We assume that T,(p,q;s) and V,(p,q) are diag-

(5.82)

onalized by the transformation U,; i.e., we as-
sume
To(p,q;5)=Cb(p) I To(s) 19 (@)
=U,(p)T4(p,455)0(0),
(5.83)

Vo(p,9)= (0 (p) 1 V,1d(q))
=U,(p)Vi(p,0)U,(0),

where T; and V; are diagonal matrices. If one as-
sumes that

V,IB)=0, (5.84)

it is easy to derive from (5.62) and (5.83) the equa-
tions satisfied by the diagonal matrix elements of
T;. These are

T;,(p,4;8)=V;,(p,a)
o[ TV, R 1 e, 03,
Y=a,pf. (5.85)
If we assume
Vi (b, @) =xyuy(pluyl@), r=o,B, (5.86)

and define Jost functions by

1 ™ 18 @t
rp@=exp| L [TELEN] y=a,p, .87
]

it is clear from the central-force analysis that
we must have

u yz(k) = (szk)‘llmf‘f’(k) , Y=a,B.
The separable potential V, will be given by

_ Aot (Puy(q) 0
LACRIRIA] Ees S N

(5.88)

)] 0,@).

(5.89)
@)

The eigenphases 0 g, which are needed to con-
struct u, 5 from (5.88) and (5.87), and the real
orthogonal matrix U,, which is needed to find V,,
are obtained by solving (5.8) for 8,(¢) and by writ-
ing 8, in the form (5.81). Of course the potential
(5. 89) is in the representation supplied by the po-
tential V, [see (5.83)], and in applications we, in
general, want V, in the representation of (5.47)-
(5.49). This is easily done by using the complete-
ness relation for the eigenstates produced by V,
and the assumption (5.84). We have

v, =fo f‘w(x)>4ﬂx2dx V.0, 9)4my%dy () |,
(5.90)

where 19) is given by (5.74), (5.73), (5.69), and
(5.67); and V, is given by (5.89). It is easy to

show that
- dalp, k) 0
(9(p)l¢(k)>—§1(p)[ o 8(p- k)/4npk]U(k)
where (5.91)
b (p, k)= (4mpk)~15(p — k) coSdYP ()
1 g(p)g(q)

=5 FOE) (6.92)



1922 MICHAEL G. FUDA 1

Assuming that 62 and 6@ are of one sign, it fol-
lows from (5.88)—(5.92) that

Qp)1V,1204)

is a real matrix. It is clear that we now have a
separable potential which will reproduce a given
S-matrix and bound-state wave function. It will
be of great interest to see if the 7 matrices of the
two-term separable potential and the local poten-
tial from which the separable potential is generat-
ed have significantly different off-shell elements.

VI. DISCUSSION

We have developed an effective-rangelike the-
ory for the low-energy off-shell two-nucleon T
matrix. This theory is based on a power-series
expansion of the half-off-shell extension function
F(p,k) (the ratio of the half-off-shell 7 matrix to
the on-shell 7 matrix), and on the approximate
separability of the low-energy 7 matrix. We have
given a new proof of this approximate separability.
This proof is based on the behavior of the T ma-
trix in the coordinate representation. The sim-
plicity of the proof suggests the usefulness of not
always dealing with the 7" matrix in the momen-
tum representation. The approximate separability
of the T matrix allowed us to relate F(p,%) to the
imaginary part of the Jost function. Since the Jost
function can be obtained from the phase shift and
the two-body binding energy, we were able to de-
termine the parameters in the expansion of F(p, %)
from experimental data on the two-nucleon sys-
tem. This theory suggests that potentials which
produce almost the same S-wave phase shift and
binding energy will have the same low-energy T
matrix, on and off the energy shell. This sugges-
tion is actually supported by our method for deter-
mining the expansion parameters. They were ob-
tained from the Jost function of two different po-
tentials (Morse and HCSW) that were fitted to the
35, and 'S, phase shifts.”” Whereas the two param-
eter sets (see Tables I and II) were somewhat dif-
ferent, the values of F(p, k) calculated with one
set agreed in the low-energy range (up to about 20
MeV in the lab frame) with the values obtained
from the other set.

The séparable approximation upon which the off-
shell theory is based is of the form suggested by
Kowalski and Noyes.?? This form has been test-
ed® ® a5 a separable approximation to the square-
well 7 matrix and has been found to give good re-
sults (roughly good to 1%) in the low-energy range.
We have also checked the approximation for the
HCSW-potential T matrix (see Tables IV and V)
and found it to be a good one. It is clear, howev-
er, that more extensive tests should be made. In

particular, the theory should be checked by see-
ing how well the formulas reproduce the low-ener-
gy behavior of the 7 matrix arising from realistic
potentials.?%° Such calculations are being carried
out.

Using the off-shell expansion formula, one
should be able to find a one-term separable poten-
tial that gives better results than the conventional
Yamaguchi shape.*! This could be done by finding
a separable potential that reproduces the off-shell
lengths. Such a potential might improve Amado’s
model*? of the three-nucleon system by making it
unnecessary to employ a renormalization factor.
The off-shell expansion formula can also be used
to calculate the low-energy n-p bremsstrahlung
cross section by means of Sobel and Cromer’s®
T-matrix formalism. If the formula can be modi-
fied to include Coulomb effects, it could also be
used for low-energy p-p bremsstrahlung.

In an effort to develop methods for studying the
off-shell T matrix, we have obtained a factoriza-
tion theorem for the Jost function. In this theorem
the total potential is written as a sum of partial po-
tentials, and each partial potential is shown to cor-
respond to a factor in the Jost function. Since the
phase of the Jost function is the negative of the
phase shift, this theorem associates a piece of the
phase shift with a piece of the potential.

Using the factorization theorem, we were able
to solve the inversion problem for two-term cen-
tral separable potentials in a way that differs
from Fiedeldey’s!” approach. Furthermore, we
have solved the inversion problem for two cases
not considered by Fiedeldey: namely, phase
shifts which become pure hard-core phase shifts
at high energies, and tensor forces. These exten-
sions allow one to find a separable potential which
has the same on-shell 7 matrix as a realistic lo-
cal potential.?* The interesting feature of the two-
term separable potential is that it is no? uniquely
determined by the phase shifts and two-body bind-
ing energy; hence one can produce an infinite num-
ber of separable potentials with the same on-shell
behavior. A comparison of central separable po-
tentials with the same on-shell 7 matrix has been
made by Fiedeldey," and he has found large differ-
ence in the off-shell scattering matrices. One can
exploit the nonuniqueness of the two-term separa-
ble potential by constructing it so that it repro-
duces a given two-body bound-state wave function.
Fiedeldey has given the procedure for doing this
with central forces, and we have shown that this
can be done for tensor forces.

Fiedeldey has found that separable central poten-
tials with the same phase shifts and bound-state
wave function have very similar off-shell scatter-
ing matrices. What will be of great interest will
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be to compare the off-shell T matrices of a local
potential with that of a separable potential that has
been constructed so as to have the same on-shell
T matrix and bound-state wave function as the lo-
cal potential. Kok, Erens, and Van Wageningen*s
have found that a one-term separable potential
(Yamaguchi) with the same phase shift as a local
potential (the Bargmann potential that has the
same Jost function as the Yamaguchi potential)
gives about 15% move binding energy in a three-
body system than the local potential. On the other
hand, they have found that a one-term separable
potential (Yamaguchi) with the same bound-state
wave function as a local potential (Hulthén) gives
about 15% less binding energy in a three-body sys-
tem than the local potential. Since these differenc-
es are in opposite directions, it seems reasonable
to anticipate that a separable potential with the
same phase shift and bound-state wave function as
a local potential will give about the same three-
body binding energy as the local potential. There
is other evidence to support this conjecture. A
fair amount of work has been done in testing the
so-called unitary-pole approximation (UPA) to the
two-body T matrix.3"3%%* In this approximation
one uses a one-term separable potential that has
the same bound-state wave function as a local po-
tential. The general result of these tests seems
to be that whereas purely attractive potentials

with the same bound-state wave function can have
significantly different off-shell 7" matrix elements,
a local potential with a strong short-range repul -
sion and a one-term separable potential with the
same bound-state wave function have very similar
off-shell T matrices. In particular, Harms and
Levinger®* have found that the UPA for the soft-
core Malfliet-Tjon*s potential gives a three-body
binding energy which agrees with Malfliet and
Tjon’s result to within 2%. A separable potential
which also has the same phase shift as the local
potential would probably remove even this 2% dis-
crepancy.

Using our tensor-force results, it will be possi-
ble to find a separable potential of the Tabakin and
Mongan type,*® which reproduces the phase param-
eters and bound-state wave function of the soft-
core Reid?! potential. One can construct the po-
tential so that it also gives the same residue func-
tion for the virtual bound state. Brady*® has been
able to solve the coupled equations that arise when
one uses the tensor potentials of Tabakin and Mon-
gan in the three-body problem (he includes the
coupled %5,-%D, and the 'S, states). Thus, it may
be possible to do a three-body calculation with a
potential whose T matrix elements are very sim-
ilar to those of a local soft-core potential. We
are studying this possibility.
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The question of how nonlocal effects might be observed in elastic scattering is investigated
under the assumption that the interaction is describable by a Hamiltonian. The energy de-
pendence of the real part of the forward-scattering amplitude is related to a dynamic quantity
with dimensions of length, which we refer to as the nonlocal distance. Possible off-energy-
shell effects can be discussed in terms of this nonlocal distance.

This note addresses itself to the question of how
a nonlocality in the nuclear interaction potential
might manifest itself in measurements of elastic
scattering. We shall assume for the sake of argu-
ment that the interaction potential may be express-
ed in coordinate space as

(1)

independent of the parvametric energy. Such a po-
tential, if it satisfies the requirements of rotation-
al invariance, may be considered to be a function
of three variables: »=|¥|, »'=|¥’], and ¥ - ¥’ (or
equivalently 7, 7', and p =|p|=|F’ - F|). We write
this energy-independent, rotationally invariant po-
tential as

V; =V(r,7v";p).

VI = V(F,F’)

(2)

If V; is local, then this becomes

Vr =V(r,7)6(p). 3)

In the Born approximation, we may write the
scattering amplitude as

T, k)= V&, k)= [er T Ty, 7t T azas.

(4)
For a local interaction this becomes
vk, k)= f e 1K) Ty(y p)aF = V() (5)

where k—k’ =:1 is the momentum transfer. This
is the usual argument that in the Born approxi-
mation the scattering amplitude for a local poten-
tial is a function of the momentum transfer alone,
For a nonlocal potential of the form given in Eq.
(2), this remark does not hold.

For a potential of the form given in Eq. (2), we
may write



