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Time-resolved buildup of twisted indirect exchange interaction in two-dimensional systems
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We study theoretically the time-domain dynamics of the spin-dependent Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction between driven magnetic impurities localized in a spin-orbit-coupled two-dimensional
system. Particular attention is given to the influence of the spin-orbit coupling (SOC) on the system’s dynamical
response to a time-dependent precessional motion of the localized magnetic moment. We show that, via the
RKKY mechanism, a flip of the spin z component of one localized moment affects all x, y, and z spin
components of the other localized moment. The Friedel oscillations and the transient spin current triggered by
the time-varying localized spin depend strongly on the orientation of the spin with respect to the two-dimensional
structure. Our results demonstrate how the dynamic interplay between SOC and the RKKY interaction can be
used to manipulate and fine-tune the characteristics of impurity spin reversal and to control the generated spin
current and the local magnetization.
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I. INTRODUCTION

A two-dimensional (2D) gas of nearly independent elec-
trons (2DEG) with parabolic dispersion is formed when inter-
facing semiconductors or oxides materials. The 2D surface-
confined state is also an inherent feature of the (111) surface
of noble metals such as Cu(111). Such nonmagnetic noble
metal surface states may turn spin-polarized when the surface
is decorated by magnetic (for instance Co) adatoms and/or
nanoislands, exhibiting new interference-driven features due
to quantum confinement [1–3]. Generally, interference be-
tween incident and reflected waves results in spatially varying
standing waves around scattering centers in the 2DEG. These
standing waves are known as the energy-resolved Friedel
oscillations and result in modulations in the local density
of states around the defect, which can be mapped, for in-
stance, by a scanning tunneling microscope (STM). While
the wave nature of the 2DEG is essential in this regard, the
surface imperfections can be completely classical, such as step
edges, adsorbates [4], defects [5], or adatoms with large local
magnetic moment, which can be placed deliberately using a
spin-polarized STM, for example [6,7].

The electron density modulations around the adatom me-
diate a long-range oscillatory Friedel-type interaction with
another adatom [8–11]. If the adatoms are magnetic, this
stationary indirect [Ruderman-Kittel-Kasuya-Yosida (RKKY)
[12]] interaction is spin-sensitive and couples magnetic mo-
ments ferromagnetically or antiferromagnetically, depending
on their distance (see, e.g., [13,14], and references therein).
Originally the RKKY interaction was treated in the frequency
domain. Apart from this, the spin-orbit coupling (SOC), for
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instance of the Rashba type, is not essential for the appearance
of the RKKY interaction. With the advent of time-dependent
THz pulses [15,16] acting locally on the magnetization, and of
the laser-induced magnetic (subpicosecond) switching [17],
the question arose of how the spin-polarized charge-density
accumulation builds up and eventually leads in the long-time
limit to the well-established RKKY coupling. Furthermore,
in the presence of SOC it is clear that the transient charge
currents are also accompanied by transient spin currents,
i.e., a flow of spin angular momentum. Such currents have
been shown to be essential elements in spintronics and THz
emitting devices based on nonequilibrium spin currents [18].
It is thus of interest to address the time-resolved RKKY
mechanism in the presence of SOC.

Another aspect is that SOC can cause chaos in 2D confined
systems [19,20]. This chaos (to be specific, chaotic trajectories
of itinerant electrons in an exciton in 2DEG) can adversely
influence the above dynamical manipulation of the spin states
of magnetic impurities. This becomes especially important as
normally the RKKY interaction becomes twisted due to SOC
[21], which may completely disrupt the controlled manipula-
tion of the impurity spin (and thus the corresponding device
functionality) in case of chaos emergence.

How can we access the time-dependent, transient dynam-
ics of the RKKY interaction? Obviously, a controlled time-
dependent driving of one adatom is needed (as illustrated in
Fig. 1) while monitoring in time observables that are sensitive
to this adatom dynamics, such as the magnetization of a
nearby adatom, time-evolution of the local spin-dependent
charge density around the adatoms, or a possibly triggered
spin current. One can envision a number of scenarios for
realizing the time-dependent driving. For instance, the mag-
netic moment direction of a single 3D adsorbed adatom (Cr,
Mn, Fe, and Co) can be controllably varied by changing the
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FIG. 1. A schematics of a possible realization of pumping the
RKKY interaction via time variations of the local spin moment.
A scanning tip acts locally on the magnetic moment leading to a
transversal local spin dynamics. The time resolution may be achieved
for instance by voltage bias pulses or THz pulses. We study then the
buildup of the spin-resolved indirect exchange interaction.

distance between the adatom and the STM tip [22], which is,
however, challenging to accomplish on the nano- or picosec-
ond time scale.

Pulsed electromagnetic fields acting either on the tip or (di-
rectly on indirectly) on the localized moment enable ultrafast
temporal resolution [23]. Indeed, in addition to optical fields,
intense THz fields [15,16] combined with electron optics were
realized to temporally control the tip-substrate interaction. On
the nanosecond timescale, spin-polarized STM experiments
were realized [24] using voltage pulses to achieve the time
resolution. Pushing the time resolution to the ps time scale
using voltage pulses is a challenge, however [25]. Here we
focus on magnetic adatoms (or island), specifically on local
spin excitations. We will not study how the local spin dynam-
ics is triggered by the tip. This has been done in numerous
previous works (see, for instance, Ref. [25] and references
therein). The problem addressed in this work is how the
spin-dependent response of the electronic surrounding builds
up upon time-varying local magnetic moments. A schematic
of a possible experimental realization is depicted in Fig. 1.

It is obvious now that a key ingredient in the phenomena
discussed below is the spin-orbital coupling active in the
2DEG. This has important consequences for ultrafast (subpi-
cosecond) spin-dependent dynamics, as is known from other
problems involving SOC-related effects [17,26–42]. In the
context of the present work, it is known that a Rashba-type
SOC in the 2DEG twists the ordinary RKKY interaction in
1D and 2D systems [21]. Thus, we expect the generation of
spin current once the magnetization of the local impurities
is fluctuating. From the established meaning of the RKKY
interaction, and in fact from the way it is calculated below,
it is clear that this spin current is related to the spin-resolved
nature of the particle-hole excitations in the 2DEG, which
is principally different from the magnonic spin current [43],
which occurs, for instance, in magnetic insulators and can
be captured by classical methods (if quantum fluctuations
are suppressed) such as the Landau-Lifshitz equation; also
the time and energy scales of both types of spin currents
are different, as follows from the results below. Our findings
evidence that in contrast to the case without SOC [44], both
the emergent dynamic spin polarization and spin current are
highly anisotropic. Specifically, we study here the influence of

SOC on the response to fast processional reversal of a single
impurity spin S0(t ), which is coupled to the host 2DEG by
(s-d) exchange interaction. The magnetic polarization of the
2DEG is manifested as time-dependent Friedel oscillations
that are dependent on the SOC constant γ and are highly
anisotropic. A flip of one spin component (say Sz) induces
a dynamics in all three spin components. This means, in
turn, that all nine components of the spin response tensor
Smn (m, n = x, y, z), quantifying the response of the mth spin
component to flip of the nth one, may become finite.

II. PROPAGATING SPIN-DENSITY OSCILLATIONS

A localized magnetic impurity (s-d) coupled to the itin-
erant carriers of the 2DEG is captured by the following
Hamiltonian:

H = − h̄2�

2m
− iγ (σx∇y − σy∇x ) + g

n
σ · S0(t ), (1)

where the first term represents the usual kinetic energy (�
is a 2D Laplace operator, m is an electron effective mass),
while the second term describes the Rashba SOC with the
coupling strength γ . The last term stands for the exchange
coupling between the local spin and 2DEG. Here, n = N/A
is the sheet density of host atoms (A is the area of 2DEG), g
is the local s-d coupling constant, σ stands for the vector of
Pauli matrices, and S0(t ) is the dynamic spin of the magnetic
impurity, which is assumed to be large enough so that it
can be treated classically. The exchange interaction between
the itinerant electrons and localized spin S0(t ) generates the
Friedel oscillations in the electron spin density s(r, t ), which
appear around the localized spin (cf. Fig. 1).

In general, g is quite small compared with the Fermi
energy and hence we may obtain a reliable expression for
the response of 2DEG to the impurity spin flip using the
perturbation theory with respect to the coupling constant g
[12]. To do this, we construct first the unperturbed (i.e., for
g = 0) Green’s function of the problem on the base of the
spectrum of the unperturbed version of Hamiltonian (1),

Eμ

k = h̄2k2

2m
± h̄γ k ≡ h̄2k2

2m
+ μh̄γ k, (2)

where μ = ±1 is the chirality index [45–47], which defines
two subbands of the electron energy spectrum (2). In turn, the
eigenvectors of the unperturbed Hamiltonian have the form

�μ(r) = eik·r
√

2A

(
ie−iϕ

μ

)
, ϕ = arctan

ky

kx
(3)

and we define the unperturbed Green’s function as follows
[48]:

G0(r, r′, t ) =
∑

k,μ=±1

�kμ(r) �
†
kμ(r′) e−it (Eμ

k −EF )/h̄, (4)

where EF is the Fermi energy. Note that the Green’s function
(4) has a matrix form [21,45]. We have explicitly∑

k

�kμ(r)�†
kμ(r′)

= 1

2A

∫ ∞

0
k dk

∫ 2π

0
dϕ eik(r−r′ )

(
1 iμe−iϕ

−iμeiϕ 1

)
. (5)
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When performing the angular integration, we took into ac-
count that the angle α = arctan[(y − y′)/(x − x′)] enters the
definition of the Bessel function J1(η) (η = k|r − r′|) [49],∫ 2π

0
dϕ eik(r−r′ ) e±iϕ = 2π ie±iαJ1(η).

This angular dependence of the Green’s function stems from
the presence of SOC, and this dependence is a source of all
subsequent twists and anisotropies of the exchange interaction
as modified by SOC. The anisotropy of the spin density and
spin current distribution related to the dependence on the
angle α is a peculiarity of Friedel oscillations, which arises
due to SOC that couples the spatial motion of an electron to
its spin.

Upon calculating the angular integrals, one finds the fol-
lowing final expressions for the unperturbed Green’s function:

G0μ(r, r′, t, t ′) = − i

4πA

∫ ∞

kμ

k dk e−i(t−t ′ )[
Eμ

k −EF
h̄ −i
]

×
(

J0(η) −μJ1(η)e−iα

μJ1(η)eiα J0(η)

)
,

t − t ′ > 0, k > kμ, (6)

G0μ(r, r′, t, t ′) = i

4πA

∫ kμ

0
k dk e−i(t−t ′ )[

Eμ
k −EF

h̄ +i
]

×
(

J0(η) −μJ1(η)e−iα

μJ1(η)eiα J0(η)

)
,

t − t ′ < 0, k < kμ, (7)

where J0,1(z) are the Bessel functions [49]. Here, kμ is defined
by the condition Eμ

k (kμ) = EF , or equivalently kμ = kF −
μkR, where kF = ±

√
k2

F0 + k2
R is the SOC-modified Fermi

momentum. In turn, kF0 ≡ (2mEF )1/2/h̄ is the bare (without
SOC) Fermi momentum and kR = mγ /h̄2 is the Rashba one.
Also, Eμ

k is given by Eq. (2) and 
 = h̄/2τ is the electron
relaxation rate (the momentum relaxation time τ ) related
to electron scattering on impurities and/or other structural
defects. Note that for convenience in the subsequent calcu-
lations, where the summation over chiralities is to be made
explicitly, we do not sum over the chirality index μ and thus
we obtain the expressions for partial (for each μ) Green’s
functions.

In the lowest order of perturbation theory, the spatial and
temporal dependence of a response R(r, t ) of the electron spin
to the time-dependent flip of the dynamic magnetic impurity
S0(t ) can be written in the following form [48]:

Rm(r, t ) = − ig

h̄

∑
μ,ν=±1

∑
n=x,y,z

Tr
∫ t

−∞
Smnμν (r, t, t ′)dt ′,

Smnμν (r, t, t ′) = σmG0μ(r, t, 0, t ′)

× σnS0n(t ′) G0ν (0, t ′, r, t ′). (8)

Here m, n = x, y, z; μ, ν describe the chiralities, and Tr stands
for the trace over spin indices. Here we introduce the spin-
response tensor Smnμν ≡ Smn (m, n = x, y, z), which gives the
response of the mth spin component to the flip of the nth one.
This tensor structure actually reflects the twisting of the spin

density (and thus also of the RKKY coupling) in the presence
of SOC. To obtain the mth component of spin response func-
tion (8), one has to sum over all three components σnS0n(t ′) in
the spin-response tensor.

Substitution of Eqs. (6) and (7) into Eq. (8) gives the
magnetic response of 2DEG to the time-dependent pertur-
bation S0μ(t ). For arbitrary m, n = x, y, z, evaluation of the
corresponding traces over the spin indices (being in this case
a cumbersome task due to the matrix structure of Green’s
function) generates the above spin-response tensor. In the
experimental setups for RKKY interaction pumping, each of
the components Smn can appear depending of the problem
geometry and tip scanning directions.

The experimental setup discussed here consists of a spin-
polarized scanning tip placed on top of the 2D structure (say,
a metal or semiconductor layer). The tip is assumed to act
effectively on the localized magnetic moment with a magnetic
field B oriented perpendicularly to the surface. This field tends
to align the spin direction of the localized magnetic impurity
S0 with that of the tip. This triggers a Larmor precession
of S0 in the magnetic field B, which is usually described
by the Bloch equations [50]. If the STM magnetization is
switched back and forth along the z axis, this would trigger the
dynamics of the localized impurity spin in x and y directions.
For simplicity (and without limitation of generality), here we
choose for S0 a uniform dynamics along the y axis only, which
implies

S0y(t ) =
{

S̃0 cos(πt/T ), |t | < T/2,

0, |t | � T/2,
(9)

where T is the spin-flip time. Using Eq. (8) as well as Eqs. (6)
and (7), upon calculating the traces, we finally obtain the
following expression for the y component of spin response:

Ry(r, t ) = − ig

4π2h̄

∑
μ,ν=±1

∫ t

−∞
S0y(t ′)dt ′

×
{∫ ∞

kμ

ei t−t ′
h̄ (Eμ

k −E ν
k1

−2i
)k dk
∫ kν

0
[J0(kr)J0(k1r)

−μν cos 2αJ1(kr)J1(k1r)]k1dk1

−
∫ ∞

kν

ei t−t ′
h̄ (Eμ

k −E ν
k1

−2i
)k1dk1

∫ kμ

0
[J0(kr)J0(k1r)

−μν cos 2αJ1(kr)J1(k1r)]k dk

}
. (10)

For very long spin-flip time, T → ∞ (more exactly, if the
spin-flip time T is longer than the electron relaxation time
τ so that τ → ∞ or 
 → 0), the expression (10) yields a
time-independent function, which can be approximated by
the ordinary 2D static RKKY function [51–53] but with a
SOC-modified Fermi momentum,

Ry(r) � −gmk2
F S̃0

8πn2h̄2 [J0(q) N0(q) + J1(q) N1(q)],

q = kF r ≡ r
√

k2
F0 + k2

R, (11)
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where N0(q) and N1(q) are the Neumann functions [49]. In
Eq. (11), this approximation works well for κ2

R < 1/3 (κR =
kR/kF0); see Ref. [45] for details.

Other components of the spin response tensor Smn can
also be calculated. Denoting the bare (i.e., those without
time-dependent exponentials) integrands of the corresponding
components as Qmn, we obtain

Qxx = 2(Q0 + μνQ1 cos 2α),

Qyy = 2(Q0 − μνQ1 cos 2α),

Qzz = 2(Q0 + μνQ1),
(12)

Qxy = 2Q1 sin 2α, Qxz = Q2 cos α, Qyz = Q2 sin α.

Q0 = J0(kr)J0(k1r), Q1 = J1(kr)J1(k1r),

Q2 = 2(μ + ν)[J0(k1r)J1(kr) − J0(kr)J1(k1r)].

Here Qxy = Qyx, while Qxz = −Qzx and Qyz = −Qzy, re-
flecting the twisted structure of the RKKY interaction in the
presence of SOC. We note here that the spin-response tensor
components differ from those of the spin susceptibility tensor,
introduced, for instance, in Ref. [54] (see also Ref. [55],
where the anisotropic RKKY coupling constants, due to the
Dirac surface electronic states, have been calculated). This is
because our impurity spin S0(t ) is reorientable so that all time
instants of its reorientation make a contribution to the integral
(8) over the second time variable t ′. Our aim is to calculate
the time-resolved (i.e., transient) characteristics of the electron
response to a flip of the localized magnetic impurity. In our
case it is more convenient not to separate the contributions
from XY , Heisenberg, and/or Dzyaloshinskii-Moriya inter-
actions into our dynamics. We focus on the joint action of
RKKY time-dependent twisting (which actually mixes the
aforementioned contributions) in the 2DEG response. That
is why we calculate the time-dependent 2DEG spin-density
oscillations as well as those of spin current, as discussed
below.

Note that while in the absence of SOC [44] only the diago-
nal components of Smn are nonzero, now all nine components
can be finite. This is simply because now the spin structure of
the Green’s function (6) and (7) becomes much more complex
so that traces over spin indices render possible finite values of
all nine Smn tensor components. Our calculations show that
the spatial and temporal dependencies of all Smn components
are qualitatively similar to each other, although the static limit
for off-diagonal components m 	= n differs from the standard
2D RKKY function (11). We calculated the components (10)
in detail, while other components (12) can be calculated if
needed for a specific experimental situation.

To calculate the component Ry (10) numerically, we
render it in the form Ry/Ry0 and introduce the follow-
ing dimensionless variables: Ry0 = gk4

F S̃0/(4π2εF n2), t0 =
εFt/h̄, τ0 = εF τ/h̄, and T0 = εF T/h̄. The influence of the
Rashba parameter κR and the angle α on the spatial depen-
dence of the oscillating spin density is shown in Fig. 2. Panel
(a) shows the dependence on the dimensionless SOC constant
κR. It can be seen that this dependence is not very strong
so that the curves for κR = 0 and 0.1 almost coincide (on
the scale of the plots). The spatial angular dependence of
the oscillating spin density, which is presented in Fig. 2(b),
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FIG. 2. Spin-density oscillations for the dimensionless time t0 =
1, spin-flip time T0 = 20, and relaxation time τ0 = 100. Panel
(a) shows the dependence on the dimensionless Rashba constant
κR, as indicated in the legend. Panel (b) shows the dependence on
the anisotropy angle α as listed in the legend. The curves in panel
(b) correspond to κR = 0.3.

has been plotted for κR = 0.3. The plots for other values
of κR are qualitatively similar. The choice of the angular
range, 0 < α < 90◦, is dictated by the character of angular
dependence in Eq. (10), i.e., by the factor cos(2α), which
is π -periodic. This means that the range 0 < α < 90◦ (half
period) covers all possible cases. The angular dependence
(i.e., the anisotropy) of the dynamic spin density is stronger
than that on κR. The maximal amplitude of the spin-density
oscillations for the chosen t0 = 1 and T0 = 20 occurs for
α = 90◦. At large z = kF0r ∼ 10–15, the anisotropy vanishes
and the curves for different α merge into a single one. This
shows that the influence of SOC disappears at large distances
from the localized spin S0. A similar effect has been obtained
in the work [19], where SOC was the reason for chaotization
of the relative electron and hole motion in an exciton, which
naturally has a finite spatial extension. It can be shown that
for κR = 0, all terms containing α in Eq. (10) cancel mutually
and the system becomes isotropic [44].

Figures 3(a)–3(c) show the spatial spin density oscillations
for different values of t0 and for the indicated value of T0. The
static case (11) is also presented there by the broken line. The
curves in panels (a)-(c) correspond to κR = 0.3—the curves
for other values of 0 < κR < 0.4 are qualitatively similar.
Also, the dependence for α 	= 90◦ is qualitatively similar to
that shown in the panels (a)–(c). We have chosen the case
α = 90◦, as the curves are then well distinguishable on the
scale of the plot. One can see from Figs. 3(a)–3(c) that at
large spin-flip times T0 = 20 and small running times t0 = 1,
the system is closer to the static case than in the opposite
situation of small T0 and large t0. This behavior is due to
the interplay between SOC and the retardation of the system
time response to the localized spin flip (9), which spoils the
regular Friedel oscillations given by Eq. (11), meaning that the
period and decay rate of the ordinary Friedel oscillations are
modified by the interplay of SOC and the RKKY interaction.
The period and the decay rate of the Friedel oscillations had
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FIG. 3. Same as in Fig. 2 for different values of t0 [see the legend
in (a)]. Parts (a)–(c) correspond to different values of T0 as shown in
each panel. The static case (11) is shown by the broken line in (a)–
(c). Dimensionless parameters: τ0 = 100, κR = 0.3. (a)–(c) α = 90◦

[shown in (a)]; (d) the α-dependence for the parameters indicated in
the panel.

been discussed in Ref. [56], as well as in Ref. [57] in the
context of the dynamic RKKY interaction in graphene (hence
no SOC). Note that the graphene-based structures can be used
in novel magnetic memory devices [58]. It is possible that
some chaotic features, which may arise in the system with
SOC (see above), may be responsible for these distortions;
see also the irregular behavior in Figs. 4–6 below.

Panel (d) in Fig. 3 shows the spin-density angular de-
pendence at typical experimentally relevant values; t0 = 10
and T0 = 20. This choice of parameters has been dictated by
the experimental situation in femtosecond optical switching:
80 fs [59], and 60 and 12 fs [40]. The shortest pulse duration
corresponds to T0 = 20 (εF = 1 eV) or T0 = 2 (εF = 0.1 eV).
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FIG. 4. Spin-density Friedel oscillations at different spatial
points z (legends in the panels). The left panel reports the time
dependence at z = 1, where the corresponding values of spin density
are around 100 times larger than those for z = 6 and 12 (right panel).
Dimensionless parameters: κR = 0.3, T0 = 20, and τ0 = 100.

Electron momentum relaxation time is in the picosecond
range, so that everywhere we use τ0 = 100.

The temporal evolution of the spin density is shown in
Fig. 4. The amplitude of the system response is 100 times
smaller at z = kF0r = 6 and 12—details of the corresponding
curves are reported in the right panel. The main effect here
(apart from very fast decay at growing z) is the time lag in the
system response as the distance from the magnetic impurity
spin grows. Indeed, while at z = 1 the maximal response
occurs at t0 ≈ 1, at larger distances the maximal response
(although it is much smaller than that at z = 1) occurs at
t0 ≈ 10. This demonstrates the retardation effect, when the
system response appears earlier at small distances from the
impurity spin.

III. SPIN CURRENT AND ITS ANISOTROPY

Now we shall calculate the spin current emitted by a time-
dependent local spin moment. In contrast to the case without
SOC [44], the tensor structure of spin current becomes more
complex, having more finite components. Similarly to the case
of a spin-response tensor, Smn, all spin current components be-
have in a qualitatively similar manner. That is why we discuss
only one component, keeping in mind that each additional
component can be evaluated along the lines of the present
study.

For the system under consideration, the spin-current oper-
ator can be written as

Ĵm
i = ih̄

2m
(
←
∇i −

→
∇i ) σm, (13)

where the index i (i = x, y) defines the ordinary 2D coordinate
in the x-y plane, while the index m (m = x, y, z) defines the
spin current projection. In turn, the arrows over the operator
∇i indicate the direction of the operator action.

Within the approach used in this paper, the expectation
value of the spin current can be written in the following form:

Jm
i (r, t ) = − g

2m

∑
μ,ν=±1

Tr
∫ t

−∞
S0n(t ′)dt ′

[
∂

∂ri
− ∂

∂r′
i

]

× σm G0μ(r, t, 0, t ′) σnG0ν (0, t ′, r′, t )|r=r′ . (14)

It is worth noting that the main difference, when compared
to the case without SOC, is that now we have to differentiate
with respect to ri = x, y because of the phase factors e±iα; see
Eqs. (6) and (7). Then, the spin current components cannot
be expressed through a single quantity, i.e., through the radial
current Jm(r, t ). This means that now, similarly to the case
considered above of spin response tensor Smn, the spin current
also acquires an explicit tensor form, which is an additional
manifestation of the twisting of the RKKY interaction. We
emphasize that this twisted form is a consequence of the
Rashba-type spin-orbit interaction in the 2DEG.

As in the case of spin density, calculation of a general
tensor structure of the spin current becomes rather tedious.
For the experimentally relevant case, as, for instance, in
Eq. (9), we calculate the spin current component Jy

x (r, t ). The
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corresponding explicit expression for this component reads

Jy
x (r, t ) = g

8mπ2A2

∑
μ,ν=±1

∫ t

−∞
S0y(t ′) dt ′

×
{ ∫ ∞

kμ

ei t−t ′
h̄ (Eμ

k −E ν
k1

−2i
)k2dk
∫ kν

0
f (k, k1)k1dk1

−
∫ ∞

kμ

ei t−t ′
h̄ (Eμ

k −E ν
k1

−2i
)k dk
∫ kν

0
f (k, k1)k2

1dk1

−
∫ kμ

0
ei t−t ′

h̄ (Eμ

k −E ν
k1

−2i
)k2dk
∫ ∞

kν

f (k, k1)k1dk1

+
∫ kμ

0
ei t−t ′

h̄ (Eμ

k −E ν
k1

−2i
)k dk
∫ ∞

kν

f (k, k1)k2
1dk1

}
,

(15)

where we introduced the following notation:

f (k, k1) = J1(kr)J0(k1r) − J0(kr)J1(k1r)

+ 2μν

kr
J1(kr)J1(k1r) sin2 α

(
1

kr
− 1

k1r

)

−μν(J1(kr)JQ(k1r) − J1(k1r)JQ(kr)) cos 2α,

JQ(p) = dJ1(p)

d p
= 1

2
[J0(p) − J2(p)]. (16)

It can be shown that in the absence of SOC, when γ = 0
and the angle α = 0, the tensor structure of the spin current
(related to the twisting of the exchange interaction) disappears
and one recovers the earlier results [44], where all spin cur-
rent components could be expressed through the radial spin
current. Our analysis also shows that in the static limit (T →
∞, τ → ∞) each of the spin-current components presented
above vanishes exactly. This situation is opposite to that with
the dynamic spin density and reflects simply the fact that there
is no spin flow in the thermodynamic equilibrium.

The spatial dependence of the spin-current component Jy
x

[normalized by the quantity J0 = gk5
F0 h̄S̃0/(8π2mεF n2)] is

presented in Fig. 5 for different values of t0 and T0. Our
analysis shows that the behavior of the other spin-current
components is qualitatively similar to that reported in Fig. 5.
Contrary to the case of spin density, where the most remark-
able situation occurs for α = 90◦, we plot here the curves
for α = 30◦. The angular dependence becomes substantial
at the intermediate coordinates 1 < z < 8, as can be seen in
Fig. 5(d). Similarly to the case of the spin dynamics shown
in Fig. 3, the physical picture here is determined by the
interplay between the SOC constant γ (reflected both directly
and via the angle α) and the time constants t0 and T0. Two
irregular oscillations are clearly seen, which means that in the
presence of SOC, the external spin-flip not only generates the
spin current but also spoils the corresponding regular Friedel
oscillations of the current. Apart from this, the nonmonotonic
dependence on t0 and T0 can be observed in Fig. 5. Namely,
depending on T0, the curves for smaller t0 can lie below
those for larger t0; see Figs. 5(a)–5(c). Note that SOC adds
a slow decay of the spin current to the irregular character of
the oscillations: The spin current starts to decay substantially
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FIG. 5. Spatial oscillations of the spin-current component Jy
x at

different values of t0 [legend in (b)]. Panels (a)–(c) correspond to
different T0 as shown in each panel. Dimensionless parameters: τ0 =
100, κR = 0.3. (a)–(c) α = 30◦ [shown in (a)]. Panel (d) shows the
α-dependence for the parameters as indicated.

(depending on component J j
i ) at z > 20–30. This is to be

compared to the case of γ = 0 [44].
The temporal evolution of Jy

x is reported in Fig. 6. As the
current amplitude is much larger at z = 12 (due to the slow
spatial decay of Jy

x ; see above), the corresponding details are
shown separately in the right panel. In this case, the angular
dependence is not very prominent so that we plot the curves
for α = 30◦. Figure 6 illustrates the spin pumping, which
is clearly seen in the left panel at kF0r = 1, where the spin
current rises in time while the pulse lasts (up to more or less
t0 = 10), and then sharply drops after the pulse ends. We recall
here that the spin-flip time (related to the pulse duration) is
chosen as T0 = 20. A similar behavior (on a smaller scale and
a different direction) occurs for z = 6. At the same time, for
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FIG. 6. Temporal evolution of the spin current Jy
x taken at differ-

ent spatial points (indicated near the curves). The left panel shows
the time dependence for kF0r = 1 and 6, while the right panel (due
to different scale) shows the case z = 12. The curves are plotted for
κR = 0.3, α = 30◦, T0 = 20, and τ0 = 100.
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z = 12 (far from the source) the spin current does not grow at
all due to retardation effects, and it starts to decay already at
t0 = 0.

IV. OUTLOOK

In this paper, we have analyzed the dynamical RKKY
interaction in a 2DEG with Rashba spin-orbit interaction. We
have demonstrated that the interplay of spin-orbit coupling of
Rashba-type and RKKY interaction results in interesting dy-
namical phenomena, such as, for instance, strong anisotropy
of the system response to a flip of a localized magnetic
moment. The corresponding dynamic spin response and spin
current acquire then a tensor structure with all components
being generally nonzero, in contrast to the diagonal structure
when the Rashba SOC is absent. Considering the spin-orbit
and RKKY interactions in the time domain, we have de-
termined the temporal evolution of the spin excitations and
associated spin current due to a fast reversal of a localized
spin. The presented formalism captures properly the basic
features of this propagation. From the analysis, it also follows
that the SOC in the 2DEG facilitates the spin relaxation upon
an external excitation (reversal) of the localized magnetic
moment. We note that such a very fast reversal of a localized
spin may be achieved with local scanning techniques such as
spin-polarized STM, as discussed in the Introduction.

The SOC-related chaotic internal motion in 2D confined
systems [19,20] may substantially influence the fast manipula-
tion of the localized magnetic impurities in 2D systems. It re-
mains to be clarified whether the irregular oscillatory behavior
in the spin density and spin current, induced by the interplay
between spin-orbit and RKKY interactions, may be related to
a precursor of possible chaotic behavior. An additional hint
for this follows from the fact that the SOC-induced anisotropy
spreads over a finite distance; see Fig. 2(b). One can easily
imagine the situation when electron-hole interactions (such
as the Coulomb interaction in an exciton) in 2DEG generate
some bound states, which not only preclude fast magneti-
zation switching but also may be prone to chaos. There-
fore, despite the relativistic character of spin-orbit coupling,
its interplay with (generally much stronger) indirect RKKY
exchange interaction generates many interesting phenomena,
which should be studied in the future, both experimentally and
theoretically.
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