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Order and disorder in the magnetization of the chiral crystal CrNb3S6
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Competing magnetic anisotropies in chiral crystals with Dzyaloshinskii-Moriya exchange interactions can
give rise to nontrivial chiral topological magnetization configurations with new and interesting properties.
One such configuration is the magnetic soliton, where the moment continuously rotates about an axis. This
magnetic system can be considered to be one dimensional and, because of this, it supports a macroscale coherent
magnetization, giving rise to a tunable chiral soliton lattice (CSL) that is of potential use in a number of
applications in nanomagnetism and spintronics. In this paper, we characterize the transitions between the forced-
ferromagnetic (F-FM) phase and the CSL one in CrNb3S6 using differential phase contrast imaging in a scanning
transmission electron microscope, conventional Fresnel imaging, ferromagnetic resonance spectroscopy, and
mean-field modeling. We find that the formation and movement of dislocations mediate the formation of CSL
and F-FM regions and that these strongly influence the highly hysteretic static and dynamic properties of the
system. Sample size and morphology can be used to tailor the properties of the system and, with the application of
magnetic field, to locate and stabilize normally unstable dislocations and modify their dimensions and magnetic
configurations in ways beyond that predicted to occur in uniform films.
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I. INTRODUCTION

Since the general theory of helicoidal magnetic structures
was proposed [1] and experimentally confirmed in CrNb3S6

[2], there has been much interest in this [3,4] and other [5]
chiral systems for the many unusual properties they possess.
The helimagnetism in CrNb3S6 originates from its monoaxial
chiral hexagonal crystal belonging to the P6322 space group
[6], which supports a large uniaxial anisotropy Ku along the
chiral c axis, symmetric Heisenberg exchange interactions,
and antisymmetric Dzyaloshinskii-Moriya exchange interac-
tions (DMIs), D [7,8]. The magnetization in zero applied
field (H = 0) is in a chiral helimagnetic (CHM) phase, where
the moment continuously rotates in the ab plane, along the
c axis. The intrinsic soliton periodicity in zero applied field
L(H = 0) depends on the ratio of the energy parallel to the c
axis, J‖, to the DMI energy, and is 48 nm [6,9].

When a magnetic field is applied perpendicular to the c
axis, a net moment arises as the spins preferentially align
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with the magnetic field and the incommensurate CHM phase
continuously transforms into the chiral soliton lattice (CSL)
phase. At sufficiently high fields, this creates regions of
forced-ferromagnetic (F-FM) order, indicated by the yellow
arrows in the schematic in Fig. 1, between which are isolated
solitons where the moments rotate through 2π , as depicted by
the orange to green colored arrows. As the field is increased,
the F-FM regions grow in extent through distortion and then
expulsion of solitons from the system until at some critical
field Hc the entire system is in the F-FM phase. Theoretical
[11] and experimental [12] phase diagrams for CrNb3S6 have
been constructed. The critical paramagnetic temperature de-
pends on the crystal quality but is typically ∼127 K, while
the critical field for the CSL to F-FM transition varies due
to sample thickness-related demagnetization effects, but is
typically around 2 kOe [6,9].

Importantly, because the transition between the CSL and
F-FM phases is continuous, the point at which the region
between the magnetic kinks may be regarded as a F-FM
domain and not as part of a dilute CSL is not well defined, and
will likely depend on the property of interest, e.g., static or dy-
namic properties. In this paper, we take the phenomenological
approach and refer to regions of CSL or F-FM, depending on
their most prominent character.

CrNb3S6 is unique among the helicoidal materials in that
the magnetic ordering phase coherence extends over macro-
scopic dimensions [2]. It is this protected property of the
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FIG. 1. Schematic representation of a chiral soliton lattice (CSL)
with a dislocation created by a magnetic field H applied downwards.
J⊥ (∼140 K), J‖ (∼18 K), Ku (∼1 K), and D (∼2.9 K) are the
exchange energy densities perpendicular and parallel to the c axis
(indicated by the red arrows), and the uniaxial anisotropy and DMI
energy density, respectively [10].

magnetic solitons, together with the ease with which the mag-
netic texture can be modified by the application of field, and
the interesting emergent phenomena [3,4] that make CrNb3S6

potentially useful in many device applications in nanomag-
netism and spintronics. Of particular interest are discretiza-
tion effects arising from changes in the magnetic topology
created by the addition or removal of a soliton. These effects
have been observed in a variety measurement techniques,
including transmission electron microscopy, magnetoresis-
tance, magnetic torque, ferromagnetic resonance, and x-ray
circular dichroism [12–15].

Between the CSL and F-FM regimes, dislocations in the
soliton lattice such as that depicted by the schematic in Fig. 1
can form and are likely to play a key role in mediating
the changes in the magnetic phase of the material. Indeed,
recently reported modeling predicts that soliton annihilation
occurs through dislocations forming and moving perpendicu-
lar to the c axis, while creation occurs in a coherent process at
the sample edges [15]. The coherence of the CSL is of great
importance to the functionality of the material and it is thus
crucial to characterize it.

In this paper, we experimentally characterize the transition
from the F-FM phase to the CSL one and back in CrNb3S6 us-
ing Lorentz microscopy and ferromagnetic resonance (FMR)
spectroscopy, with a particular focus on magnetic lattice
dislocations. We show that dislocations mediate the CSL to
F-FM transition. In the opposite transition, dislocations ap-
pear as a result of the partitioning of the magnetization into
a mixture of CSL and field-polarized F-FM regions, creating
a disordered phase. The formation of this disordered phase
depends on the reversal direction and creates an asymmetry
in the associated dynamic properties. The dislocations are
generally metastable or unstable, but we show how they can
be localized by “pinning” them against stepped increases in
sample thickness, which also allows their dimensions to be
modified far beyond that predicted from modeling of uniform
thickness samples using a mean-field approach. This observa-
tion opens the possibility to localize dislocations and make use

of the nanochannels of field-polarized spins created by them
in device applications.

After summarizing the methodology or our approach in
Sec. II, the mean-field simulations are presented in Sec. III,
before the main experimental results are discussed in Sec. IV.

II. METHODOLOGY

A. STEM sample preparation and measurements

To experimentally quantify the magnetic texture in
CrNb3S6, differential phase contrast (DPC) and electron en-
ergy loss spectroscopy (EELS) measurements were performed
on a cross section of a single-crystal CrNb3S6 sample in a
probe corrected JEOL ARM 200F scanning transmission elec-
tron microscope (STEM) equipped with a cold field emission
electron gun operated at 200 keV. In the DPC measurements,
the sample was cooled to ∼102 K in a Gatan HC3500 sample
holder while the signal was collected by a custom eight-
segment detector [16], allowing the modified DPC method
to be used to reduce diffraction artifacts [17]. During the
measurements, the field was applied in a direction perpen-
dicular to the sample and varied by exciting the objective
lens to different strengths. The convergence semiangle was
1.31 mrad, giving a spot size of 2.34 nm and a resolution of
1.17 nm; the pixel size was 1.24 nm for the low-field data and
0.74 nm for the high-field data.

The sample thickness was determined from a t/λ map
[18] obtained from EELS measurements performed in the
same microscope with the objective lens switched on, and
an effective Z number of 25.8, calculated using Gatan DIGI-
TAL MICROGRAPH. The EELS spectra were collected using a
GIF Gatan Quantum ER spectrometer in the scanning TEM
(STEM) mode. The convergence and collection semiangles
were 29 and 36 mrad, respectively.

The cross section was prepared in an FEI Nova NanoLab
DualBeam focused ion beam (FIB), and thinned to electron
transparency using standard lamella preparation procedures.
All data were processed using PYTHON and the FPD [19] and
HYPERSPY [20] packages.

B. TEM measurements

In order to see the CSL behavior with dislocations qualita-
tively, Fresnel images were recorded in an underfocus condi-
tion (typically ∼1 μm defocus) using a model JEM-2010 or
JEM-2100 transmission electron microscope (TEM) operated
with an acceleration voltage of 200 kV. The TEM samples
were cooled using a liquid N2 holder for the experiments
performed in a temperature range above 100 K. To see the
behavior at lower temperatures for many hours, the seventh
generation cryogenic transmission electron microscope, avail-
able in Nagoya University, Japan [21] was adopted. The
samples were cooled to below 2 K using superfluid He and the
CSL behavior was examined at low temperatures in magnetic
fields systematically.

C. FMR measurements

The magnetization dynamics were studied via FMR ex-
periments using a custom low-temperature system [14]

224429-2



ORDER AND DISORDER IN THE MAGNETIZATION OF … PHYSICAL REVIEW B 99, 224429 (2019)

comprising a vector network analyzer (VNA) coupled to a
broadband coplaner waveguide and operated at 50 K. The
transmitted power (S21) through the ground-signal-ground
waveguide to which the sample was attached (see Fig. S8
[22]) was recorded as a function of frequency as the applied
field was reduced from a large positive value (|H | > Hc) to a
similarly large negative value.

The attenuation of the transmitted signal is strongly fre-
quency dependent and so we normalize the data at each
frequency to a high percentile value of the field-dependent
data across all fields. This procedure avoids resonances in a
reference spectra appearing in the normalized data. The data
are further filtered by applying a median line correction to
correct small variations in a scattering parameter at different
frequencies due to small drifts in the VNA electronics.

D. Simulations

Mean-field simulations were performed for a three-
dimensional lattice with the spin Hamiltonian H given in (1),
which consists of ferromagnetic exchange interactions (J‖ for
bonds parallel to the x axis, J⊥ for bonds perpendicular to the x
axis), DM interaction for bonds parallel to the x axis (coupling
constant D), easy-plane anisotropy (coupling constant Ku) and
Zeeman energy due to the main external field applied along
the z axis (Hz), and an infinitesimal field parallel to x axis (Hx)
to break the symmetry [10],

H = −Jx

∑

i

Si · (Si+ŷ + Si+ẑ) − Jyz

∑

i

Si · Si+x̂

− D
∑

i

(Si × Si+x̂) · x̂ + Ku

∑

i

(
Sx

i

)2

− Hz

∑

i

Si · ẑ − Hx

∑

i

Si · x̂. (1)

In the mean-field approximation, local spin Si (with
modulus S) on the site i = (ix, iy, iz ) ∈ [1, Nx] ⊗ [1, Ny] ⊗
[1, Nz] is subject to the mean field (molecular field)
Heff

i and the expectation value 〈Si〉 is given by 〈Si〉 =
S f (S|Heff

i |/(kBT ))Heff
i /|Heff

i | with f (x) = coth(x − 1/x).
Heff

i is given as a function of {〈S j〉} j and thus the mean-field
theory yields a self-consistent equation for {〈S j〉} j .

The iteration procedure to seek for a solution to this self-
consistent equation consists of the following steps: (i) Prepare
an initial state {〈S j〉} j ; (ii) calculate Heff

i for a given {〈S j〉} j ;
(iii) update 〈Si〉 by S f (S|Heff

i |/(kBT ))Heff
i /|Heff

i |; (iv) repeat
(ii) and (iii) until {〈S j〉} j converges. The updated series of 〈Si〉
can be regarded as a kind of relaxation process.

For the present purpose, we focus on a transient
time domain, when the dislocations exhibit slow
dynamics to annihilation. We take as an initial state with
Si = S(cos(2πwiz/Nz ), sin(2πwiz/Nz ), 0) for iy ∈ [1, Nm]
and Si = S(cos[2π (w + 1)iz/Nz], sin[2π (w + 1)iz/Nz], 0)
for iy ∈ [Nm + 1, Ny] with an integer Nm ∈ (1, Ny ). We
take (Nx, Ny, Nz ) = (200, 200, 5). The integer w denotes a
winding number. Typically, it takes 10000 iterations to relax
a state with a pair of dislocation and 80000 iterations to
annihilate the pair.

When presented with the projected components of the
magnetization, the spacing between spins was taken as 0.575
nm in x, and 1.21 nm in y [9].

III. SIMULATION RESULTS

A. Numerical simulation of chiral soliton lattice dislocations

We begin by describing the expected behavior of edge
dislocations formed in the chiral soliton lattice of a uniformly
thick sample of CrNb3S6. Here, we use the term “edge” to
describe the dislocation in its crystallographic sense, not in the
sample geometry one. To do this, simulations were performed
using a self-consistent mean-field approach to solving the spin
Hamiltonian [10] with the magnetization formed from a three-
dimensional lattice of spins initialized with two dislocations.
A periodic system was defined with the c axis along the x
axis, with 200 spins in x and y, and 5 in z (see Fig. 1 for
orientation definitions). The magnetization parameters used
were D/J‖ = 0.16, J⊥/J‖ = 8, Hz/(J‖S) = 0.01, H‖/(J‖S) =
10−14, and T/(J‖S2) = 1, where S and T are the spin modulus
and the temperature, respectively, and J‖ and J⊥ are the
exchange energy densities along the x axis (parallel to the c
axis) and perpendicular to it, respectively.

The magnetization distribution does not converge upon
iteration of the calculations, indicating the dislocations are
unstable and, instead, the dislocations approach one another
and eventually annihilate. In doing so, the spins forming
the soliton “untwist” to lie parallel to one another in the
direction of the field, creating a region of more dilute CSL.
The projected magnetization components part way through
this process are depicted in the left-hand column of Fig. 2
and are characteristic of the general distribution. Oscillations
in intensity along the x axis in Figs. 2(a) and 2(b) represent
rotation of the moment in the ab plane along the c axis,
with 2π rotations of the moment between successive peaks
or troughs. At the positions of the dislocations, the moment is
predicted to rotate in plane to point along the c axis, creating a
nonzero x component of magnetization as shown in Fig. 2(c),
similar to that depicted in Fig. 1.

To enable comparisons with differential phase contrast
(DPC) measurements (discussed later), we display in the
middle column of Fig. 2 the calculated integrated induction
field components in the plane of the sample that would be
imaged in the experiment, using the Fourier space approach to
solving the Aharonov-Bohm equation [23]. With the electron
beam traveling along a path perpendicular to the film, DPC
is insensitive to the z component of the magnetization. The
projected in-plane magnetization and induction will differ if
the magnetization has any divergence [24]. This is true for the
dislocations, so it is important to understand the differences
between the magnetization from the model and the measured
induction field from Lorentz microscopy. The magnetization
divergence is plotted in Fig. S1, and is accompanied by a
detailed discussion [22].

The right-hand column of Fig. 2 [Figs. 2(f)–2(h)] shows
profiles along the lines in the surface plots [Figs. 2(a), 2(b)
and 2(d)] along with fits to the data [thin black lines in Figs.
2(g) and 2(h)] to estimate the feature widths. The y compo-
nent of the magnetization [Fig. 2(b)] shows the antiparallel
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FIG. 2. CSL dislocation simulations with the field applied perpendicular to the c axis. The left-hand column [(a)–(c)] shows the projected
magnetization components in an untilted sample. The red arrows indicate the magnetization direction. The middle column [(d) and (e)] shows
the calculated integrated magnetic induction components that would be imaged by DPC measurements. The right-hand column [(f)–(h)] shows
the profiles at the locations indicated by the colored lines in the surface plots. Dashed lines are M, dotted lines are B. The annotated dimensions
are widths A of hyperbolic tangent functions tanh(2y/A) (black lines) fitted to the data. All data are presented in normalized units and with a
common color map.

configuration of the CSL and this is well mapped by the
induction field [Fig. 2(d)] at most locations, as indicated by
the overlapping data in Figs. 2(f), with subtle differences
in the vicinity of the dislocations where there is some di-
vergence of the magnetization. However, the x component
of the magnetization [Fig. 2(c)] results from the presence
of the dislocation and is divergent in nature. Divergence of
magnetization results here from both the x and y components
and results in magnetic field sources (H) which will make
the projected magnetization and induction components differ.
In this case, the nondivergent magnetization dominates the
contrast in Fig. 2(d) which is only slightly different from
Fig. 2(b), while in Fig. 2(c) the magnetization is mostly
divergent and so, not unexpectedly, the contrast in Fig. 2(e) is
quite different from in Fig. 2(c). It can be seen that the contrast
in Fig. 2(e) is significantly reduced compared to Fig. 2(c)
and that opposite ends of the dislocation have a distinctly
different character. These differences are shown in more detail
in the difference and histogram plots in Figs. S2 and S3 [22],
respectively.

For the magnetic configuration depicted in Fig. 2, the
moment continually rotates between solitons [see the green
and blue lines in Fig. 2(f)], showing that the system may be
regarded as a dilute CSL. However, in both the F-FM and CSL
phases, the spins in the ab plane (the yz plane of Figure 1) are
parallel to all other spins within the same plane. A dislocation
in a CSL marks the location where the spins in the ab plane
rotate between regions of different spin orientations, as shown
in Fig. 2, and thus they may be considered as a kind of domain
wall. As in normal ferromagnets, the domain wall width here

is predicted to be independent of the applied field strength,
and to be proportional to

√
J⊥/Keff, where J⊥ is the exchange

energy density in the yz plane, perpendicular to the c axis, and
Keff is the effective anisotropy which is determined by J‖, and
the DM interaction (D) and uniaxial anisotropy (Ku) strengths,
Keff = 2(

√
J2
‖ + D2 − J‖) + Ku [25].

The wall width in this system is most naturally defined
as the distance over which the z component of the mag-
netization reverses. To extract this width, we fit hyperbolic
tangent functions to the data, as shown in Fig. 2(g), and find
that the best fitting parameters for the profiles are 7.95 nm
down the center of the soliton dislocation and 19.0 nm on
either side of this. Experimentally, we do not measure this
component with DPC imaging, however, it gives useful length
scales. Therefore, to be able to compare with experiment,
the y component of the integrated induction at its position of
maximum (or minimum) strength, displaced laterally from the
soliton center, is used as a measure of the dislocation width.
By comparison of Figs. 2(a) and 2(b), it is clear that this
width will be much wider than the distance over which the
z component of the dislocation magnetization Mz reverses.
Line profiles of the y components of the magnetization and
induction field at the positions indicated by the dotted and
dashed lines, respectively, in the images in Figs. 2(b) and 2(d)
are plotted in Fig. 2(h) and show that a width parameter of
either 17.8 or 35 nm is obtained from the induction variation.
At one end of the dislocation, the effect of the H field due
to the magnetization divergence is low and the induction and
magnetization profiles are very similar, with a width profile
of 17.8 nm. However, at the other end there is a much larger
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difference due to the increased H field created from the
magnetization divergence and the width is larger at 35 nm
(see Supplemental Material [22] for a detailed discussion).
In terms of the measured numbers, we see that the smaller
number of 17.8 nm is comparable to the y and z components
of the magnetization off center of the dislocation.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Direct observations of dislocations

To directly observe edge dislocations formed in the chi-
ral soliton lattice of CrNb3S6, the magnetization state of a
thin (�80-nm-thick) lamella sample was investigated using
DPC imaging in a scanning transmission electron microscope.
Unlike Fresnel imaging (discussed later), DPC is an in-focus
Lorentz imaging technique [26] and, with a known sample
thickness, allows us to quantitatively measure with high spa-
tial resolution the sample magnetic induction, from which the
magnetization state can be inferred. The dislocations, marked
in Fig. 3 by a rotated red “⊥” symbol, are shown with a low
(left column) and high (right column) field applied perpendic-
ular to the c axis. The measured x components of induction
(along the c axis) are shown in Fig. S4 [22], and will be
discussed later. Unlike in the simulations, in the experiment,
these dislocations are metastable at low fields and can be made
stable at high fields by sample thickness modulation.

In the low-field case, the stability of the dislocation may
not be captured in the simulation due to the finite size of
the sample and periodic boundary conditions being imposed,
which limits the extent to which the soliton lattice can distort.
Instead, the simulation may be more representative of a dilute
CSL phase. In the real system, the soliton lattice is dense
at low applied field values and gradual lattice deformation
occurs around the dislocation, as may be seen in Fig. 3(a).
In this case, the equivalence of dislocations and domain walls
is somewhat modified; instead of defining a wall between
regions of CSL and F-FM, the dislocation may be thought
of as defining regions of different soliton kink densities. The
large lateral size of the experimental sample means that there
are very many solitons and the addition or removal of one
soliton can be accommodated more easily through a gradual
deformation of the lattice.

Induction profiles parallel to the c axis at the positions of
the arrows in Fig. 3(a) are plotted in Fig. 3(b), and the period
of the top and bottom series estimated by fitting sinusoidal
functions to the data. We use sinusoidal functions since the
field used here (104 Oe) is over an order of magnitude smaller
than the typical critical field, so the magnetization closely re-
sembles that of the helimagnetic phase expected from the sine-
Gordon model [27], the projection of the moment of which is
sinusoidal [2]. The CSL periodicity increases from 40 nm be-
low the dislocation to 52 nm above it, straddling the expected
low-temperature CHM value of 48 nm, and reflects local
distortion of the lattice in the vicinity of the dislocation, as dis-
cussed above. From the curvature of the solitons in Fig. 3(a),
clearly the lattice deformation is strongest near the dislocation
and it extends over multiple soliton periods in all directions.

To map spatially the lattice distortion parallel to the c
axis, we Fourier filtered the data in Fig. 3(a) and then fitted

sinusoidal functions to overlapping regions across the entire
scan. The results of this are shown in Figs. 4(a) and 4(b),
where the color map in the period data in Fig. 4(b) is centered
around 45.6 nm (gray), with blue indicating shorter periods,
and red longer ones. The magnetic lattice is most strongly
modified at the location of the dislocation, as one would
expect, but distortion of the lattice extends for tens to hundreds
of nanometers, demonstrating the significant disturbance to
the surrounding lattice created by a single dislocation.

The period profiles from the average of the regions marked
by the dashed lines in Fig. 4(b) are shown in Figs. 4(c) and
4(d) for the directions perpendicular (magenta) and parallel
(green) to the c axis, respectively. The full width at half
maximum value of the distortion parallel to the c axis is
around 160 nm. To estimate the distortion length scale in
the perpendicular direction, we fitted a decaying exponential
function (black line) to the data (magenta) in Fig. 4(c) and
extracted a decay constant of around 114 nm.

The mean period value used in the above analysis was ex-
tracted from the average period profile perpendicular to the c
axis shown in Fig. 4(c) by fitting the function a/(y − yo) + po

to the data, where a and yo are constants and po is the predicted
period far from the dislocation. Such 1/y expressions arise
in models of stress in two-dimensional (2D) crystals with
edge dislocations [28], but we use it in our one-dimensional
(1D) magnetic lattice only to estimate the value of po in the
measurement. This mean value is also indicated by the dashed
black vertical line in Fig. 4(c). In the fit, we excluded the area
within 30 nm of the dislocation to avoid inaccuracies arising
from using the average profile.

The measured induction profile perpendicular to the c axis,
along the center of the dislocation, is shown in Fig. 3(c).
The dislocation is approximately 60 nm wide and is much
narrower than the long-range lattice distortion, reflecting the
relatively weak DMI strength compared to that of the uniaxial
anisotropy. This can be understood by considering that the
magnetization rotation rate reduces in the immediate vicinity
of the dislocation, increasing the DMI contribution to the
energy, yet the moment remains very closely aligned with the
ab plane throughout because of the larger uniaxial anisotropy
contribution to the energy of moments pointing away from the
easy axis.

Equivalent induction plots for the high-field case in which
the CSL is diluted by wide regions of slowly rotating moments
are shown in the right-hand column of Fig. 3. At high fields,
dislocations are generally unstable in uniform thickness films,
consistent with the simulations, but can, as done here, be
stabilized by pinning them up against an energy barrier cre-
ated by an increasing sample thickness. In the sample images
presented here, the thickness begins to increase to several
hundred nanometers from just below the bottom edge of the
image in Fig. 3(d) (see Fig. S5 for further details [22]).

The soliton profile parallel to the c axis (black line) and the
net moment twist rate (blue line) produced from the average
of the data outlined with a green dashed line in Fig. 3(d) are
shown in Fig. 3(e). Here, the blue, green, and red arrows in-
dicate equivalent points to those similarly marked in Fig. 3(d)
and the locations of profiles drawn in the same-colored lines in
Fig. 3(f) (discussed later). Since the magnetization at locations
far from dislocations is free of divergence, the saturation
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FIG. 3. Induction maps of dislocations at low (left column, 104 Oe) and high (right column, 2348 Oe) fields, measured using DPC imaging
at a temperature of 102 K. (a) and (d) show the component of the induction perpendicular to the field applied into the page, where the
dislocations are marked by a rotated red “⊥” symbol. (b) Line profiles along the c axis at positions indicated by the arrows in (a). (c) Induction
profile along the center of the low-field dislocation, marked by the vertical arrow in (b). Soliton profiles parallel and perpendicular to the c axis
at high field are shown in (e) and (f), respectively. The colored arrows in (d) and (e) indicate common locations, and are those of the matching
colored lines in (f). The data in (e) were produced from average of the region outlined with a green dashed line in (d). The dashed lines in (b),
(c), and (f) are fits to the data of sinusoidal and hyperbolic tangent functions. The lower (blue) line in (e) is the rotation rate of the high-field
solitons. The dimension in (e) is the average over the three leftmost solitons shown in (d), while that in (f) is the average of the two profiles
along the maxima (red) and minima (blue) of the high-field dislocation. The errors quoted are from the fits to the data with an additional error
estimated from a calibration measurement, except in (e), where the value and error are the mean and standard deviation of the measurements
of the three solitons shown.

magnetization can be inferred directly from the integrated
induction from the DPC measurement and is μoMs ≈
0.07–0.1 T. This is similar to values reported from selected
area electron diffraction measurements of lamella at 110 K of
0.086 T, corresponding to 1.5μb/Cr [2], and of 1.9μb/Cr [9]

in bulk samples at a temperature of 102 K. The average trough
to peak (blue to red arrow) distance is ∼19 nm, and is consid-
erably narrower than half the ∼80 nm full width of the soliton,
shown in Fig. 3(e), demonstrating how the soliton structure is
modified at high fields to reduce the Zeeman energy. This can
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FIG. 4. CSL deformation around the low-field dislocation in the DPC data in Fig. 3(a). (a) Fourier filtered data. (b) Local CSL periodicity
obtained by fitting a sinusoidal function to overlapping 88 nm sections along each row of the filtered data. Note that the fitting width limits
the accuracy in close proximity to the dislocation, but otherwise accurately measures the magnitude and extent of the lattice distortion. (c) and
(d) show periodicity profiles from the average of the areas delimited by the similarly colored dashed lines in (b). The black line in (c) is an
exponential fit to the decay in period perpendicular to the c axis, while the dimension in (d) is the approximate full width at half maximum
value of the distortion parallel to the c axis.

be seen in Fig. 3(e) by the asymmetry of the induction gradient
on each side of the maxima or minima, matching that in the
simulation [cf. Fig. 2(f)], and appears as a narrower rotation
between troughs and peaks in the twist rate data when moving
from left to right along the graphs (between the blue and
red arrows). The maximum rate is ∼11◦/nm, which would
give a period of only ∼33 nm if the rate is maintained across
the soliton. The region of faster rotation will correspond to
that in the sample where a component of the moment points
antiparallel to the applied field which, in this case, points into
the page.

The three colored lines in Fig. 3(f) show the induction pro-
file across the dislocation, perpendicular to the c axis, at the
points indicated by the arrows of the same color in Figs. 3(d)
and 3(e). The blue and red traces are those at the minima and
maxima, respectively, and show that the dislocation width is
∼2.5 nm. We note that while the dislocation did not change
appearance prior to, during, and after the measurement, we
cannot rule out the end of the dislocation being dynamic and
moving on a time frame below the exposure time, blurring the
features.

In addition to the dislocation stability, compared to the
simulations, there are two key differences in the experiment.
First, the nonzero x component of induction is not observed in
the experiment at low or high fields, as shown in Fig. S4 [22].
In both cases, this may be in part because of the reduced sen-
sitivity of the imaging technique to this particular component,
as discussed above (see Fig. S2 [22]) and, potentially, because

the dislocation may be dynamic (see Fig. S7, discussed later
[22]). At high fields, the dislocation may additionally be
modified by being pinned against a barrier. It is, however,
unclear why no x component is seen at low field, but it may
be related to the dense nature of the lattice in the experiment
which would favor the moments remaining aligned with the ab
plane. Second, the dislocation widths along the ab plane can
be significantly modulated by the applied field strength, from
approximately 60 nm at low field to around 2.5 nm at high
field. Since these measurements are of the y component of
the induction, the z component of the magnetization reversal
width is very likely to be much smaller. These deviations from
the simulations open the possibility to reproducibly locate
and stabilize normally unstable or metastable dislocations and
to modify their properties in ways not possible in uniform
thickness films.

B. Hysteretic chiral soliton lattice dislocation populations

The formation and subsequent movement of dislocations is
one means by which solitons may be nucleated or annihilated
[15] and thus we may expect them to play a significant role
in transitions to and from the F-FM and CSL phases. To
investigate this, we observed the transition between these
phases by Fresnel imaging [26] of a thin lamella sample
of several microns in size. The results of this are depicted
in Fig. 5 and show that the dislocation properties strongly
depend on whether the transition is from F-FM to CSL or
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FIG. 5. Hysteretic field-dependent soliton density and disloca-
tion population in a CSL, obtained from Fresnel imaging of a thin-
film lamella at 20 K with the field, applied perpendicular the c axis
and to the sample surface, swept in both the increasing (red labels)
and decreasing (blue labels) directions, as indicated by the arrows in
the right hand panels. 960 × 670 nm sections of the Fresnel images
are shown in the left-hand panels, where dislocations are marked by
rotated red “⊥” symbols, while statistics were gathered from a fixed
area of 2060 × 1540 nm.

vice versa. Solitons in the Fresnel images in the left-hand
panels appear at high fields as thin dark vertical lines on a
variable intensity background (occurring due to bend contours
in the weakly curved sample diffracting intensity away from
the detector by different amounts), as shown by the black and
white overlays in the left-hand column. Panels 1–5, labeled
with a red font, show the transition from the CSL phase to the
F-FM one as the applied field strength increases from zero to
the critical field, Hc, while panels 6–8 (blue font) show the
return to zero field. The results of an analysis of this and data
over an area five times wider than that shown in the figure
at intermediate fields to extract the field dependence of the
soliton period L(H ) and dislocation density are shown in the
upper and lower right-hand panels of Fig. 5, respectively.

The CSL to F-FM transition (red symbols in Fig. 5)
is characterized at low fields by a relatively smooth, near-
continuous stepped increase in soliton period as solitons are
removed from the system in a stochastic process. At higher
fields, there are fewer solitons and removal of a single soliton
has a proportionally larger effect, resulting in increasingly
large jumps in period. Importantly, very few dislocations
form across the entire phase transition. This suggests that
expulsion of solitons from the system is a coherent process
that maintains the long-range lattice order, and that the energy
barrier to annihilation is relatively low. These observations
are consistent with reports of annihilation occurring due to
“unzipping” of solitons as the result of the formation and rapid
movement of a dislocation perpendicular to the c axis [15,29],
and with our observations of dislocation movement, discussed
later.

The F-FM to CSL transition (blue symbols in Fig. 5) shows
markedly different behavior; the system remains in the F-FM
phase until the field is reduced to around 0.55Hc (labeled
point 6), at which field a high number of solitons appear
as the phase changes from a “supercooled” F-FM phase to
a CSL one with a similar periodicity to that at the same
field in the opposite transition direction, but with very many
dislocations. The number of dislocations remains relatively
high throughout the transition to the CSL phase at a near-zero
field, gradually reducing in number as the field is decreased
and metastable dislocations are removed and new solitons
enter the lattice.

We note that a few solitons remain at near-zero field in the
decreasing branch, indicated by point 8 in Fig. 5. The applied
field strength at this point was set by the residual field of
the transmission electron microscope objective lens and was
around 100 Oe. However, when the field polarity is swapped,
equivalent to point 1 in Fig. 5, the dislocations disappear
and the ideal CSL is obtained. This picture is consistent
with the behavior observed in ferromagnetic resonance (FMR)
experiments (discussed later) when sweeping the field applied
to a sample in the F-FM state through zero.

Our direct observations via Lorentz TEM (at a lower tem-
perature 20 K) strongly support the picture obtained based on
the magnetoresistance data already reported in samples with
similar dimensions [13]. In smaller volume samples, different
results are obtained. When the sample is reduced in size by
crystallographic chirality [13], soliton dislocations appear at
the edge of the sample and move inwards, towards a step
increase in thickness, as shown in Fig. S6 [22]. Because of
the small volume and the stabilizing effect of the thickness
step, the number of nucleation sites is reduced and more
symmetric behavior with respect to the field cycle is seen in
the dislocation densities. Crystal lattice grain boundaries have
been shown to influence topological magnetic configurations
in other chiral systems (Ref. [3] of the Supplemental Mate-
rial) and may also play some role here (see [22] for further
discussion).

This sample size-dependent hysteretic behavior is similar
to that observed in magnetoresistance and magnetic torque
measurements on micron-sized samples [12,13] and suggests
there is a significant energy barrier to initial soliton nucle-
ation. This is consistent with recent modeling efforts which
predict that the transition from a supercooled F-FM to CSL
phase occurs in small samples by the creation and penetration
of solitons from the edge of the sample [15], and that a barrier
of magnitude (4/π2 ≈ 0.4)Hc is formed by twists of the mag-
netization at the surface of the sample from which they enter
[30]. We note this value is similar to the one we observe in the
TEM data in Fig. 5 of 0.55Hc, and that the precise value will
vary with sample-dependent demagnetization effects [30].

In all but the smallest samples, the process of solitons
entering the system may occur from several edges or nucle-
ation points, depending on the local demagnetization field
[31] and, where the CSL lattices meet, metastable dislocations
may form. Evidence of dislocation instability is shown in Fig.
S7 [22], which demonstrates that dislocations in CrNb3S6

at a constant temperature and under a constant applied field
exhibit slow dynamics, on the order of seconds, similar to ob-
servations of dislocations in the helimagnetism of FeGe [29].
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C. Resonance properties of the chiral soliton lattice

In addition to dislocations exhibiting slow dynamics, one
might expect them to also influence the fast magnetization
dynamics of the system. However, since the volume and
coherence of the dislocations will be relatively small, the
direct effect will most likely be limited to modification of
the resonance linewidth, as is predicted to occur in nonchiral
ferromagnets with crystal defects [32]. Instead, we expect that
the dominant effect of dislocations will be the indirect one,
where the presence or movement of dislocations may either
mediate the creation or indicate the presence of multiple CSL
and F-FM regions within the sample, depending on the sweep
direction, as discussed in the previous section. In addition,
dislocations may also define multiple regions of dense lattices
between which exist relative periodicity and phase changes in
the rotation of the moment.

To probe the microwave frequency dynamics of the mate-
rial in its different phases, we performed ferromagnetic reso-
nance (FMR) measurements on a sample with a 50-μm-long
chiral axis at 50 K in a custom system [14] comprising a vector
network analyzer coupled to a broadband waveguide (see Fig.
S8 for further details [22]). FMR data recorded while the
field was swept from +0.2 to −0.2 T, after normalization and
processing, is shown in Fig. 6(a). To aid interpretation of the
complex spectra, the main resonance branches are highlighted
in the sketch overlay shown in Fig. 6(b). In the following, we
will restrict our discussion to the main features of the FMR
data. A more detailed FMR study is reported elsewhere [33].

The general FMR features are similar to those reported
previously from a smaller sample with with the dc field ap-
plied perpendicular to the c axis [14], with Kittel-like modes
with a square root of frequency dependence [34] at high-field
magnitudes (�150 mT) when the sample is in the F-FM phase,
and asymmetric CSL-phase resonances at lower fields. The
multiple F-FM resonances are related to the existence of a
size-dependent inhomogeneous demagnetization field [31]. In
the larger sample used here, the CSL modes resemble a rotated
sigmoid and the resonances are more complex, with the num-
ber of resonance branches varying greatly as the field is swept
and the magnetization transitions between different phases.

The end of a clear single-domain F-FM phase with de-
creasing field occurs around +136 mT, while the transition
from the CSL phase to a the F-FM one occurs at −156 mT,
as indicated in the figure annotations. Due to the FMR sample
being much larger than the sample used for the dislocation
density measurements shown in Fig. 5, the critical F-FM fields
measured in the FMR sample are relatively similar. However,
they are not identical, and the discrepancy of the values is
ascribed to the existence of the surface barrier in the sample,
as discussed in the literature [15,30]. Only in bulk samples
(0.1–1 mm along the c axis) [35] are discretization-related
hysteresis effects absent.

The coexistence of CSL and F-FM regions in the F-FM
to CSL transition is readily apparent from the overlapping
Kittel-like and CSL-like resonances at positive fields below
136 mT. The collective resonance properties of each of these
regions will be determined by the region size and on the
surrounding magnetization state which, in turn, are defined in
part by the dislocation distribution. The dislocations may act

FIG. 6. Ferromagnetic resonance measurements on a specimen
with a 50-μm-long chiral axis at 50 K as the dc applied field is
varied from +0.2 to −0.2 T in 1 mT steps, showing how the dynamic
magnetic properties are influenced by the magnetic phase. (b) A
simplified sketch of (a) where the lines pick out the main resonance
branches. The vertical arrows highlight examples where multiple
branches jump in frequency together. The field region marked by an
“*” has mixed characteristics and is discussed in the main text.

as pinning sites or spin-wave scatterers through distortion of
the lattice, which at low fields can extend over 100 nm in range
[see Fig. 4(b)]. Indeed, modeling of collective resonances in
a confined CSL shows that the boundary conditions of the
lattice and its soliton chain length influence the resonance
frequency [36], with lower pinning fields and shorter chains
having lower frequencies. We may thus tentatively ascribe
the multiple low-amplitude and low-frequency FMR branches
observed here to a combination of a distribution of different
CSL chain lengths, CSL region sizes and boundary condi-
tions, and F-FM regions, all defined by dislocations; in effect,
the sample may be partitioned into smaller magnetic regions,
each with a different low-amplitude precessional mode. As
the field is reduced, the progression of dislocations through
the system modifies the local boundaries of the effective
volumes contributing to a given mode. In this picture, when
one or more dislocations defining a region vanishes, the small-
amplitude resonances from the associated volumes increase
in frequency or disappear altogether while simultaneously
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increasing the amplitude of the main CSL modes. The sharp,
steplike nature of the frequency change and the high degree
of synchronization (e.g., aligned jumps in frequency marked
by vertical arrows in Fig. 6) is consistent with the dislocation
generation and movement which, as discussed earlier, occurs
very rapidly in uniform thickness samples. Only when a small
negative field is reached are all dislocations finally removed
from the system, consistent with the TEM data in Fig. 5,
leaving it in the ordered CSL phase with a macroscopic
coherence length, and only the main CSL resonance modes
are observed.

Because the expulsion of solitons from an ordered CSL
phase is a coherent process which maintains long-range lattice
order, only modes characteristic of a single-domain CSL
phase are observed until relatively large negative fields are ap-
plied and, consequently, the CSL to F-FM transition is much
sharper. At fields just above the CSL to F-FM critical field
there occurs a small and gradual redistribution of resonance
intensity from the main CSL resonance to lower-frequency
branches [marked by an “*” in Fig. 6]. While the origin of
this behavior is unclear, it is interesting to note that a small
number of dislocations are observed in the equivalent TEM
data at this stage of reversal (see Fig. 5) and thus these may
also influence the formation of CSL and F-FM regions in the
CSL to F-FM transition.

Quantization effects and the macroscale coherence of the
CSL phase are key properties of the CrNb3S6 system for
potential application in areas of spintronics and nanomag-

FIG. 7. Fresnel imaging of solitons running vertically in a thin
lamella, showing unidirectional guided motion of soliton dislocations
(rotated red “⊥” symbols) in response to a decreasing (a)–(c) applied
magnetic field during the F-FM to CSL phase transition. The two
different background intensities are due to thickness variations in the
sample.

netism, and so it is important that further theoretical work is
performed to understand in greater detail the role of disorder
in these effects and also the influence of surface spins on this
interesting and highly configurable magnetic system.

D. Guided motion in dislocation mediated phase transitions

Finally, evidence for field-driven dislocation movement
modulating CSL growth is presented in the Fresnel images
of the magnetic state at different stages of the F-FM to CSL
phase transition depicted in Fig. 7. Dislocations, marked by
the rotated red “⊥” symbols, move upwards following the
black arrows as the field is decreased in Figs. 7(a)–7(c),
enlarging the CSL area. In following the lowest-energy path,
the dislocation movement allows each soliton to follow the
surrounding lattice in a “guided” manner, irrespective of
crystal thickness. Interestingly, this guided movement persists
even in very dilute CSL phases, as shown in Fig. S9 [22].
Just as large crystal thickness steps stabilize dislocations, this
field-driven guided dislocation motion may be made possible
by the thickness modulation in gradually tapered samples such
as that in Fig. S9 [22], further demonstrating the robust nature
of solitons in CrNb3S6 and the ability to tailor their properties
through changes in sample morphology. Control of the dis-
location position and the size of the CSL phase in this way
may be exploited in device applications such as in guiding
microwave fields or in field-dependent microwave attenuators.

V. CONCLUSIONS

We have experimentally characterized the magnetization
in the CrNb3S6 system at multiple length scales, from
nanometer-scale resolved DPC images of chiral soliton lattice
distortion at dislocations, through micron-scale Fresnel imag-
ing of dislocation populations and the lattice parameter during
magnetization reversals, to the tens of microns scale with
FMR measurements of the dynamic magnetization properties.
The formation and movement of soliton dislocations is found
to mediate the formation of F-FM and CSL regions and this
can be highly hysteretic. The dislocations strongly influence
the magnetization reversal and the resulting coherence of the
magnetic configuration, knowledge of which is critical to
understanding and controlling the magnetization properties.
Sample morphology is found to play a key role in stabilizing
normally unstable or metastable dislocations and allows the
magnetic properties to be controlled and modified far beyond
that predicted for a uniform sample, potentially allowing the
use of the tunable emergent nanochannels of field-polarized
spins in device applications.

Original data files are available from the University of
Glasgow Enlighten: Research Data repository [37].
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