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Exchange-correlation thermal effects in shocked deuterium: Softening the principal
Hugoniot and thermophysical properties
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Exchange-correlation (XC) thermal effects for transport and optical properties of deuterium along the principal
Hugoniot are investigated. The study is performed using ab initio molecular dynamics simulations within the
Mermin-Kohn-Sham density functional theory. XC thermal effects are taken into account via the temperature-
dependent Karasiev-Dufty-Trickey generalized gradient approximation functional [V. V. Karasiev et al., Phys.
Rev. Lett. 120, 076401 (2018)]. We find that XC thermal effects account for the softening of the Hugoniot
at pressures P > 250 GPa and improve agreement with recent experimental measurements. Also, XC thermal
effects lead to the reflectivity increase by about 2% for shock speeds above 20 km/s. The calculated reflectivity
for shock speeds up to 50 km/s is in excellent agreement with recent experimental measurements on the Omega
Laser System. The dc conductivity is increased by about 4% due to XC thermal effects. The system evolution
along the Hugoniot crosses the so-called warm-dense-matter regime, and XC thermal effects must be taken into
account to accurately predict the thermophysical properties across warm-dense conditions.
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I. INTRODUCTION

Reliably predicting the properties of hydrogen and its
isotopes under extreme conditions remains a problem of great
importance and broad scientific interest. Accurate knowledge
of the equation of state and transport properties over a wide
range of thermodynamic conditions of this simplest and most
abundant element in the universe is used as input for planetary,
brown dwarf, and stellar modeling [1] as well as the inertial
confinement fusion simulations to design targets [2—4]. The
most advanced theoretical and computational methods are
used to interpret experimental results and to predict proper-
ties at thermodynamic conditions that are difficult to access
experimentally.

On the other hand, new experimental measurements with
improved accuracy [5,6] serve as an important benchmark to
assess the accuracy of theoretical predictions. It was found [6]
that recent shock-compression data for deuterium are well de-
scribed by finite-temperature density functional theory (DFT)
methods [7-9] and are in disagreement with recent quantum
Monte Carlo (QMC) results [10]. The QMC method [10]
fails to correctly describe the shock compression near the
molecular-to-atomic (MA) transition for both the onset of
dissociation and peak compression [6]. DFT calculations with
exchange-correlation (XC) functionals that account for van
der Waals (vdW) long-range interactions (vdW-DF1 [11] and
vdW-DF2 [12]) provide an improved description of the onset
of the dissociation process along the Hugoniot, while peak
compression is underestimated by these functionals. Standard
generalized gradient approximation (GGA) XC functionals
such as the Perdew-Burke-Ernzerhof (PBE) functional [13]
describe the peak compression reasonably well, but the
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dissociation process begins at a slightly (~3 GPa) lower
pressure compared to the experimental data (see details in
Ref. [6]). At pressures above 250 GPa along the Hugoniot,
the DFT calculations with the PBE functional predict a stiffer
behavior than recent experimental data [5].

Furthermore, optical and transport properties such as re-
flectivity, thermal conductivity, and electrical conductivity are
important material properties used to characterize the complex
behavior of shocked deuterium, which includes, in particular,
insulator-to-metal and degenerate-to-nondegenerate plasma
transitions. Ab initio molecular dynamics (AIMD) simula-
tions, when the classical molecular dynamics for the ionic
degrees of freedom is combined with the DFT treatment for
the electrons, take into account quantum effects and treat all
electronic thermally occupied and empty states on the same
basis. All of this is important to accurately predict transport
coefficients via Kubo-Greenwood formalism [14,15], espe-
cially in the partially degenerate, strongly coupled regime
when the chemical- and plasma-based models [16,17] become
inaccurate [4].

All current DFT calculations of the Hugoniot data
and transport coefficients are performed with temperature-
independent XC functionals developed for the ground
state [4,6,18-21]; therefore, XC thermal effects, which play
an important role in warm-dense-matter (WDM) condi-
tions [22], are not taken into account. Figure 1 shows the
(rs,t) domain where the T dependence of XC might be
important for accurate predictions. The relative importance
of XC thermal effects is shown as a function of the Wigner-
Seitz radius r, = (3/4mn)'/3, and the reduced temperature
t =T/Tg (Tg = [372n]*/3 /2kg is the Fermi temperature, and
n is the electron number density). At low ry XC thermal effects
might become important for ¢ values between a few tenths
and t & 1; at large r, the interval is expanded up to ¢ =~ 10 or
even higher. At high density (low rg) and high temperatures
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FIG. 1. The relative importance of explicit temperature depen-
dence in the XC free-energy functional for the homogeneous electron
gas measured as log,{l fic(rs, 1) — exc (Pl /11 fs(rs, )] + lexe (r)I1},
where fy. is the XC free energy per particle given by the cor-
rected Karasiev-Sjostrom-Dufty-Trickey parametrization [24,25], ex.
is the zero-temperature XC energy per particle [26], and f; is the
noninteracting free energy per particle [27]. ' = 2A%r,/t with A =
(4/97)!/3 is the classical coupling parameter. The solid white line
corresponds to the liquid-deuterium principal Hugoniot path; the end
point corresponds to P = 1 TPa.

the exchange correlation does not play any role (see Fig. 1
in Ref. [23]), and XC thermal effects become negligible as
well. At low densities the relative magnitude of the XC term
with respect to the noninteracting piece is increased; therefore,
one may expect that XC thermal effects might be noticeable
even at lower temperatures (light blue and dark green zone
at r¢ > 10 and low ¢ in Fig. 1). For deuterium, the reduced
temperature reaches a value of 0.1 at pressures near 70 GPa
along the principal Hugoniot; therefore, we expect that XC
thermal effects might be important for pressures beyond this
value.

Here we focus on the study of the optical and transport
properties along the principal Hugoniot of deuterium with
a temperature-dependent Karasiev-Dufty-Trickey (KDT16)
generalized gradient approximation XC functional [24].
KDT16 in the zero-temperature limit by construction reduces
to the standard ground-state PBE [13]. Therefore, a second set
of calculations is performed with the ground-state PBE XC
to assess the XC thermal effects calculated as the difference
between the two sets of results for several thermophysical
properties.

The next section provides details of the methodology used
in this study, including computational details. Section III
describes our main results, and Sec. IV provides a short
summary and conclusions.

II. METHOD

A. Exchange-correlation free-energy functional

Treatment of electronic degrees of freedom via the finite-
temperature DFT requires the use of an approximate XC

free-energy functional. The reliability of the DFT predic-
tions under high-energy-density (HED) conditions depends
crucially on having an XC free-energy functional that is
accurate across temperature regimes. Reference [22] stud-
ied XC thermal effects at the local density approximation
(LDA) level of refinement and found that the temperature-
dependent Karasiev-Sjostrom-Dufty-Trickey (KSDT) XC
functional [25] in particular yields improved agreement with
experiment for the dc electrical conductivity of low-density
aluminum.

For nonhomogeneous systems it is important to go beyond
the LDA and take into account the XC nonhomogeneity and
thermal effects simultaneously via the nonempirical KDT16
GGA XC free-energy functional [24]. The KDT16 functional
is constrained by the correct temperature dependence in the
slowly varying regime and the correct zero-temperature, high-
temperature, and homogeneous electron gas limits. The cor-
rect zero-temperature limit means that the KDT16 at 7 =0
reduces by construction to the extremely widely used ground-
state PBE functional [13]. The KDT16 uses the corrected
KSDT parametrization as the LDA component. In this work
we use the KDT16 XC free-energy functional in such a way
that all the XC thermal and nonhomogeneity effects are taken
into account at the generalized gradient level of approxima-
tion. The KDT16 XC free energy is given as an explicit
temperature-dependent functional of density Fx.[n, T']. Hugo-
niot calculations considered in Sec. III A require knowledge
of XC internal-energy contribution, which is calculated via
standard thermodynamic relations for the XC entropy,

a XC k] T
Seln 1) = ~2He T M)
oT NV
and internal energy
Exeln, T1 = Fyeln, T1+ TSxeln, T1. @)

The derivative with respect to temperature at a constant num-
ber of particles and system volume in Eq. (1) is calculated
analytically, and functionals (1) and (2) are evaluated together
with Fy. while solving the Mermin-Kohn-Sham DFT equa-
tions.

Calculations with the ground-state PBE, when the XC
free energy is approximated by a ground-state functional
without explicit 7" dependence, Fy.[n, T] = E[n], are also
performed to assess the magnitude of XC thermal effects
on calculated properties. It is important to note that only
temperature-dependent XC functionals provide an explicit
0&c[n, T1/0T |y contribution to the system’s specific heats.

B. Computational details

AIMD simulations are performed in the canonical en-
semble by using the ground-state PBE and temperature-
dependent KDT16 XC functionals as implemented in
the PROFESS @QUANTUM-ESPRESSO interface [28-31]. The
electron-ion interaction was treated by a standard projector
augmented wave (PAW) pseudopotential data set [32] gener-
ated at T = 0 K with the ground-state PBE XC. Such a PAW
data set is compatible with the temperature-dependent KDT16
functional because the KDT16 functional, by construction,
reduces to PBE in the zero-temperature limit at which the
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TABLE I. Electronic pressure from AIMD simulations with the
PBE and KDT16 XC functionals and with the use of the PAW
and bare Coulomb external (electron-ion) potentials for deuterium
at material density pp = 0.7224 g/cm? (64 atoms in the simulation
cell, (1/4,1/4,1/4) and only the I" point for 7 = 50 and 100 kK,
respectively).

Vext T (kK) PPBE (GPa) PKPTI6 (GPa)
PAW 50 62.9 56.2
Bare Coulomb 50 63.3 56.6
PAW 100 170.0 154.0
Bare Coulomb 100 170.4 154.1

PAW set was generated. The underlying assumption, common
in WDM studies, that effective electron-ion interaction poten-
tials generated at zero temperature are transferable to vari-
ous thermodynamic conditions was confirmed for hydrogenic
systems by comparison between the exact bare Coulomb and
pseudopotential (given by the simple local form) calculations
(see Fig. 5 in Ref. [33] and studies of the PAW transferability
to high-density/high-temperature regimes in Ref. [34]). Ad-
ditionally, we performed AIMD simulations at two represen-
tative temperatures (50 and 100 kK) near the maximum of
the absolute and relative XC thermal effects on pressure (see
Fig. 4 in Sec. Il A) with the use of our PAW data set and
the exact electron-ion interaction given by the bare Coulomb
potential. The agreement between calculations with the PAW
and bare Coulomb interactions, shown in Table I, is excellent:
the largest pressure difference of 0.4 GPa is only 0.7% of
the electronic pressure and is much smaller compared to the
pressure differences of 7 and 16 GPa (relative difference of
12% and 10%, respectively) due to the XC thermal effects on
pressure at 7 = 50 and 100 kK, respectively. These calcula-
tions confirm transferability of the PAW data set generated at
T = 0 K to finite temperatures.

Calculations were performed for a range of temperatures
between 6000 and 200 000 K. For each temperature, the
AIMD simulations were performed for three densities to find
a solution of the Rankine-Hugoniot equation (see Sec. II[ A).
The ion temperature was controlled by an Andersen thermo-
stat, and the electron temperature, set equal to that of the
ions, was fixed according to the Fermi-Dirac statistics. At
low temperatures (T < 20 000 K), calculations included 256
atoms in the supercell and Baldereschi’s mean value point
(BMVP) [35]. The size of the supercell gradually decreased
to 128 atoms (for 25 000 K < 7" < 50 000 K using BMVP),
64 atoms (for 50 000 K < T < 75 000 K using BMVP and
for 80 000 K < T < 150 000 K using only the I' point),
and 32 atoms for 7 = 200 000 K using only the I point.
Additionally, at temperatures 7 = 75, 100, and 150 kK we
performed simulations with 128 atoms and only the I point
to assess the magnitude of finite-size effects compared to
calculations with 64 atoms in the simulation cell.

A sample set of 5 to 20 statistically independent con-
figurations was selected from the AIMD ionic trajectories
(so-called snapshotting). For this set of snapshots, a single-
point DFT calculation was performed with the ABINIT [36]
and/or PROFESS @QUANTUM-ESPRESSO [28] to generate a set
of electronic-state functions {i,}. For selected configurations

we also performed calculations with PROFESS@QUANTUM-
ESPRESSO [28] to ensure that the results obtained from the
two different codes (the DFT and the subsequent Kubo-
Greenwood ones are in agreement). The velocity dipole
matrix elements (¥, |V|y,,) were used by postprocessing
codes from Ref. [37] for ABINIT and from Ref. [38] for
PROFESS @ QUANTUM-ESPRESSO to calculate the frequency-
dependent Onsager coefficients within the Kubo-Greenwood
formalism [14,15] and, eventually, to calculate the real part
of the dc and dynamic electrical conductivities [o4. and
o (w), respectively], the electronic thermal conductivity « (w),
the real and imaginary parts of the refractive index [n(w)
and k(w), respectively], the reflectivity, and, eventually, the
Rosseland mean opacity and specific heat. Calculation of
the thermophysical properties including opacity with the use
of the Kubo-Greenwood formalism in combination with the
AIMD snapshotting is a well-established procedure frequently
used at extreme HED conditions [39—43].
The reflectivity is defined as

(@) = nol? 4 k()
(@) + nol? 4+ (o)’

r(w) 3

where ng is the refractive index of the ambient environment
(deuterium in the initial liquid state in the case of the re-
flectivity calculations along the principal Hugoniot). Near
maximum compression in the temperature range of 6 to 15 kK,
these calculations were performed for a fixed density of
0.7568 g/cm3 (4.4-fold compression); for T > 20 kK, a
density of 0.7224 g/cm? (4.2-fold compression) was used
(although small variations in material density have little effect
on calculated properties). The § function in the real part of
the electrical conductivity o (w), obtained using the Kubo-
Greenwood formalism, is approximated by a Gaussian of
width A (see Ref. [38] for details). We find that results are
stable for A width in the range of a few tenths of eV; therefore,
in our calculations A = 0.5 eV was used. Convergence with
respect to the number of snapshots was tested for selected
points by increasing this number by a factor of 2. Results for
reflectivity and dc conductivity changed by 0.5% or less. Con-
vergence of the reflectivity and dc conductivity with respect
to the cell size was tested for two temperatures, 7 = 20 and
50 kK, by increasing the number of atoms from 128 to 256.
The results are shown in Figs. 6 and 8 below; changes do not
exceed 0.5% compared to calculations with 128 atoms.

All simulations employed a plane-wave cutoff energy
of 125 Ry to converge high-energy thermally occupied
bands required for calculations at elevated temperature and
Baldereschi’s mean value point [35] or I'-point sampling of
the first Brillouin zone in the case of AIMD simulations and
up to a 3 x 3 x 3 Monkhorst-Pack k grid [44] for Kubo-
Greenwood calculations. To ensure convergence with the
number of bands, we used a minimum Fermi-Dirac occupa-
tion number threshold of the order of 107 to 107",

It is important to notice that the KDT16 functional, em-
ployed in this work, is implemented in locally modified
versions of the two codes, such that XC thermal effects are
taken into account in both the AIMD simulations providing
“structural” properties and in the Kubo-Greenwood calcula-
tions providing transport properties.
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FIG. 2. (a) AIMD snapshot of liquid deuterium at initial condi-
tions and (b) radial D-D distribution function.

III. RESULTS
A. The principal Hugoniot of deuterium up to 1 TPa

The Hugoniot curve is described by solutions of the
Rankine-Hugoniot equation

E—fo—l(P—i—Po)(l—i):O, 4)
2 J )

where Z, P, and p are the specific internal energy, pressure,
and bulk density, respectively, of a state derived by single-
shock compression from an initial state at pg, %y, and Fy.
We performed an AIMD simulation for liquid deuterium
at initial conditions py = 0.172 g/cm3, To = 20 K with 32
D, molecules in a simulation cell and obtained an average
pressure Py = 0.15 kbar, which is negligible in comparison
to the final pressure P. The difference between the average
energy per molecule from the AIMD simulation and the
energy of an isolated D, molecule (a single molecule in a
large simulation box) is only 0.006 eV. Therefore, an AIMD
simulation for the initial state is not required unless one is
interested in the corresponding optical properties. In this work
the initial-state AIMD snapshots were used to calculate the
real part of the refractive index ny required for reflectivity
calculations [Eq. (3)] (see Sec. III B). The AIMD snapshot
and radial distribution function (RDF) shown in Fig. 2 confirm
that the initial state represents a pure D, molecular liquid. The
RDF has a very sharp peak at the D, molecule equilibrium
distance r &~ 1.4 bohrs and a small tail starting at a relatively
large r =~ 4.5 bohrs distance.

The deuterium principal Hugoniot was calculated from
simulations with the KDT16 and PBE XC functionals. Cal-
culations were performed over the temperature range of 6 kK
(P =34 GPa, near the MA transition) to 200 kK (P =
1010 GPa). Figure 3 compares our theoretical predictions,
experimental results across the MA transition (low-pressure
range P < 150 GPa; [6] shown as blue diamonds), and re-
cent experimental measurements over the high-pressure range
between 87 and 550 GPa [5] (shown as orange circles). The
KDT16 and PBE curves (obtained by combining results from
simulations with 256, 128, 64, and 32 atoms; see Fig. 3
caption and Sec. II B) are indistinguishable up to a relatively
high temperature T = 60 kK (P ~ 250 GPa).

According to Fig. 1, XC thermal effects might be-
come noticeable starting at a lower temperature of ~0.27p.
Figures 4(a) and 4(b) show pressure and specific internal en-
ergy differences between KDT16 and PBE, AP = PKPTI6 _
PPBE and AE = £KPTI6 _ £PBE along the Hugoniot. These
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FIG. 3. Deuterium principal Hugoniot derived from the initial
state po = 0.172 g/cm?® and Ty = 20 K. The PBE (black dashed)
and KDT16 (red dashed) curves are obtained by combining results
from simulations with 256 atoms (6 < 7 < 20 kK, pressure range
between 34 and 86 GPa for both functionals), 128 atoms (25 < T <
50 kK, pressure range between 104 and 208 GPa for KDT16), 64
atoms (60 < T < 150 kK, pressure range between 253 and 736 GPa
for KDT16), and 32 atoms for 7" = 200 kK. The red solid curve
corresponds to the KDT16 results from simulations with 256 atoms
(6 < T <20kK) and 128 atoms (25 < T < 150 kK).

differences represent XC thermal effects on pressure and
energy and, as functions of 7', have the same sign: negative
for T < 250 kK and positive for T > 250 kK. Consequently,
the differences effectively cancel out on the left-hand side
of Eq. (4), the solution of which remains unchanged for

b
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FIG. 4. (a) Pressure and (b) specific internal energy differences
and (c) relative pressure difference [(PXPT!6 — pFBE)/pKDTI6 5
100%] and (d) total pressure along the deuterium Hugoniot as
functions of temperature.
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T < 60 kK. The Hugoniot curve’s similar insensitivity to the
use of the LDA temperature-dependent XC functional rather
than the ground-state LDA XC was previously observed in
Ref. [22]. In spite of the Hugoniot curve (pressure versus
compression) being weakly affected by XC thermal effects
(due to effective cancellation between the energy and pressure
terms as just discussed), the pressure along the Hugoniot
is lowered because of XC thermal effects, and the relative
pressure difference reaches about 4% at T near 50 kK [see
Figs. 4(c) and 4(d)].

Returning to discussing Fig. 3, both functionals, KDT16
and PBE, are in good agreement with experimental mea-
surements in the range of pressure up to 200 GPa [6]. At
higher pressures, however, the PBE curve becomes noticeably
stiffer compared to the recent experimental data [5]; the
disagreement reaches about 4% at P = 550 GPa. The KDT16
predicts a curve that is softer by slightly more than 1% beyond
250 GPa compared to PBE. Increasing the simulation cell
size from 64 to 128 atoms in this range of pressure leads
to further softening of the Hugoniot. Simulations with 128
atoms at 7 > 50 kK computationally are very demanding,
so only calculations with the KDT16 functional were per-
formed, and XC thermal effects in this range of pressure
are estimated from simulations with 64 atoms. Calculated
KDT16 and experimental compression does not vary in this
range of P. The KDT16 compressibility is within the exper-
imental uncertainty in the entire pressure range (including
high pressures P > 250 GPa). Therefore, the inclusion of XC
thermal effects in AIMD calculations makes the deuterium
Hugoniot softer at P > 250 GPa and improves agreement with
the experimental data. Reference [5] found that good agree-
ment with the experimental data for low pressure P < 200
was observed for the PBE DFT predictions and for a range
of pressure between 200 and 550 GPa good agreement was
observed for two models: the chemical livermore equation of
state (LEOS) 1014 model [45] and the first-principles EOS
(FPEOS) model [2], which in this range of P is based on the
path-integral Monte Carlo (PIMC) simulations; the authors
concluded that no single model consistently describes the
deuterium principal Hugoniot throughout the entire pressure
range. The KDT16 Hugoniot curve at low pressure is identical
to the PBE curve and at high pressure has the quality of the
PIMC FPEOS model. Therefore, by including XC thermal
effects in the consideration, the KDT16 XC functional is
able to describe the principal Hugoniot of liquid deuterium
consistently over the entire pressure range.

B. Thermophysical properties

Deuterium along the principal Hugoniot experiences
changes in material structure that can, in turn, change the
thermophysical properties such as dc and dynamic electrical
conductivity, reflectivity, and thermal conductivity. Reduced
temperature (the degeneracy parameter) along the Hugoniot
changes between 3 x 1074 (degenerate limit) and 1 (non-
degenerate classical system; see Fig. 1). The range of the
classical coupling parameter I' is between 5000 (strongly
coupled) and near 1 (moderately coupled). Consequently, the
system’s evolution occurs across a wide range of degeneracy
and coupling parameters from degenerate, strongly coupled

1 .5 T | T | T | T | T
10
= L
S0
05
i — T=6,000 K, reflectance = 0.34
rz -==-T=15,000 K, reflectance = 0.43 |
5 ------- T =55,000 K, reflectance = 0.48
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Boh
TC14633J1 r( ° r)

FIG. 5. Radial distribution function for a few selected tempera-
tures along the deuterium Hugoniot.

quantum to nondegenerate, moderately coupled classical
regimes.

Figure 5 illustrates structural changes. A relatively broad
peak near 1.5 bohrs presented at 7 = 6 kK indicates that
the system is still a molecular liquid with a D, bond-length
range of ~1.2 to 1.8 bohrs, but the dissociation process is
in progress. At T = 15 kK, the molecular-to-atomic transi-
tion is already completed (see Ref. [6]), even though some
long-range order remains. This structural change leads to a
significant increase in reflectivity (from 0.34 to 0.43; details
will be discussed below). Further evolution of the system
leads to a completely structureless radial distribution function
and an increase in reflectivity.

In this section we present our theoretical predictions for
reflectivity, the dynamic and dc electrical conductivities, ther-
mal conductivity, the Lorentz number, the Rosseland mean
opacity, and specific heat along the deuterium principal Hugo-
niot performed within the DFT and Kubo-Greenwood for-
malism by using the standard ground-state PBE XC and
temperature-dependent KDT16 XC to assess the role of XC
thermal effects.

Figure 6(a) presents reflectivity as a function of the shock
speed calculated with the two XC functionals. As a result of
XC thermal effects, the reflectivity is increased by about 2%
for shock speeds above 20 km/s (T" > 12 kK). Figure 6(b)
presents the real part of the index of refraction ny of liquid
deuterium in the initial state (op = 0.172 g/cm?® and T =
20 K) as a function of photon frequency. The refractive index
is flat at low w and takes a value of 1.17 at 532 and 808 nm,
the probe wavelengths used in experiments. This result is
in good agreement with the reference value of 1.14 [46].
To compare with the experimental data, the reflectivity was
calculated at 532 and 808 nm with the KDT16 XC functional
and our predicted value of the refractive index. Results of
recent experiments [47] on Omega and previous measure-
ments [48] are shown in Fig. 7. There is excellent agreement
between the KDT16 values and experimental data at the
808-nm wavelength for the range of shock speeds considered
in the calculations, even though the experimental data have
relatively large error bars. The KDT16 results at 532 nm
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FIG. 6. Reflectivity (for a wavelength of 532 nm) along the
deuterium Hugoniot as a function of the shock speed calculated
with the ground-state PBE and temperature-dependent KDT16 XC
functionals by using Eq. (3) and (a) ny = 1 and (b) the real part of the
refractive index for liquid deuterium in the initial state. The reflectiv-
ity curves are obtained by combining results from simulations with
256 atoms (16 < Us < 22 km/s), 128 atoms (25 < Uy < 42 km/s),
and 64 atoms (44 < U; < 75 km/s).

are in very good agreement with recent Omega experimental
data for shock speeds below 50 km/s. The reflectivity is
underestimated by the DFT calculations at high shock speeds
Us > 50 km/s compared to the experiment. Experimental
reflectance as a function of shock speed changes the slope
at U near 45 km/s (T ~ 0.41r = 60 kK); this change of the
slope is related to the lifting of the Fermi degeneracy. The
system starts to behave as a classical one at a significantly
lower temperature compared to Ty (see details in Ref. [47]).
Calculated KDT16 reflectivity at the same 532-nm wave-
length rises very quickly from 0.29 at 16 km/s (T = 6 kK) to
0.39 at 20 km/s (T ~ 12 kK), which roughly corresponds to
maximum compression near molecular-to-atomic transition; it
slowly continues to increase, and near 43 km/s the slope also
increases. This qualitative behavior of DFT predictions is in
agreement with the experimental data, but the experimental
data slope increase is larger. Our PBE reflectivity data (not
shown in Fig. 7) lie slightly lower than the KDT16 curve [see
Fig. 6(a)], and the agreement with experiment is a bit worse.

n o T T
1.0l = Celliers et al. 2000 (404 nm) _
=—a KDT16 (532 nm, 0.7224 g/cm3, ny=1.17)
=—a
0.8 H*=< PBE Hu et al. 2015 (532 nm, np = 1) _

o--- PBE Collins et al. 2012 (532 nm, ny = 1)

0.6

Reflectivity

0.4

10 20 30 40 50 60 70
Uy (km/s)

FIG. 7. Reflectivity of shocked deuterium. Theoretical DFT pre-
dictions and experimental data are compared.
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FIG. 8. (a) The dc electrical conductivity, (b) thermal conduc-
tivity, (c) Lorentz number, and (d) Rosseland mean opacity along
the deuterium Hugoniot as functions of the shock speed (dc con-
ductivity and Lorentz number) or as a function of temperature
(thermal conductivity and opacity) calculated with the ground-state
PBE and temperature-dependent KDT16 XC functionals. All curves
are obtained by combining results from simulations with 256 atoms
(16 < Us; < 22 km/s, T between 6 and 15 kK), 128 atoms (25 <
Us < 42 km/s, T between 20 and 55 kK), and 64 atoms (44 < U <
75 km/s, T between 60 and 150 kK).

Figure 7 also shows PBE results of previous studies [4,21]
that observed a similar change of the reflectivity slope at a
shock speed near 45 km/s. These calculations used ny = 1; as
a consequence, the reflectivity at 532 nm is overestimated in
comparison with experimental measurements.

To gain further insights into the properties of the shocked
deuterium, the dc electrical conductivity, thermal conductiv-
ity, Lorentz number, Rosseland mean opacity, and specific
heat were calculated. The four panels in Fig. 8 show the
results. Using the temperature-dependent exchange correla-
tion has an effect on the dc electrical conductivity: oy is
increased by 4% at intermediate shock speeds between 25
and 40 km/s. The dc conductivity increases very fast across
the molecular-to-atomic transition (the Us range is &~ 16 to
20 km/s; the T range is between 6 and 12 kK), similar to
the reflectivity increase shown in Fig. 7. After reaching the
maximum at the end of the molecular-to-atomic transition,
the system behaves as a liquid metal: o4, decreases with an
increase in temperature for Us between 20 and 30 km/s (T
between 12 and 30 kK). For U; > 30 km/s (T > 30 kK),
the electrical dc conductivity increases with temperature as
in the plasma regime, which is consistent with an observed
degenerate-to-nondegenerate plasma transition [47]. The ther-
mal conductivity k is practically identical for calculations
with ground-state and finite-temperature XC functionals; «
increases with a slight increase of the temperature dependence
at T ~ 60 kK, and « behaves as k o« T'® at T > 0.4T; =
60 kK. The Lorentz number, defined as the ratio L = « /oq4.T,
is close to the degenerate limit value of 2.44 x 1078 given
by the Wiedemann-Frantz law at U near 20 km/s and grows
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FIG. 9. (a) The specific heat C‘e/ (in units of kg per atom) as
a function of temperature for deuterium at material density pp =
0.7224 g/cm? calculated from AIMD simulation data (circles and
solid line) and for the homogeneous electron gas (dashed line)
and (b) the radial distribution function for the three representative
temperatures at pp = 0.7224 g/cm?®. All were calculated with the
KDT16 XC functional.

with temperature. At U & 43 km/s, this trend is reversed, and
at high shock speeds (high temperatures), the Lorentz ratio
approaches the nondegenerate classical limit.

The Rosseland mean opacity is shown in Fig. 8(d) as
a function of temperature. At intermediate temperatures, it
behaves according to the Kramers law (shown by the black
dashed line) when bound-free and free-free contributions
dominate. At T =~ 0.43Tr = 65 kK (Us ~ 45 km/s) it starts
to deviate from ~7~7/2 behavior toward saturation when
electron scattering is the dominant opacity contribution. Satu-
ration is expected to occur at very high temperatures when the
system is completely ionized.

Figure 9(a) shows the heat capacity C& = (3€/9T)y,
where £9 is the electronic structure internal energy

gel = 7; + gH + gxc + gionfel + 510n7i0n1 (5)

calculated from the AIMD simulation data for deuterium
at material density pp = 0.7224 g/cm® (r, =2) as a sum
of the noninteracting kinetic energy of electrons, electronic
Hartree, electronic XC, ion-electron interaction, and ion-ion
classical electrostatic interaction terms. Energy £ extracted
from AIMD simulations was represented in the form of Padé
approximants [49] by fitting to two temperature intervals,
below and above 20 kK, to reduce fitting errors that unfor-
tunately affect the accuracy of the results for CS'. The total
internal energy of the system is given by &t = Txin—ion + £,
where the classical kinetic energy of the ions depends on
(ionic) temperature T as Tyin_ion = (3/2)NkgT, where N is
the number of atoms. Therefore, the ionic kinetic energy

makes a temperature-independent contribution to the heat ca-
pacity C‘i}’“’kin = (3/2)kg per atom, and the total heat capacity
is given by % = (3/2)kg + C¢.

Results for the homogeneous electron gas (HEG) of the
same density (same 7;) are shown for comparison (dashed
line in Fig. 9). At T =1 kK, the system represents a pure
diatomic molecular liquid, C{}l = 0.7kg, and increases with
an increase in temperature due to the growing contribution
of the molecular vibrational degrees of freedom. C{! reaches
a maximum in the predissociation state at 7 =4 kK and
drops down to a minimum after dissociation is over (T ~
10 kK). Figure 9(b) shows RDF at these three representative

temperatures and illustrates that at 7 = 1 kK the system is
a pure diatomic liquid, at 7 = 4 kK the dissociation process
begins, and at T = 10 kK the dissociation is complete. At
T > 10 kK the C¢! behavior is very close to the HEG curve.
This means that the pure electronic contribution to C& dom-
inates after the molecular-to-atomic liquid transition ends at
T > 10 kK. At high temperature (T > 0.65Tr = 100 kK), the
electronic contribution becomes close to the ideal gas value of
3/2kg per particle.

IV. SUMMARY AND CONCLUSIONS

In this work we studied the thermophysical properties
of shocked deuterium along the principal Hugoniot up to
1 TPa by using the temperature-dependent XC functional
within the Mermin-Kohn-Sham DFT and Kubo-Greenwood
approach. It was found that inclusion of XC thermal effects
leads to softening of the principal Hugoniot at high pressure
P > 250 GPa, which improves agreement with recent exper-
imental measurements. Although XC thermal effects on the
Hugoniot curve (pressure versus compression) are reduced
by an effective cancellation between the pressure and energy
differences, the XC functional that included thermal effects
provides a consistent description of the principal Hugoniot
throughout the entire pressure range.

Changes in material structure and associated changes of
reflectivity and the electrical conductivity along the deuterium
Hugoniot qualitatively are consistent with previous stud-
ies [20,21]. Quantitatively, however, the results are different.
The magnitude of XC thermal effects on various properties
is different. The reflectivity is increased by about 2% at
intermediate temperatures above 12 kK, leading to a slightly
better agreement with experiment (the KDT16 curve in Fig. 6
passes right through the middle of the experimental points
for Us < 50 km/s). However, the experimental error bars
are larger than 2%; therefore, the reflectivity without XC
thermal effects taken into account will be within the error
bars as well. The electrical dc conductivity is increased by
4% at intermediate temperatures, and based on a previous
study of dc conductivity in warm-dense aluminum [22], we
might expect that this increase goes in the right direction and
improves the reliability of theoretical predictions.

The deuterium system along the Hugoniot experiences
transformations from an insulating molecular liquid to atomic
poor metallic liquid and finally to nondegenerate classical
plasma. The signature of the molecular-to-atomic transition
is found in a sharp increase of electrical dc conductivity
and reflectivity at shock speeds in the range between 16 and
20 km/s (a range of temperature between 6 and 12 kK).
An increase in the slope of calculated reflectivity at U =
43 km/s (T = 0.4Tr = 60 kK), related to the breakdown of
the electrons’ degeneracy and emergence of classical statis-
tics [47], is in agreement with experimental measurements.
Thermal conductivity slightly changes behavior at the same
temperature, T ~ 0.47, although its temperature dependence
k oc T remains slow compared to the ideal plasma limit
k oc T3, Rosseland mean opacity is another property that
exhibits change in behavior toward the classical system at
Us; =45 km/s (T ~ 0.437r = 65 kK). However, the elec-
tronic structure heat capacity C¢, which at T > 10 kK is
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dominated by the pure electronic contribution, approaches the
classical 3/2kg value at a higher temperature 7 = 0.65T¢ =
100 kK. Electrical dc conductivity changes behavior and
starts to increase with temperature as in the plasma regime
at a shock speed slightly above 30 km/s (temperature above
30 kK). Our results confirm that the crossover between the
quantum and classical statistics occurs below the T = Tg
limit. This is apparent in the observed change in the transport
and the thermodynamic properties of the deuterium fluid in
the region of 0.47p—0.657f. Future work should investigate
the dependence of the onset of this crossover on density.

The KDT16 functional takes into account XC thermal
effects at the GGA level of sophistication. This functional
inherited limitations of its zero-temperature PBE limit, in par-
ticular the limitation of the energy band-gap underestimation.
Therefore, development of more advanced temperature-
dependent GGAs and/or meta-GGAs based, for example,
on a deorbitalized meta-GGA [50] and also inclusion of the
long-range van der Waals interaction [51] might provide a
better description of thermophysical properties across the
entire temperature-pressure range.
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