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The radiative rate of GalnN/GaN quantum well structures on nonpolar substrates is investigated for different
quantum well widths, showing a significant decrease of the radiative emission towards larger well widths. This
effect can be explained by the strict selection rules that apply for radiative transitions in nonpolar structures
without any polarization fields in the direction of quantization. The selection rule An = 0 reduces the number
of possible radiative transitions that involve higher quantized hole states. These states will get occupied towards
room temperature for wider quantum wells due to the decrease in quantization energies. Since the effective
masses are strongly different in the conduction and valence bands, the thermal population of higher states is
imbalanced between electrons and holes. Applying a simple model in a nondegenerate limit, we can well describe
the width dependence of the experimentally determined radiative rates. At room temperature, the decrease
amounts to a factor of 2—4 for nonpolar quantum wells of 8 nm thickness.
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I. INTRODUCTION

Radiative recombination processes in IIl-nitride quantum
wells are usually governed by the built-in polarization fields,
and the quantum-confined Stark effect [1] is a limiting factor
for the radiative recombination of charge carriers [2]. Since
electrons and holes are separated towards opposite sides of
the quantum well, the oscillator strength drastically decreases
with increasing quantum well width. On the contrary, quan-
tum wells on nonpolar crystal orientations are free of polar-
ization fields in the direction of growth [3] and provide an
ideal basis for investigations of the radiative recombination
processes in III-nitrides.

In order to increase the oscillator strength and the radiative
emission, well widths of a few nanometers are common for
polar quantum wells. For nonpolar orientations, thin quantum
well widths (24 nm) can be found in the literature as well
[4-8]. However, structures with larger well widths of 5-10 nm
are also common [9-17], with a thickness up to 15nm [18].
The increased quantum well widths are often found to be
motivated in the context of possible applications like light-
emitting devices. Here, the larger active volume and lower
carrier densities might be beneficial to avoid high-order loss
mechanisms like Auger recombination [19,20]. Furthermore,
in nonpolar quantum wells the overlap of electron and hole
wave functions is slightly larger for wide wells since the
wave function penetration of the barrier is reduced. Although
there exists some work reporting on better performance of
structures with wide quantum wells [10,13], the dependence
of the underlying recombination mechanisms on the quantum
well width is often neglected.

Since structures with a variety of well widths are common,
the width dependence of the radiative emission properties on
nonpolar structures is investigated in this paper, focusing on
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the basics of radiative recombination and the quantum well
structure itself. The results show a substantial decrease of the
radiative rate at room temperature for wide quantum wells
due to fundamental selection rules, which is in agreement
with a simple model calculation regarding the energies and
populations of higher quantized valence band levels.

I1. BASICS OF RADIATIVE RECOMBINATION

The quantum efficiency of light emission depends on
radiative and nonradiative recombination processes in the
structures. An improvement in the efficiency of a structure can
be achieved by either reducing nonradiative recombination of
charge carriers or enhancing the radiative recombination rates.
Besides Auger recombination [19,21], nonradiative losses at
defects acting as nonradiative recombination centers are a
dominant factor [22-25]. Therefore, their reduction is pursued
by using high-quality substrates or by improving the growth
process itself [26,27].

In contrast, the radiative recombination processes are dom-
inated by the physical properties of the semiconductor and
the dimensionality of the structure. Assuming k conservation,
the rate R, of radiative band-to-band recombination for free
electrons and holes in a direct-gap semiconductor can be
described by [28]

R, = Bnp, (1)

with n and p being the electron and hole densities, respec-
tively. The radiative recombination coefficient B itself is tem-
perature dependent [29]:

Box T2, 2)

with T being the temperature and d being the dimensionality
of the system. In the case of III-N bulk material there is
one conduction band and three valence bands (A, B, C),
which show strongly polarized emission. Considering a two-
dimensional (2D) system like a quantum well, the charge
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carriers get quantized and are restricted to certain energy lev-
els in the conduction and valence bands. The quantized states
are described by the index m = 1,2, 3, ... for the conduction
band and A,, B,, C,, with n =1,2,3, ..., in the valence
band. Since we focus on the general width dependence of
the quantized states and not on the detailed valence band
structure or polarization properties, we treat the valence bands
regardless of their specific A, B, or C character and assume
a single quantized state that is described by n =1,2,3, ...
instead of Aj, By, Cy, Ay, .... Each possible transition from
the mth conduction band state to the nth valence band state
will contribute to the total radiative rate R,;:

Re=Y R, =Y Bunhmpn. 3)
m,n m,n
where m, n denote the indices of the initial and final quantized
states, respectively. Accordingly, the B coefficient for the
radiative transition from the mth state in the conduction band
to the nth state in the valence band of the quantum well can be
written as [28]

_ e it hw
B m3 &y ¢ (me + mp) kg T

B (pcvl®) IMul®. (4)
Here, e is the elementary charge, 7 is the refractive index, fiw
is the photon energy, my is the electron mass, € is the vacuum
permittivity, c¢ is the speed of light, m.; are the electron
and hole effective masses, kg is Boltzmann’s constant, T is
the temperature, (| pevl?) is the momentum matrix element
for transitions from the conduction to the valence band, and
|Mn|? is the overlap matrix element of electron and hole
envelope wave functions in the states with indices m and n.
In the following, a theoretical description based on Egs. (3)
and (4) will be derived to describe the measured radiative
rates. Therefore, the formation of excitons, the wave function
overlap, and unequal thermal population of excited electron
and hole states will be considered.

A. Wave function overlap

For a rectangular and symmetric potential well, each wave
function |¢) has a defined parity with respect to the quan-
tum well center [30]. This assumption will be fulfilled by
[I-nitride quantum wells in nonpolar orientations, where no
polarization fields are present in the direction of quantization
[3]. The overlap matrix element of electron (|{,)) and hole
(|¥m)) wave functions is given by [30]

My, = <wm|wn> (5)

The different transitions are illustrated in Fig. 1. In the limit of
an infinite potential well only transitions with An =n —m =
0 are allowed, i.e., |an|2 > (. In the more realistic case
of a finite potential well weaker transitions, where m + n is
even, also become possible [30]. A numerical Schrédinger
solver was used to estimate the magnitude of the overlap
integral (see Fig. 2) in a nonpolar GaInN/GaN quantum well
with a low InN mole fraction, which is comparable to the
samples analyzed in this paper. The calculation parameters
can be found in Table I. In Fig. 2 three different cases have
to be distinguished: In the first case the wave functions have
opposite parities (m + n = odd), and the overlap equals zero.
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FIG. 1. Scheme showing allowed and forbidden transitions be-
tween the different quantized states in the conduction and valence
bands. Exemplary energy separations are given for a thin (1.5nm)
QW and a thick (6 nm) QW. The given values for a GaInN/GaN QW
with an exemplary indium content of x;, = 30% are based on nu-
merical calculations using a Schrodinger solver with the parameters
given in Table I.

In the second case the wave functions are equal in parity
(m + n = even), but m # n holds, which results in an overlap
of [M|> < 6% that decreases rapidly with well width. This is
low compared to the third case, where the overlap is near unity
for m = n, or An = 0. Therefore, all transitions with An # 0
are neglected in a first approximation; that is, we set R, ~
Ry + Ry + ..., accepting a minor error in the theoretical
description of the radiative rate.
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FIG. 2. Wave function overlaps between different states in the
conduction and valence bands, with different scales for An =0
(left) and An # 0 (right). Overlaps are plotted only in the width
ranges where the respective quantized states are available in the QW,
indicated by dashed lines. The given values are based on numerical
calculations for a GaInN/GaN QW using a Schrodinger solver with
the parameters given in Table I and an indium content of x;, = 6%,
which is comparable to the measured samples.
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TABLE I. Basic parameters used for the numerical calculations
with a Schrodinger solver. The GalnN values are linearly interpolated
between those for GaN and InN according to the composition. For the
band gap interpolation an additional bowing parameter is considered.

Parameter GaN InN

Effective electron mass [31] 0.2my 0.07my

Effective hole mass [31] 2.0my 0.4mq

Band gap [32] 343 eV 0.69eV
GalnN

Bowing parameter [31] 1.4eV

Band offset conduction band [33] 70% AE,

Band offset valence band [33] 30% AE,

B. Charge carrier density

In addition to the wave function overlap, the carrier densi-
ties in the initial and final states need to be regarded according
to Eq. (3). For the large quantization energies in thin III-N
quantum wells, mainly the states with m, n = 1 are populated
at room temperature. This is illustrated in Fig. 1, which shows
calculated data according to the parameters in Table I. Even if
higher quantized states exist, the charge carriers’ mean ther-
mal energy (kg7 =~ 26 meV) is not sufficient to significantly
overcome the energetic difference to the ground state, e.g.,
135 meV in the valence band.

The situation is different for larger well widths, where
the higher quantized states are shifted to smaller energies.
This is particularly the case in the valence band with its large
effective mass (my = 2.0my) compared to the conduction
band (m. = 0.2myg) [31]. Therefore, the hole ground (n = 1)
and excited states (n > 2) are separated by only 14 meV at
6-nm well width, and the excited hole states will get thermally
occupied near room temperature (p, > 0 for n > 2) since the
higher states are in the range of kg7. In contrast, electrons
will stay in their lowest state (n; &~ n) since the electron
ground and excited states are still separated by 140 meV for
6-nm well width. Given that higher electron states will not be
occupied, even at room temperature and large well widths, we
can assume that the ground-state transition, i.e., the transition
from the lowest conduction band state to the highest valence
band state (m =1 — n = 1), dominates the total radiative
rate since other possible transitions have An # 0. Therefore,
we assume R, ~ R,,,.

The total error introduced by this approximation is still
considered to be small since the product of a small over-
lap times low carrier densities is included in Eq. (3). As a
consequence, the holes populating the excited states will not
contribute to the radiative recombination due to the selection
rule An = 0 and the unequally populated excited states, which
will reduce the radiative rate significantly.

C. Reduced radiative emission

In order to estimate the reduction of the radiative rate,
we need to quantify the fraction of holes in the ground state
with respect to all possible states that can be occupied. In a
nondegenerate limit, the population p, of an excited hole state

can be described by Boltzmann statistics:

AEl’l ( )
=prexp|— R 6
Pn P1 LBT

where the energetic difference AE, from the ground state
(n =1, with AE; = 0eV) depends on the width and depth of
the potential well. Therefore, we obtain the ratio f; of holes
in the ground state by summing over all valence band states:

f= P 1

| = =
ann Znexp (_fBE]?)
= R, =Bnpfi. ®)

<L @)

Since f; < 1, the radiative rate will be reduced as soon as
thermal occupation of excited hole states becomes significant.
Up to now only the recombination of free electrons and
holes, without the formation of excitons, has been considered.
Even at room temperature, where excitons might thermally
dissociate, earlier work showed that up to 60% of the charge
carriers are bound into excitons [7,34,35]. For this reason,
we extend our theoretical description by the recombination of
excitons and apply the same considerations as above for free
charge carriers. Thus, the product of charge carrier densities
(np) in Eq. (1) is replaced by the exciton density x times the
probability density of the electron-hole pair wave function at
zero relative distance [36]:

Ry = Bi1 fix|y (0))? ©)
7'[61]23 X

= Bllfle = —. (10)
Tx

Here, ag is the free 2D exciton Bohr radius, and 1 (0) is the
exciton wave function for zero relative in-plane electron-hole
distance. Experimentally, a reduction in the radiative rate can
be measured as an increase in the (excitonic) radiative life-
time, which is given by [28,37]

2
T ag

" 2Bufi

Therefore, we assume purely excitonic recombination as an
approximation, which depends on temperature only via the
By coefficient [see Eq. (4)]. The same T' dependence was
found by Feldmann et al. [37] and Andreani er al. [38].
Even if excitons dissociate at elevated temperatures, which
would introduce a superlinear rise of the radiative lifetime
with temperature, the contribution should be the same for all
investigated samples since the exciton binding energy varies
only slightly over well width, as can be seen in Fig. 5 below
from the width dependence of the exciton Bohr radius. Since
only relative changes are considered for our analysis, we sum-
marize the prefactors in Eq. (4) to a constant of proportionality
C. This is justified since these factors are natural constants or
vary only slightly with well width, e.g., the effective masses
or the band gap. In fact, the calculated lifetimes would change
by only 3% when considering an additional width dependence
of the band gap. Instead, only the factors with a dominant
dependence on quantum well width are considered in the
following. After these simplifications, we end up with an
excitonic radiative lifetime that depends on temperature 7',
the exciton Bohr radius aZB, the overlap of electron and hole

D

Tx
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wave functions of the ground state |M;;|?, and the thermal
population of excited hole states fi:

Tda: 1

T=C B (12)
M= fi
——

Txo

Therefore, we introduce the lifetime Ty,, which is unaffected
by effects of thermal population f; and depends only on
temperature, exciton Bohr radius, and wave function overlap.
Here, we find the temperature dependence that is explicitly
included in Eq. (4) superimposed with that of f;, which
will also depend on the quantum well’s depth and width.
Furthermore, we expect the overlap and the exciton Bohr
radius to vary with the quantum well width.

To actually calculate the excitonic lifetime, Schrodinger’s
equation is solved numerically, using the parameters given
in Table I. The sum over all Boltzmann terms is limited to
N = 100:

~1

u AE,
fi= jgjexp(—kB—T) : (13)

Between N =50 and N = 100 the sum still increases by
5%, while higher valence band states (N = 200) increase the
sum only by <0.1%. To validate the above approximations
we performed 6 x 6 k- p calculations using the approach
described in Refs. [39,40]. The results are comparable to
the simple model calculation above. In particular, the k - p
calculations also show zero overlap for wave functions with
opposite parity. Therefore, the transition rule An = 0 is found
to be valid in a good approximation for our case. The calcu-
lated overlap values for other wave functions differ by only
1% from the simple calculations in the vicinity of the I'
point (k = 0). Larger deviations (*10%) are observed for the
energies of the valence band levels, but the simple model is
also able to reproduce the general width dependence of the
quantized levels. Even though k - p calculations could give
a more precise description of the valence band structure, the
general trend of a reduced radiative emission with increasing
well width would be unchanged. For simplicity, we prefer the
simple model calculation with as few assumptions as possible.

Due to the decrease of AE with quantum well width, one
has to expect a strong decrease in radiative recombination
probability for larger well widths. This will result in an
increased radiative carrier lifetime in the experiment. One
should note that these considerations usually do not apply
for (semi)polar quantum well structures, where the wave
function symmetry is broken by the polarization fields and
thus transitions with An # 0 also become possible. Never-
theless, the more prominent quantum-confined Stark effect
will drastically decrease the radiative rates towards large well
widths.

III. EXPERIMENTAL DETAILS

To demonstrate the impact of this effect experimentally, a
series of nonpolar GaInN/GaN quantum well structures was
prepared by low-pressure metalorganic vapor phase epitaxy
(Aixtron AIX200RF). The four samples consist of an approxi-
mately 100-nm epitaxial GaN layer directly grown on m-plane

TABLE II. Overview of the samples under investigation, with
quantum well (QW) width, InN mole fraction, emission wavelength
at room temperature, and energetic difference of the valence band
ground and first excited states.

Sample QW width (nm)  xp, (%) AB00K) (nm) AE; (meV)
A 1.3£0.1 84+19 369 424
B 2.34+0.1 7.0+ 0.6 381 42.3
C 3.8+£0.1 6.2+04 387 23.9
D 6.3+0.3 6.3+0.6 390 10.2

pseudobulk GaN substrates (Kyma), followed by a threefold
GalnN/GaN multiquantum well. The well width was varied
between 1.25 and 6.25 nm, with a constant barrier thickness
of 8 nm. To prevent relaxation at increasing thicknesses, a low
InN mole fraction of x;, = 6% was chosen. The well width
and InN mole fraction were determined using high-resolution
x-ray diffractometry [41,42] (see details in Table II). Further-
more, all samples were found to be fully strained.

Time-resolved photoluminescence spectroscopy was per-
formed using time-correlated single-photon counting (Pico-
Quant PicoHarp 3000). The sample temperature was varied
between 5 and 300 K within a temperature-controlled helium
bath cryostat. The samples were excited by 5-ps laser pulses
at a wavelength of 350nm and a repetition rate of 4 MHz
using the second harmonic of a mode-locked and cavity-
dumped dye laser beam (laser: Spectra-Physics Model 375,
dye: Radiant Dyes Pyridine 2). The dye laser was optically
pumped by the second harmonic of a synchronously mode-
locked Nd:yttrium aluminum garnet laser (Spectra-Physics
Model 3800S). The incident energy per pulse was approxi-
mately 5nJ/cm?. A subtractive double-grating monochroma-
tor (Jobin Yvon, Spex 1680) in the Czerny-Turner configu-
ration and a microchannel plate photomultiplier (Hamamatsu
R3809U-02) were used to detect the dynamics of light emis-
sion down to decay times of 25 ps.

The transients of the intensity decay were collected in a
spectral window of 16-20 nm around the emission maximum.
The transient parameters Iy (initial intensity) and T (decay
time) are obtained from single-exponential fits close to the
initial part of the transient [43].

Generally, the decay time T can be split into radiative (T;)
and nonradiative (T,,) carrier lifetimes using the relation

1 1 1

—=—+—. (14)

T T Tar
Furthermore, the radiative lifetime is accessible by evaluating
the temperature dependence of the inverse initial intensity
1y(T), together with the initial decay time at low temperatures,
where the recombination is considered purely radiative and
the internal quantum efficiency becomes unity. Further details
can be found in Ref. [43].

IV. RESULTS

A. Temperature dependence

The carrier lifetimes of all samples have a similar tem-
perature dependence, as shown in Fig. 3 for sample B. The
low-temperature decay times are around 500 ps at 5K for all
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FIG. 3. Measured decay times and derived radiative and nonra-
diative lifetimes of sample B (2.3 nm thick, 6.3% indium content).
The error bars contain the statistical uncertainties of the experiment
and the evaluation process.

well widths. Up to ~30K the recombination is dominated
by localized charge carriers, indicated by the temperature-
independent behavior of the radiative lifetime. This is consis-
tent with the zero-dimensional case (d = 0) in Eq. (2), which
yields a constant B coefficient of radiative recombination.
The localization of carriers at potential minima is usually
attributed to fluctuations in the quantum well width or InN
mole fraction [44—48]. At higher temperatures, the charge
carriers can escape the potential minima due to thermal

activation. This is the case for temperatures above 30K,
where the radiative lifetime starts to deviate from a constant
behavior and the charge carriers have to be considered two-
dimensional. In the range above 30K the decay time also
starts to decrease and is dominated by nonradiative recombi-
nation processes above 100 K. At the same time, the radiative
lifetime begins to rise with temperature. Above 240K the de-
cay times approach the temporal resolution limit of 25 ps. For
this reason, the measured decay times for higher temperatures
are not reliable and will be omitted in the following analysis.

Concerning the relatively short nonradiative lifetimes ob-
served in this sample series, a variety of nonradiative pro-
cesses might be responsible. As described above, a low InN
mole fraction is chosen for the samples to prevent relaxation
at large well widths. This results in shallow potential wells,
and thus, charge carrier escape over the barriers might play an
important role. Former works also showed low nonradiative
lifetimes for nonpolar quantum wells, which might be related
to strain-induced defects like in the case of c-plane structures
[43]. At least defects originating from the substrate should be
negligible due to the high-quality bulk substrates used for the
sample preparation. Also other thermally activated processes
might contribute to the nonradiative rate and could probably
be identified by determining activation energies from the tem-
perature dependence of the nonradiative lifetimes. However,
since in our analysis we focus on the radiative recombination,
the discussion of nonradiative recombination mechanisms will
be the subject of future work.

B. Well width dependence

The temperature-induced rise of the radiative lifetimes T,
for samples of different well width is plotted in Fig. 4. The
measured data and the calculated radiative lifetimes based
on Eq. (12) for an InN mole fraction of 6% are given as a
function of temperature. Most importantly, the theoretically

Radiative lifetime (ns)

QW width (nm)

FIG. 4. Rise of radiative lifetimes with quantum well width; at higher temperatures the population of excited hole states dominates
(indicated by a decreasing factor f}) and results in a stronger increase in radiative lifetime. The curves calculated according to Eq. (12)

are in good agreement with the experimental data.
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FIG. 5. Calculated wave function overlap |M;;|> and exciton
Bohr radius ag that vary only slightly over well width.

predicted rise of T, with quantum well width is confirmed by
the measured data. Two regimes with different behaviors have
to be distinguished in Fig. 4. At large well widths (L, > 2 nm),
we find a nearly linear increase of the radiative lifetimes. The
slope of the curves is increasing with temperature and can be
described by the calculations within the error margins. Equa-
tion (12) shows the dependencies of the calculated values, of
which the wave function overlap, the exciton Bohr radius, and
the fraction of holes remaining in the ground state depend
on the well width. To clarify the single contributions, Fig. 5
shows the width dependence of [M;;|* and a3. For a low InN
mole fraction (6%), overlap and exciton Bohr radius vary only
slightly for wide wells and lead to a nearly constant excitonic
radiative lifetime Ty, as shown in Fig. 6. The linear rise that
can be observed in the measurements is reproduced only when
we account for the thermal population of excited valence band
states for Ty. In contrast, the lifetime Ty,, which depends
only on temperature, exciton Bohr radius, and wave function
overlap [see Eq. (12)], does not show the steep increase for

Calc. rad. lifetime (ns)
(o)

4 JL
LT i
6% In 11 30% In
O 1 N 1 N 1 1 1 1 O
1 3 5 7 1 3

QW width (nm)

FIG. 6. Calculated radiative lifetimes at room temperature
(300K) according to Eq. (12), where Ty, (dashed line) depends only
on temperature, overlap, and exciton Bohr radius, while T, (solid
line) includes the factor f; to account for the population of excited
valence band states.

larger well widths that is observed experimentally. Therefore,
the charge carrier behavior in this regime is clearly dominated
by a reduced population of the hole ground state.

In the regime of very thin quantum wells (L, < 2nm), an
increase in the measured radiative lifetimes can be observed in
Fig. 4 as well. Here, the rise is mainly related to a decreasing
overlap and exciton binding energy in this regime, where
electron and hole wave functions already penetrate into the
barriers. This is emphasized by the data shown in Fig. 5. These
contributions are expected to be independent of the depth of
the potential well and its InN mole fraction. Especially for
samples with shallow potential wells, like in our case with
Xxm = 6%, we expect an additional contribution to the rising
lifetimes. Here, the increasing quantization for thin wells
shifts the hole ground state towards the edge of the potential
well, where the excited states are accumulating. This reduces
the effective energy difference between ground and excited
states and again makes their thermal population possible. Also
the transition to three-dimensional bulk states might be in the
range of thermal activation. Hence, the reduced ground-state
population also has an impact at very thin well widths and
low InN mole fractions. This contribution is negligible for
higher InN mole fractions and larger band discontinuities,
as can be seen in Fig. 6, where both calculated curves for
xm = 30% merge at decreasing thickness. Remarkably, the
overall radiative lifetimes are lower for the higher InN mole
fraction, and consequently, the relative increase in radiative
lifetimes is higher. The curves in Fig. 6 show an increase in
calculated lifetimes by a factor of 3.9 for a high InN mole
fraction and a factor of 1.9 for a low InN mole fraction for a
width range up to 8 nm and at a temperature of 300 K.

This significant increase in radiative lifetime can also be
observed in the measured data, where the width dependence
of T, is measurable already at 90 K, where T, is dominated by
wave function overlap and the exciton Bohr radius. The linear
increase gets steeper for 150 and 210 K, where the radiative
lifetimes are clearly dominated by the effect of thermally
populated excited hole states. Although only a limited tem-
perature range is accessible in our experiments, an increase
by a factor of 2 in the radiative lifetime is demonstrated ex-
perimentally in the width range between 2 and 6 nm (samples
B-D), which coincides with the calculated value (factor of
1.9). The observed increase in radiative lifetime corresponds
to a decrease in the radiative rate by 50%. This effect will be
even more prominent at higher temperatures and larger InN
mole fractions. The increase in radiative lifetime towards thin
quantum wells becomes important only for very low InN mole
fractions.

V. CONCLUSION

In summary, our results show a significant decrease of the
radiative rate for wide quantum wells on nonpolar m-plane
substrates. Basically, this trend should be present in all III-N
materials in nonpolar growth directions since it originates
from the selection rule An = 0, combined with the unequal
population of higher electron and hole quantized states. The
considerations will also apply for the recombination of free
electrons and holes instead of excitons, which were included
in our analysis. As a consequence, the use of wide quantum
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wells is not favorable, which was also reported in earlier work
[49], where the better performance of nonpolar structures
with thin quantum wells was assigned to the wave function
overlap and the exciton binding energy, leaving out the im-
pact of selection rules and the population of excited states.
Besides that, for an overall high internal quantum efficiency
the nonradiative rate should be minimized for thin quantum
wells as well. Generally, we do not expect that nonradiative

processes are stronger in thin quantum wells, although we
suspect carrier escape into the barriers is an important factor
for shallow potential wells. This, of course, depends strongly
on the nature of the nonradiative recombination process and
therefore will be the subject of future work. Still, the strong
width dependence of the radiative rate should be consid-
ered when designing light emitters based on nonpolar III-N
structures.
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