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Charge control of blockade of Cooper pair tunneling in highly disordered
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A central problem in understanding the superconductor-insulator transition in disordered superconductors
is that the properties of grains and intergrain medium cannot be independently studied. Here we demonstrate
an approach to the study of strongly disordered superconducting films by relying on the stochastic nature
of the disorder probed by electrostatic gating in a restricted geometry. Charge tuning and magnetotransport
measurements in quasihomogeneous TiN nanowires embedded in a superinductor environment allow us to
classify different devices and distinguish between spontaneously formed Coulomb islands (with typical blockade
voltage in the mV range) and homogeneous wires showing behavior indicative of coherent quantum phase slips
(with significantly smaller blockade voltage).
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I. INTRODUCTION

The superconductor-insulator transition (SIT) in disor-
dered superconducting thin films is gaining increasing atten-
tion for its relevance in a range of applications in supercon-
ducting and quantum electronics [1–3] and electrical metrol-
ogy [4]. The SIT occurs as a result of Anderson localization
or as Coulomb interaction breaks global phase coherence, the
latter often described by the proliferation of quantum phase
slips (QPS) forming a normal matrix around spontaneously
formed localized regions of superconductivity [5–7]. The
disorder [8,9] and magnetic field [10–13] driven SIT have
been extensively studied in thin 2D films and more recently
nanopatterned devices [4,10,14–17] of highly disordered su-
perconductors such as InO, NbN, NbTiN, and TiN. Nanowires
of these materials are of particular interest in the view of
their proposed applications in quantum devices and electrical
metrology [15,18,19].

While radio-frequency measurements have demonstrated
the coherence of QPS in a range of materials [20–24], it re-
mains a significant challenge in DC measurements. To ensure
large quantum phase fluctuations it is essential to embed such
nanowires in a high impedance environment. The resulting
insulating state due to blockade of Cooper-pair tunneling
occurs below a critical voltage Vc = 2πEs/2e, due to the QPS
rate Es/h. The most straightforward implementation of a high
impedance environment, a resistive environment, is generally
incompatible with DC currents due to Joule heating [18].
Alternatively, embedding the QPS element in a superinductor
[3,6,25,26] ensures the required dynamics [19,27].

In this work we perform magnetotransport studies of TiN
nanowires of width 2–3ξ0, where ξ0 is the BCS coherence
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length, embedded in a high impedance inductive environment.
The presented devices were selected from a larger set to
highlight distinctively different regimes observed. All devices
were designed to be identical and made from the same super-
conducting film. From the dependence of the voltage blockade
on magnetic field and electrostatic gate we find that nanowires
of similar dimensions fall into significantly different regimes.
We focus on three different devices: Larger blockade voltages
(in the mV range) can be attributed to single-electron transis-
tors (SETs) with a behavior consistent with the grain size of
the film. In contrast, wires with significantly smaller Vc show
a qualitatively different behavior; the gate modulation of the
blockade is very weak, and Vc is suppressed at large magnetic
fields. We discuss this latter scenario in terms of QPS in
a homogeneous wire. A third device shows an intermediate
regime, supporting these conclusions. Our results provide
additional insight into recent experiments in somewhat wider
TiN nanowires closer to the SIT [14] and shed further light on
the nature of the SIT in nanopatterned TiN films, enabled by
charge control.

II. EXPERIMENT

The devices were made from the same TiN thin film de-
posited using plasma-assisted atomic-layer deposition (ALD)
on a high resistivity Si(100) substrate using the same method
and equipment as described in Ref. [28]. Further fabrication
and measurement details are outlined in the Supplemental
Material [29]. The device design is shown in Fig. 1(a).
Figure 1(b) shows the overall measurement circuit and
Fig. 1(c) illustrates the different regimes found in the devices
presented. We note that this is a very simplified picture useful
for the classification of regimes, the real microstructure is
likely much more complicated.
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FIG. 1. (a) Scanning electron micrograph of a typical device.
Scale bars are 1 μm and 100 nm for the meanders and the closeup of
the constriction, respectively. (b) Equivalent circuit with the various
device regimes explored is represented by a square and clarified in
(c) with a simplified schematic of each of the presented devices A–C.

Each nanowire is approximately 20–30 nm wide and
100 nm long and is symmetrically embedded in a wider mean-
dering nanowire of width 100 nm and length ≈50 μm (N� =
480 squares on each side, respectively). The footprint of
each meandered superinductor is approximately 3 × 3 μm2,
giving it a self-capacitance Cm ≈ 0.2 fF. From the measured
normal state resistance we find a sheet resistance of R� =
3.0 k� which translates to a sheet kinetic inductance Lk,� =
h̄R�/π� = 4.4 nH, using the BCS gap � = 1.76kBTc and
measured critical temperature Tc = 1.0 K. This results in an
impedance of the circuit in the superconducting state, as seen
by the nanowire, of Zm = 2

√
N�Lk,�/Cm ≈ 200 k�, larger

than the superconducting resistance quantum R2q = h/4e2 ≈
6.5 k�. In the normal state each meander has a resistance of
Rm = 1.45 M� � Rq = h/e2.

III. RESULTS

A. Material properties

From isotherms of R(B), we find the diffusion constant
D = 3.6 × 10−5 m2 s−1 and a coherence length in the dirty
limit ξ0(T = 0) ≈ 12 nm (see Supplemental Material for de-
tails), in good agreement with previous findings in similar
films [30]. The disorder induced SIT and the competition
between superconductivity and Coulomb repulsion in these
films [28] results in a reduction of Tc as the film thickness is
reduced. In contrast to distinctly granular films the observed
superconducting transition remains sharp (for our film Tc =
1.0 K and δTc = 0.4 K), a signature of average homogeneous
disorder. Such a superconductor can be regarded as granu-
lar on length scales smaller than the critical dimension for
supporting superconductivity in a single isolated grain [5]
b < bcrit = (ν�)−1/3 ≈ 8 nm, where b3 is the grain volume
and ν = (e2DR�d )−1 ≈ 13 eV−1 nm−3 is the density of states

FIG. 2. Conductance of device A versus back-gate voltage, mea-
sured in the superconducting state at 10 mK and 600 mT (perpendic-
ular field). The behavior remains the same above the critical field
when superconductivity is suppressed (see Supplemental Material
[29]). The inset shows a very simplified sketch of a possible micro-
scopic device geometry; circles represent grains.

(DOS) at the Fermi level. For a grain level spacing δ > � a
single grain is too small to support superconductivity, and the
observed superconductivity is a result of intergrain coherence.
Nevertheless, superconducting fluctuations will suppress the
DOS near the Fermi level due to electron-phonon coupling
[5]. For the typical grain size b ≈ 4 nm [28] we obtain an
average grain level spacing δ/kB = (νb3kB)−1 ∼ 14 K � �.

B. Large blockade devices

The nature of these devices is most clearly elucidated
from the conductance in response to a substrate back-gate
voltage, shown for one device in Fig. 2 (device A). The gate
dielectric is provided by the 300 μm Si substrate. A gap
modulation with a period of ∼180 mV is observed. This is the
typical behavior of a (superconducting) SET. The amplitude
of oscillations in Vc ∼ 4 mV could not be due to QPS as this
would require a pair of pointlike QPS junctions, each with Vc

exceeding �/e by one order of magnitude. For the device in
Fig. 2 we find the total capacitance C� = e/max(Vc(Vg)) =
40 aF, a charging energy Ec/kB = e2/2C�kB = 23 K, and a
gate capacitance to the effective island Cg = e/δVg ≈ 0.9 aF,
consistent with that of an island of area ≈20 nm2 in our back-
gate geometry. This size agrees well with the observed grain
size in these films [28], and it follows that the tunnel junction
capacitance CJ ∼ 20 aF is given by an insulating gap between
grains of 1–2 nm (εr = 110 [31,32]). Similar values for Cg

and C� were found for all devices showing a larger blockade
voltage Vc ∼ 1–5 mV � �/e (we have characterized three
such devices).

C. Small blockade

We now turn to a device (B) with strongly connected
grains (as will become apparent in the following discussion),
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FIG. 3. Small blockade (device B). (a) Zero bias resistance as a function of temperature with fit to theory of quantum corrections for the
conductivity. The inset shows the normalized residual resistance from the fits in the region highlighted by the dashed circle. (b) Differential
conductance measured as a function of applied substrate back-gate voltage Vg. Dashed lines indicate the gate voltages in (c) and (d).
(c),(d) Differential conductance measured at a gate voltage of −2.2 V and +3.0 V, respectively, versus applied perpendicular magnetic field.
Vertical lines at low field and large bias are due to phase-slip centers in the inductive meanders. The inset shows a very simplified schematic
sketch of the device. We attribute the small offset in bias voltage to our biasing circuitry. (e) Example of two IV curves showing the two
extremes with a blockade voltage (black) and a superconducting branch (red). A resistance of 16 k� has been subtracted to highlight the
superconducting branch. (f) and (g) Selected cross sections taken from (c) and (d), respectively.

showing no initial voltage blockade. The data is presented in
Fig. 3. Despite the narrow width of meanders (wm = 100 nm)
they are still in the limit of 2D conductivity for all rele-
vant temperatures. From the saturation in resistivity at high
magnetic fields we estimate that the electronic temperature
reaches ∼100 mK, corresponding to a maximum thermal
length Lth = √

Dh̄/kBT = 52 nm < wm. Quantum corrections
to the total conductivity G above Tc of a disordered 2D film is
described by the Aronov-Altsuler (AA) electron-electron in-
teraction, weak localization, and superconducting fluctuations
from Maki-Thompson (MT), DOS and Aslamazov-Larkin
(AL) corrections. We also add a contribution GCB(T ) =
−c ln [gEc/ max (T, 
)] from granularity and single electron
charging effects of (some of) the grains [33,34], and the
normal Drude term Gn. The total conductivity is given by
(see Supplemental Material [29] for full details) [13]: G =
Gn + GAA + GMT + GDOS + GAL + GCB ≡ Gq + GCB.

The R(T) dependence of device B with fits to G is shown
in Fig. 3(a). The broadened change in slope of the resistance
at ≈32 K can be interpreted as originating from a few poorly
connected grains with a distribution of sizes (in the otherwise
homogeneous film) freezing out due to Coulomb blockade
(CB). These poorly connected grains are located in the wider
meanders; the nanowire itself is homogeneous and no block-
ade is seen in the current-voltage (IV) curves.

From the saturation of the CB term we extract an
average grain level broadening 
/kB = gδ/kB = 32 K
giving an average intergrain dimensionless conductance

g = G/(2e2/h) = 2.4. Taking the single grain charging en-
ergy from device A, Ec/kB = 23 K, as a representation of
the average grain charging energy we find an exceptionally
good fit to R(T ) [Fig. 3(a)]. For comparison we also show
the calculated resistance excluding the GCB term. From this
we conclude that the film is on average homogeneous with
strongly connected grains with b < bcrit , however, a smaller
number of grains are weakly coupled which stochastically
affects the transport characteristics of nanopatterned devices.

We now explore this device (B) in an applied magnetic
and electric field. The response to a gate voltage, shown in
Fig. 3(b), is much weaker than what is to be expected from a
single grain dominating the transport (device A). For negative
gate voltages a gap emerges of maximum size Vc ∼ 40 μV.
The gate response occurs at voltages two orders of magnitude
larger than for the SET-like devices.

Next, by fixing the gate voltage at −2.2 V and measuring
Vc as a function of applied magnetic field [Figs. 3(c) and
(f)] we observe that Vc is increasing as we approach Bc2⊥.
Above Bc2⊥ Vc becomes negligibly small. On the contrary,
for positive gate voltages we observe an increasing zero-bias
conductance, shown in Figs. 3(d) and 3(g). IV curves for the
two extremes are shown in Fig. 3(e) for comparison. This is
reminiscent of a ‘critical current’ corresponding to ≈1 nA.
This should be put in relation to the critical current of the
100 nm wide meanders which is Ic ≈ 5 nA. Assuming the
same critical current density throughout the whole device this
translates to a nanowire width of about 20 nm, as expected.
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This excess critical current is suppressed in an applied mag-
netic field [Figs. 3(d) and 3(g)]. If we further attribute the
residual resistance below the critical current of the nanowire to
contact/lead series resistance (∼16 k�) we find a resistance
of the nanowire itself of 13.7 k�, corresponding to 4.6 R�,
or a 100 nm long nanowire of width 22 nm. We note that
the series resistance could not be due to phase diffusion
as the junction capacitance required to sustain the observed
supercurrent of 1 nA must be in excess of 80 fF (Ec < EJ =
�0Ic/2π ), in which case residual resistance due to phase
diffusion becomes negligible.

We also note that slowly repeating the measurement in
Fig. 3(b) multiple times (not shown) yields the same global
dependence. However, the smaller features vary in position
and intensity between measurements. Charge relaxation on
a time scale of several minutes is also observed, consistent
with the behavior of charge traps in the substrate, or in the
remaining hydrogen silsesquioxane (HSQ) resist, near the
nanowire.

The weak gate dependence of devices B could be an
indication of QPS interference, as the induced charge along
the nanowire is expected to result in interference of QPS am-
plitudes, suppressing the phase-slip rate due to the Aharonov-
Casher (AC) effect [24]. The relevant scale for charge local-
ization deep in the phase-slip regime is on the order of ξ =√

ξ0l ≈ 2 nm, where l is the mean free path [35]. This length
scale is consistent with the much weaker gate dependence,
as compared to the charging of a granule (device A). We
interpret these results as the emergence of a few stronger
phase slip centers along the wire. The gate dependence arises
due to one or more larger segments of the wire being enclosed
by these stronger phase slip centers. This can be understood
in analogy to the simplest such implementation: the charge
quantum interference device [24]. The elementary building
blocks, corresponding to sketch B in Fig. 1(c), would be a
gateable grain (or cluster of well-connected grains) connected
to the rest of the wire via two QPS junctions, being regions
of enhanced phase slip rate. Due to the nontrivial gate depen-
dence we are likely dealing with a more complicated geometry
than what is schematically sketched in Fig. 1(c) and in the
inset of Fig. 3(c).

If we assume that we are able to arrange complete de-
structive interference of QPS amplitudes (Vc = 0) using the
gate, this situation should be the dual to a Josephson junction
where the critical current is suppressed; no voltage gap de-
velops since phase coherence is maintained, and the junction
instead turns dissipative. In a high impedance environment
(Es � EL = �2

0/2N�Lk,�) charge is the well defined quan-
tum variable. Suppressing the phase-slip rate is not sufficient
to establish the required phase coherence to observe a ‘critical
current’ branch. However, for an intermediate impedance, as
in our case, both regimes would still be accessible for a QPS
wire, which we argue is the case of device B.

Phase slip rate

From the measured critical voltage below Bc2 we can
calculate the phase-slip rate Es = 2eVc/2π , for devices B (and
C, discussed below) which ranges between 3 and 17 GHz
(30 ÷ 220 μV), on the same order as obtained in coherent

measurements of QPS qubits [20–23], and in good agreement
with the theoretical expectations for the phase-slip rate in
short wires [20,21,36]

Es = �

√
L

ξ

R2q

Rξ

exp

(
−a

R2q

Rξ

)
, (1)

where a ≈ 0.36 for a diffusive conductor [37], and Rξ is
the normal state resistance of a wire segment of length ξ .
We thus expect Es ≈ 5 GHz ≈ 60 μV for device B given the
previously estimated wire dimensions. Charge control of the
QPS rate allows us to tune the nanowire through the SIT via
the AC effect.

The blockade in device B also fulfils an important criteria
for attributing the blockade to QPS: Vc < 2� ≈ 290 μV.
The relatively small blockade is an indication of a large
kinetic capacitance due to quantum phase slips [14,38] Ck =
2e/2πVc = e2/π2Es = 0.1 ÷ 0.9 fF, much larger than any
achievable geometric capacitance of any part of the homoge-
neous device and between any grains.

D. Intermediate device

We now turn to device C (Fig. 4), showing a behavior very
similar to that reported in Ref. [14]. There it was suggested
that the peak in conductivity above Bc2⊥ is due to the order
parameter inside grains persisting to magnetic fields much
higher than those that suppress intergrain couplings, which
allowed for good agreement between experiment and theory
by a duality transformation applied to the theory of transport
in over-damped small Josephson junctions [39]. Our data for
two magnetic field orientations is shown in Figs. 4(a) and 4(b),
respectively. A smeared voltage gap of Vc ≈ 200 μV is seen at
B = 0, and increasing the field reveals an oscillatory behavior
of the gap persisting well above the suppression of the critical
current, strikingly similar to Ref. [14]. We also note that these
oscillations vary between cool downs from room temperature
[(c.f. Fig. 4(e)], as would be expected from a bosonic SIT and
spontaneously formed electronic inhomogeneity [40], and that
they are perfectly symmetric with respect to field orientation:
Vc(+B) = Vc(−B). This particular device was only possible
to gate to ±300 mV after which the gate dielectric started to
leak, but only a very weak (<5%) variation in Vc was observed
in this range (not shown), similar to device B.

While the zero field data for the two datasets in Figs. 4(a)
and 4(b) are very similar, for even modest fields the blockade
becomes much sharper for the perpendicular field orientation.
This onset is consistent with the expected vortex entry field
in the superinductor B⊥ = �0

√
2d/πw/(2πλLξ ) ≈ 30 mT,

and the effect can be attributed to quasiparticle trapping
by vortex cores [41] cooling the nanowire. In Fig. 4(c) we
compare two IV curves for the two field orientations where the
applied field is such that the critical current of the meanders
is suppressed to the same value. Interestingly even above
Bc2 the gap remains much sharper for the perpendicular field
orientation, a behavior significantly different from the field-
induced parity effects in insulating Josephson junction chains
[42]. Similar behavior was instead seen in wider TiN [43] and
InO films [44] which can be phenomenologically described
by anisotropic orbital effects competing with the isotropic
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FIG. 4. Intermediate blockade (device C). (a) Differential conductance measured as a function of parallel magnetic field and (b) and
(c) perpendicular field in two consecutive cool downs, respectively. The inset shows a very simplified sketch of the likely device geometry. (d)
Comparison of IV curves for magnetic fields where critical currents of meanders have been suppressed equally. (e) Extracted blockade voltage
Vc (solid markers) and normal state resistance (hollow markers) from the data in (b) (purple) and (c) (orange).

Zeeman effect, governing the percolation of superconductivity
[45].

Peak in didv in the normal state and gap modulation

The peaks in ∂I/∂V at V = ±Vc remains above Bc2. The
absence of SET-like behavior could indicate the presence
of a single tunnel junction as opposed to QPS. The well
established P(E) theory [46] describing tunnel junctions in
high impedance environments fails to reproduce the peak
in conductance at the gap edge under the assumption of a
constant DOS in the normal state. The required nonlinear
DOS at the Fermi level is expected from disordered super-
conductors even in the normal state near the SIT even well
above Tc and Bc2 [9,40,47], supporting the debated notion that
superconducting fluctuations persist in grains well above Bc2.
However, the smearing of the gap above Bc2‖ and a smaller
zero bias resistance compared to Bc2⊥ could not be explained
within this scenario alone. An onset of back bending of an
IV curve above Vc could be a signature of the so-called
Bloch nose due to coherent charge oscillations. However,
such features could also be attributed to overheating due to
weak electron-phonon coupling resulting in poor dissipation
of the Joule heating in the resistive state [48,49]. These effects
could not be directly distinguished in a typical IV trace,
however, overheating is not expected to yield the observed
gate and magnetic field dependence of Vc. In particular, the

B modulation of the gap could be attributed to the isotropic
Zeeman splitting of energy levels in the grains [33,50]. Their
low and broadened DOS will thus vary in B, changing the
conductivity of the nanowire, in analogy with an electrostatic
gate. The difference in gap modulation between 4(b) and
4(c) could arise due to aging and/or the spontaneous for-
mation of different percolation networks of superconducting
islands, uncorrelated from the underlying metallurgical film
morphology, in the different cool downs, separated by six
months in time. This picture is also supported by the observed
magnetoconductance of device A which shows a similar, but
weaker, modulating behavior of the gap (see Supplemental
Material [29]).

The absence of a strong gate effect would thus imply
that in sample C we are most likely dealing with a single
well-developed tunnel junction between the granular, but con-
tinuous leads, a statistically plausible scenario in a confined
geometry, falling in-between devices A and B. The DOS
in this system may still be subject to local superconducting
fluctuations.

IV. CONCLUSIONS

To conclude, we have shown transport measurements on
narrow TiN nanowires embedded in a high impedance su-
perinductor environment. By studying the behavior both in
magnetic field and as a function of applied gate voltages
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we are able to identify nanowires exhibiting several regimes;
both incoherent Coulomb blockade in single isolated grains
in the film as well as new interesting physics in wires that
appear to be much more homogeneous and show indica-
tions of coherent quantum phase slips controlled by elec-
trostatic gate. Our work highlights the stochastic nature of
these on average homogeneously disordered nanowires where
isolated grains may be present that can influence device
physics.
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