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Role of the strained substrate in the x-ray diffraction of free-standing epitaxial nanostructures
under grazing incidence conditions
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Semiconductor heteronanostructures are of interest for a vast field of applications in optoelectronics. Fast
and reliable characterization of their structural properties is of high importance for industry and science. By the
example of free-standing Ing sGag 4As quantum dots (QDs), we discuss the contributions of the strained epitaxial
surface nanostructures and the substrate to the scattered x-ray intensity under grazing incidence conditions. In
the frame of the distorted wave Born approximation, we take into account multiple scattering and coherent
interactions of the x-ray beams involved in the diffraction process. Employing the finite-element method, we
give a detailed analysis of the strain distribution inside the nanostructure and the substrate. Further, analyzing
the experimental and simulated x-ray diffraction patterns in x-ray grazing incidence diffraction, we demonstrate
the importance of accounting for strain in the substrate and interference effects between the surface and the
QDs for strain analysis of the nano-objects. The advantages of our approach are demonstrated by comparison
with the standard isostrain approach that is commonly used for strain analysis of the nanostructures. We show
that neglecting the substrate contribution to the x-ray scattering causes errors in the standard isostrain approach.
Finally, the substrate contribution itself may yield information sufficient for a novel and fast approach for the

structural characterization of strained semiconductor heteronanostructures.
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I. INTRODUCTION

Modern growth methods for semiconductor hetero-
nanostructures, such as metal-organic vapor phase epitaxy
(MOVPE) and molecular beam epitaxy (MBE), for example,
require a high control of growth parameters, e.g., material
flux ratios, growth rate, and substrate temperature [1]. Various
effects—such as lateral and vertical material diffusion as
well as desorption—influence the local material composition
of the grown structure and also the intrinsic strain field of
the nanostructures and, consequently, change their proper-
ties during growth at elevated temperatures. Differences in
the material-dependent thermal-expansion coefficients even
change the strain state after the growth during cooldown to
room temperature.

Nanostructures are usually analyzed by postgrowth char-
acterization utilizing, e.g., atomic force microscopy (AFM),

“dr.s.lazarev @ gmail.com
"Deceased.

2469-9950/2019/99(19)/195432(10)

195432-1

scanning electron microscopy (SEM), photoluminescence
(PL), or destructive methods as the transmission electron
microscopy (TEM). Among these various techniques, x-ray
diffraction as a nondestructive method allows ex situ and
in situ diagnostics of the shape, size, chemical composition,
and intrinsic strain of the nanostructures [2-7]. Beneficial
conditions for the structural characterization of nano-objects
and their interface between the substrate could be achieved
by x-ray diffraction in grazing incidence conditions, i.e., the
so-called x-ray grazing incidence diffraction (GID).

The early papers on diffraction in grazing incidence ge-
ometry appeared in the 1970s (see, for instance, [8—11]). The
GID geometry was treated further using dynamical theory in
the follow-up works [12—15]. As thin-layered structures came
into the focus of scientific interest, the inherent characteristics
of the GID geometry, namely, the extremely small information
depth and particular sensitivity to the in-plane strain com-
ponents, caused the second wave of publications [16—18].
Here, the capabilities for diagnostics of surfaces and interfaces
were the main concern. However, the conceptual framework
developed for planar structures appeared to be insufficient for
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the case of small, strained, localized objects such as quantum
dots (QDs), due to the complex dependence on their shape,
size, chemical composition, and the three-dimensional (3D)
strain field in the QDs and the substrate [19-21]. Further, an
approach based on numerical simulations became typical for
the third period of GID implementation [22-24]. In the latter
papers, the work flow, generally, was the following: the strain
field simulated by the finite-element method (FEM) using
elasticity theory served as an input to the distorted wave Born
approximation (DWBA) [11], which could be based on the
kinematical or dynamical scattering theory. The problem was
considered to be solved if the simulated intensity pattern in re-
ciprocal space (RS) coincided well with the experimental one.
During the 2000s, the grazing incidence technique was suc-
cessfully applied to a wide range of nanostructures [25-32].
It was demonstrated that distribution of the scattered x-ray
intensity is highly sensitive to the structural properties of the
nano-objects such as strain field, shape, ordering, etc.

Serious attempts to establish a direct relationship between
the scattered intensity distribution in RS and the structure
of the free-standing QDs in real space were performed
in the framework of the so-called isostrain scattering ap-
proach [26,27,29,33]. According to this method, an object
is treated as a stack of slices, which have a uniform strain
value, and the substrate is assumed to be completely un-
strained [26,27]. These slices act as independent scatterers and
provide individual incoherent contributions to the intensity
pattern in RS. However, the uncritical use of the isostrain
approach may lead to serious errors in the interpretation of
the experimental data, for instance, the facet-related intensity
streaks in 3D RS [27,28,30,34]. In this work, we discuss
these mistakes of the isostrain method and contributions of
the nanostructures and the substrate to the x-ray diffraction in
GID geometry.

II. THEORY OF GID
A. Reciprocity theorem and DWBA formalism

For a nanostructure on a flat substrate presented in Fig. 1,
we introduce a Cartesian coordinate system XYZ in real
space, which is defined by the Z axis perpendicular to the
surface. The reciprocity theorem of the electromagnetism
suggests that for an incident on the nanostructure wave
exp(ik™™ - r) with a unitary amplitude, the amplitude A(q) of
the scattered wave exp(ik°" - r), due to the perturbations of
the polarizability §x (r), can be written as [35]

2

A(q) = j—n/Di“(r)M(r)D*(r)dV, ey
where D"(r) and D*(r) are the wave fields generated in
an undisturbed object by the incident wave and the unitary
“inverted outgoing wave,” which has a wave vector kK* =
—k°", and the scattering vector ¢ = —(k" + k*). For vectors
and their modulus in the XY plane, we will use notations
kj" and k", respectively. The appropriate solution for an
undisturbed media is always a subject of choice. For instance,
one can find an appropriate solution in the frame of dynamical
or kinematical theory, depending on the rate of dynamical
scattering.

FIG. 1. Scheme of the incoming x-ray beam interaction with
an epitaxially grown nanostructure on the substrate under grazing
incidence conditions. The DWBA scattering channels are shown for
(a) the kinematic approximation and (b) three out of five additional
channels in the dynamical model of scattering. The «; and « in
(a) are the incidence and exit angles of x rays, respectively.

The wave vectors in a crystal experience not only the
conventional refraction, but also the dispersion. The real and
imaginary components of the wave vectors depend on the
direction of the incident wave k™. The dynamical solution
(for details, see the Supplemental Material [36]) will consist
of four waves in a perfect crystal and three waves outside of
it. Having directions and amplitudes for the wave fields inside
and outside the crystal for the direct and inverse wave fields
(see Supplemental Material [36]), one can substitute them in
Eq. (1) and calculate the amplitude of the aggregate scattering
process in the disturbed media, which will consist of 4 x 4
separate scattering channels for the bulk material and 3 x 3
channels for the objects above the surface.

It is possible to demonstrate that the amplitudes of the
diffracted waves become negligible far enough in RS from
the exact Bragg conditions (see Supplemental Material [36]).
This corresponds to the kinematic approximation when only
the incident and specular x-ray beams are taken into consid-
eration in direct and inverse wave fields. Figure 1(a) shows
the DWBA scattering channels in kinematic approximation.
The kinematical DWBA solution gives 2 x 2 combinations of
the wave interactions inside an object on the surface. Four
different values of the vertical momentum transfer Q, =
:I:kizn + kI for these interactions are similar to the ones used
in grazing incident small-angle x-ray scattering (GISAXS)
theory. However, the lateral momentum transfer is the same
for all four channels, Q) = —(k}ln +kKj). In contrast, the
dynamical model of scattering makes use of five additional
channels of scattering related to the diffracted waves. Three
of those channels are depicted in Fig. 1(b).

One can ask an important question: are all of these channels
important enough to be taken into account? On the one hand,
they exist and could be observed. For instance, Fig. 2(a)
demonstrates an effect caused by the third scattering channel
in Fig. 1(b). The image was taken by a two-dimensional (2D)
detector set to the primary x-ray beam direction, while the
sample was slightly detuned from the exact Bragg condition.
The dark vertical stripe marked as “3 Ch” in the figure
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FIG. 2. Experimental GID reciprocal-space map and observation
of dynamical effects. (a) A single detector frame with dynamical
effects. The label “3 Ch” indicates the energy losses in the specular
beam due to the dynamical rescattering of the x rays according to
channel 3 in Fig. 1(b). (b) An experimental GID RSM of the 220
Bragg reflection in GID geometry at incidence angle «; = 0.35° for
Ing6Gagp 4As QDs and a GaAs substrate. The label “ES” points to the
trace of the Ewald sphere for the exit x-ray beams, while the primary
x-ray beam is in the exact Bragg condition of the substrate. The figure
is presented in logarithmic scale of normalized intensity. (¢) Norm
of the scattering factor G(Z, k;", k?) of the nanostructure located
above the sample surface (Z > 0) calculated for the incident angle
a; = 0.35° as a function of the height Z and the relative exit angle
ay/a., where . ~ 0.31° is the critical angle for GaAs at E = 8 keV
(logarithmic scale). As one can see, scattered intensity spreads in the
ay direction, has maxima in the range 0 < oy < «, and is periodic
in the Z direction with the period of about 15 nm.

indicates the reflected x-ray beam intensity losses due to the
Bragg reflection. This channel corresponds to those beams,
which were first scattered by the nanostructure and then
appeared in the exact Bragg conditions of the substrate. On

FIG. 3. Isostrain model and explanation of the lateral GID in-
tensity distribution in reciprocal space. (a) Model of a QD on the
substrate and XY Z coordinate system in real space. Further, (b) the
QD is represented as a stack of isostrain areas according to the isos-
train approach. Each layer provides a (c) separate intensity pattern in
RS, which is the squared modulus of the layer’s Fourier transform
(FT). (d) Coordinate system Q., Qy, Q. in RS and superposition
of the independent diffraction patterns build the lateral distribution
of the total intensity integrated over Q,. Point O is the origin of
the coordinate systems; D and S are the position of the unstrained
Ing6Gagp4As QD and GaAs substrate in RS, respectively.

the other hand, the diffraction signal of GID extends over a
considerable RS volume. It is well seen in a typical exper-
imental GID reciprocal-space map (RSM) of free-standing
In,Ga;_,As QDs grown on a GaAs substrate, represented in
Fig. 2(b). Since the dynamical effects are essential only in
the vicinity of the substrate Bragg peak, the choice between
the kinematical and dynamical solutions depends on the dis-
tance of the RS region from the substrate Bragg peak and
to which degree the sample could be described as an ideal
single crystal. Additionally, there are scattering channels,
which insignificantly contribute to the formation of the GID
diffraction pattern and could be neglected. Thus, the simple
DWBA approach based on the kinematical theory could be
sufficient enough in some cases for the description of the
scattering processes from epitaxially grown nanostructures.
In our work, the DWBA approach based on the kinematical
theory [see Fig. 1(a)] will be used to simulate the RS intensity
distribution of the nanostructures in GID geometry.

B. Kinematical DWBA solution

We will further consider a nanostructure on the sub-
strate presented in Fig. 3(a). The coordinate systems XYZ
and Q,Q,Q. are presented in real and reciprocal space in
Figs. 3(a) and 3(d), respectively. The corresponding axes of
the systems are parallel. As it was previously introduced, the
Z axis of the XY Z systems is perpendicular to the surface of
the substrate and the origin of the XY Z system is in the center
of the QD base. We also will use the following notations: rj =
(ry, 1y), Q) = (Qx, Qy), etc., for vectors with Z = 0 (in the
XY plane), where r,, r,, and Q,, Qy, etc. are their in-plane
components. By splitting of the lateral and Z components
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of the momentum transfer vector and applying the Fresnel’s
reflection R™™, R* and transmission T, T* coefficients, one
can obtain the following relations for the incident and inverted
waves outside the substrate:

B = o (Kmkie) | pingi(kn-kie)
E* = ei(k‘”‘ﬂru-&-k:-r;) + R*ei(kﬁ‘r_k;'rf)‘ (2)
J

Further, applying Kzi“, K7 values, we obtain, for the substrate,
pin — 7ini(Kpr+Kr)
D* — T*ei(Kﬁ-r|\+K;<rz) , (3)

and Eq. (1) of the amplitude AP(Qy,Q,) of the scat-
tered waves from the QD and the substrate Asub(QH,QZ)
appears as

A®(Q), Q) / X (el (KT g Ring kT (ki Rk g
QD

AM(Q), Q,) /

sub

L0 pgen) el g, @

Performing the integral to sum transition and representing the position r of the scatterer incrementally as r = r’ 4+ Ar, where r°

corresponds to the undeformed lattice, we obtain finally

Z>0 \Z=const

AQD(Q”, Qz) x Z ( Z XZSZeiQh-Al‘H . eiQ-r“) . G(Z, kizn’ k;k)’

Asub(Q”, Q.) x Z ( Z XZSzeiQu-Aru .eiQ-r°> . TinT*ei(K;wK?)-rz’ 3)

Z<0 \Z=const

where the function S, is equal to one in the QD and in the
substrate, but is eq_ual to zero e_lsewhere, and the function
G(Z, k;n’ k:) — (eik;"r, + Rinefik;"-r,) . (eik;‘ Ty R*ei(*kf‘l‘z))
represents the four channels of the DWBA. The expression
in the first parentheses is the Fourier transform of the phase
distribution ¢’Q"ATI in the media caused by the displacement
field and modified by the shape function S, taking into
account the material susceptibility x, and could be written as
A®(Q), Q.) & Y F(x: S - G(Z, K", k).
z

Development of the x-ray detectors led to extensive use of
position-sensitive detectors, which opened access to 3D RS
information and, therefore, to the Q, component of the x-ray
scattered signal. The scattering factor G(Z, kiZ“, kY) defines
the brightness of a unitary scatterer at a vertical position
Z, illuminated by the waves ¢’ ™= 4 R"e=*:"T: " and induces
scattered x-ray intensity extremum formation along Z, which
was experimentally demonstrated in Refs. [27,37]. This factor
depends mostly on the outgoing angle o and the x-ray energy
due to the GID requirements to the incident angle «; to be
about critical. The energy of GID experiments is also usually
limited to the range of 6-10 keV. Therefore, the scattering
factor G(Z, kiz“, k) could be represented as a function of
two parameters G(Z, «y) at a common GID x-ray energy
of 8 keV. Figure 2(c) presents the norm of the scattering
factor G(Z, k?‘, kY) calculated for an object located above the
sample surface and an incident angle ; = 0.35° as a function
of the height Z and the relative exit angle o /a,, where o,
is the critical angle of the GaAs substrate at E = 8 keV. As
one can see, the major part of the intensity scattered by the
QD is concentrated in the narrow region of the exit angles
between the substrate horizon at oy = 0 and the Yoneda level
at ay = .. In the case of relatively small nanostructures, the
range of visibility is even smaller and lies in the vicinity of

(

the Yoneda level. Another significant feature of the G factor
is periodic behavior along the Z direction with the period of
about 15 nm. The presence of the minima of |G| means that
it is impossible to investigate the structure of a QD in the
ranges of 57 nm, 20-23 nm, and so on. This effect could
be distinguished under the conditions of subcritical incident
angles and for relatively large objects of tens of nanometers
with high relaxation rate da;/dz [37]. Since the minima of
the |G| function shift only a little over Z with «; variation,
this rule is valid for any o and a broad range of incident
angles «;.

III. EXPERIMENT

For our study, an ensemble of self-organized free-standing
(001) In,Ga;_,As QDs with a diameter at the QD base of
40 nm and 6 nm height was MBE grown on the (001) surface
of an epiready GaAs wafer at Clausthal University of Tech-
nology, Goslar, Germany. First, a 250-nm-thick GaAs buffer
layer was deposited at 7 = 570 °C. Then, 2.3 monolayers of
InAs were deposited at 7 = 500 °C. Since the scattering x-ray
intensity distribution of the strong 220 Bragg reflection, mea-
sured and simulated in our work, is almost insensitive to the In
concentration variation, the In,Ga;_,As QDs were assumed
to be chemically homogeneous [34]. We achieved a good
agreement between the experimental and simulated RSMs
employing an In concentration of 60% in the In,Ga;_,As QDs
(see Sec. V). The unit-cell lattice parameters of the relaxed
GaAs substrate and the unstrained material of the Ing ¢Gag 4As
QDs were ag,, = 5.6532 A and agp = 5.8963 A, respectively.

The sample was investigated experimentally at the ID10B
beam line at the European Synchrotron Radiation Facility
(ESRF), Grenoble, France. Measurements were performed
using a six-circle diffractometer and a 2D Maxipix detector in
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GID geometry with 8 keV photon energy. The incidence angle
a; = 0.35° was chosen to be slightly higher than the critical
one, equal to o, &~ 0.31° for GaAs at this photon energy.
These conditions allowed us to organize the amplitude of the
wave in the substrate two-times smaller than the amplitude of
the incidence x-ray beam and to slightly reduce the footprint
of the incidence beam on the crystal surface. Additionally, the
advantages of low penetration depth of x rays in the substrate
still were used. The experimentally measured GID RSM of
220 GaAs Bragg reflection was already presented in Fig. 2(b).
The narrow stripe passing through the Bragg peak position
marked as ES is an artifact, which has a clear physical reason.
This intensity is caused by an air scattering of the x rays when
the GaAs substrate is in the exact Bragg condition. The rapid
increase of intensity in the vicinity of the substrate Bragg peak
is automatically compressed by absorbers, and leads to losses
of intensity in the regions of diffuse scattering [see Fig. 2(b)].

IV. ISOSTRAIN MODEL

A. Isostrain approximation

In order to explain the intensity distribution in RS and
make the GID method more convenient for the structure
diagnostics, two important simplifications concerning the QD
amplitude expression were proposed in Refs. [26,27,29,38].
At this point, we make use of the periodic nature of the crystal
media and assume that the free-standing QDs could be repre-
sented as a set of horizontal “equally strained” layers, which
are characterized by uniform lateral a; and Z-lattice constants
a;, with the strain variation only from layer to layer along the
Z direction [see Figs. 3(a) and 3(b)]. At the same time, the
substrate is assumed to be completely unstrained. The model
of the strain distribution in the QD and the substrate is given
in the Supplemental Material [36].

In the case of this assumption, the form of Eq. (5) corre-
sponds to the coherent sum of complex amplitudes over the
slices. In order to further simplify the model, the indepen-
dent scattering contribution for each of the isostrain slices
was assumed in Refs. [26,27,29,33]. Therefore, depending
on its Z position, each isostrained slice with a lateral lattice
parameter afl produces an intensity distribution in RS with
the maximum at a certain position in RS. For the 220 Bragg
reflection, the maximum has coordinates Q! = Q% =0 and

0, =2-21/(a V/2/2). Further, this allows us to calculate
the resulting scattered x-ray intensity as a direct summation
of each of the single slices of x-ray amplitudes using the
2D fast Fourier transform (FFT) algorithm F(x.S,e/%4")
[see Eq. (5)] in a limited range of interest in RS. In this
case, the final diffraction pattern is built up not by the scat-
tered amplitudes, but by the intensities from each isotrained
layer excluding the interference between them [see Figs. 3(c)
and 3(d)]. Strictly speaking, the lateral intensity distribution
of a thin isostrained slice Fourier image is considered to
be integrated over Q. in this approximation. Therefore, the
resulting 2D diffraction pattern could be measured by a point
detector with a crystal analyzer. At the same time, the lateral
x-ray intensity distribution in RS does not contain information
about the relaxation profile over Z in real space.

log(1)

0.0

FIG. 4. Comparison of simulated (top panel) and measured (bot-
tom panel) RSMs of the 220 Bragg peak intensity distribution in GID
geometry. The experimental RSM is compared with the RSMs of
(a) the isostrain model and (b) the numerical simulation of the FEM
model. The experimental RSM demonstrates less fringes, due to the
limited dynamic range of the detector and the properties inhomo-
geneity of the QDs. The figures are presented in logarithmic scale of
normalized intensity. The scalar bars are given for the simulated ISM
and FEM RSMs, while the experimental one is present in Fig. 2(b).

All given approximations define the so-called isostrain
model (ISM) of the x-ray scattering signal from free-standing
nanostructures. We developed an ISM of an Ing ¢Gag4As QD
based on the AFM measurements of our sample. The shape of
the QD in the model corresponded to a spherical cap with the
radius of 36.(3) nm, diameter of the base 40 nm, and a height
of 6 nm. Further, we assumed the lateral lattice parameter aﬁ
of the QD variation from ay,, at the substrate level to agp at
the topmost part of the QD. The model is presented in the
Supplemental Material [36]. A comparison of the resulting
ISM RSM with the experimental one is shown in Fig. 4(a).
The figure demonstrates a rather big discrepancy between the
RSMs and opens a series of questions about the validity of the
ISM, which will be highlighted in the next section.

B. Difficulties of the isostrain approximation

The isostrain model in its present form discussed above
is qualitatively able to describe the origin of the diffraction
features from small nano-objects. However, a number of
questions is still open. Among them are the following:

(i) Could the reciprocal-space image of a strained lateral
slice be reduced to its form factor placed to the average Q
position instead of the expected inhomogeneous distribution
of the strain field?

(i1)) What is the forecasting power of the approach pre-
sented in Ref. [37] concerning the Z location of the isoslice
in real space in the case of higher incident angles?

(iii) Finally, is the neglected contribution of the slice-slice
interference in the isostrain model justified?

One of the possible ways to answer these questions is the
numerical simulation of the scattering experiment using the
DWBA and the more precise 3D FEM model with subsequent
analysis of the partial contributions of the lateral slices to the
integral diffraction pattern in RS.
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FIG. 5. FEM model of the QD and the strained substrate. (a) Lat-
eral &, and (b) vertical ¢, components of the 3D strain field
distribution are given for a slice of the model at Y = 0.

V. FEM MODEL AND NUMERICAL SIMULATION OF GID

A. Introduction

In the following sections, we will compare the experimen-
tal x-ray intensity distribution obtained by GID measurements
from free-standing Ing ¢Gag 4As QDs grown on a (001) GaAs
substrate with the numerical simulations. For the modeling,
we will use a strain field obtained from the FEM simulation
and will calculate the scattered signal employing the DWBA
method, as it was described in Refs. [28,30,39]. This approach
proved to be capable of reproducing not only the general
features of the x-ray scattered intensity, but also the fine
structure of the diffuse scattering. Further, we will study
the contribution to the simulated diffraction signals from the
substrate and the QD using a “slice by slice” analysis of the
FEM model. Finally, the results of the simulation will be
compared with the ISM as well as with the experimental data.

B. FEM model

For the numerical simulation, a 3D FEM model of an
Ing¢Gag4As QD on the GaAs substrate was built with the
same geometric parameters as the ISM model. The sub-
strate domain had a size of 240 x 240 x 40 nm® and was
large enough to ensure zero-displacement value at the borders.
The model was further laterally extended to 800 x 800 nm for
DWBA simulations in order to provide reasonable resolution
of 400 x 400 pixels in the region of interest. A schematic view
of the model and related Cartesian coordinate system XYZ
are presented in Fig. 3(a). The unit-cell lattice parameters

for the unstrained GaAs substrate were chosen to be %4

ad* = af = ag,y, and, for the Ing sGag 4As QD, al"?4* =
InGaAs __ ,InGaAs __
Cly =a, = agQp-

Slices of the 3D strain field lateral &,, and vertical ¢,
components in the X Z plane at Y = 0 retrieved by FEM calcu-
lations are given in Fig. 5. As far as the direction of the X axis
in the chosen coordinate system coincides with the direction
of the diffraction vector O»;, the lateral strain component &,
is responsible for the amplitude of the diffuse x-ray scattering
in RS [see Eq. (5)]. From the map of the lateral strain field

1.08 T
az/asub I
— 3 /A
1.06 W Asup
1.062
o | = a/a,(sm) o

S In,Ga, As:ala_ =1.043

FIG. 6. Dependence of the lattice relaxation: radial a/as, and
vertical a,/ag,, relative lattice constants along the symmetry axis Z
(X = 0;Y = 0) of the FEM model with respect to the lattice constant
of the undisturbed substrate ay,,. Additionally, variation of the radial
ay /as parameter is shown for the ISM.

distribution ¢,, [see Fig. 5(a)], it is possible to conclude
that the QD could be approximately described as a stack of
horizontal isostrained slices. In contrast to the assumptions
of the ISM, where the substrate is assumed to be completely
unstrained, the strain field of the substrate is tensile under
the QD and compressive at its edges in the FEM model. The
&y inhomogeneity in the XY planes is especially pronounced
for the regions close to the QD-substrate interface, and the
stain field gradient becomes negligible already at Z ~ 2 nm
inside the QD, while it remains noticeable for Z ~ —2 nm
in the substrate (see the comparison in the Supplemental
Material [36]). Moreover, the strain field extends relatively
deep into the substrate and should contribute to the diffuse
scattering in RS. In fact, the presence and nonuniformity of
the strain field in the substrate makes the ISM invalid or
limited to only some cases.

In order to illustrate additional features of the system
relaxation, ratios of the radial a; /au, and vertical a, /agy, unit-
cell lattice parameters with respect to the lattice constant of
the relaxed substrate aqy, are presented in Fig. 6 as a function
of the model’s symmetry axis coordinate Z (X = 0; Y = 0).
First of all, a rapid change of the vertical periodicity a./ag
at the interface level Z = 0 points to the fact that the diffuse
x-ray scatterings from the QD and the substrate could be
resolved separately in the case of a Bragg reflection with
nonzero Q. component [40,41]. Further, a continuous behav-
ior of the radial periodicity a/as., practically means that in
GID geometry, the x-ray diffuse scattering of the substrate
and the QD are merged together smoothly in a continuous
distribution. Figure 6 also demonstrates that the relaxation of
the QD’s material remains a tetragonal distortion of the unit
cells (a; # a;) even at the topmost layers of the QD, and both
radial and vertical values of the lattice period are far away
from its value of the fully relaxed Ing ¢Gag4As. Additionally,
the radial lattice periodicity a; of the substrate (Z < 0) is
larger at the surface level (Z = 0) than the periodicity of the
relaxed substrate ag,,. All of the above signifies that under
conditions of the GID experiment, the x-ray diffraction pattern
of the elastically strained, dislocation-free QDs never begins
in RS at Q values of the unstrained substrate and never
ends at those values for the totally relaxed QD material,
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at least at the given diameter-to-height aspect ratio of the
nanostructures.

A comparison of the simulated and measured RSMs of the
220 Bragg reflection is presented in Fig. 4(b). As one can see
from the figure, the experimental and simulated RSMs are in
a good agreement, contrary to the ISM except for the number
of observed high-order intensity fringes. In the experiment,
the visibility of these features is restrained due to the limited
dynamical range of the detector and natural nonuniformity of
the QD ensemble.

C. Slice by slice analysis of the x-ray diffraction
pattern formation

In this section, the x-ray intensity distribution of the FEM
model in reciprocal space and the balance between contribu-
tions of the scattered signals from the substrate and the QD
will be analyzed. Our FEM simulations originally provide
the tetrahedral 3D data set consisting of the node coordinates
and their absolute displacement components. These data were
converted into a fine regular 3D grid with a 2 A step, which
is very close to the interplanar distance djyg of GaAs and
introduces, therefore, a natural scale for DWBA calculations.
To evaluate the x-ray intensity distribution in GID geometry
strictly following the optical principles of diffraction, one
should evaluate the amplitudes A(Q)) = Y e XcS:€' QAT -
AT [see Eq. (5)] within each isoheight layer (Z = const)
as a sum over all node positions rj for each Q; = (Qx, Qy)
separately. At the chosen level of simplification [see Fig. 1(a)],
four possible channels of diffraction with only one kine-
matical Q) = k" — k‘Hn value for each pair of ki, k° are
considered in the simulations for the QD. The substrate
is treated kinematically with the uniform Q;, Qz channel.
Taking into account magnitude of the strain, the position of
the scattered intensity from the most strained slices does not
deviate more than 3% from the GaAs substrate Bragg peak
in RS.

Simulation of the diffraction experiment consists of sev-
eral successive steps. First, the stack of Fourier trans-
forms F(x.S.e'@A1) together with the Z-dependent factor
G(Z, kizn, kY) were evaluated for each Z slice of the model.
From the stack of FFTs, we built the x-ray intensity dis-
tribution in RS in two principally different ways: by sum-
marizing the squared norms of the amplitudes, /(Q, Q;) =
ZZ | AQy, Q;) |2, as suggested by the isostrain approach,
and as a squared norm of the amplitude sum, 7(Qy, Q;) =|
> AQ. Q) 2. It was found that geometrically, i.e., in terms
of lateral maxima and minima positions, these two diffraction
patterns in RS are almost identical, while the particular magni-
tudes are naturally different. Taking into account that no other
x-ray interference features are expected in the final intensity
diffraction pattern, and the symmetry of the strain field of
the model about the Z axis (see Fig. 5), the corresponding
phases of the amplitudes A(Qy, Q.) have to possess similar
values. Under the conditions of constructive x-ray interfer-
ence between the isoheight slices, the sum of the complex
amplitudes A(Qy, Q;) for each slice could be substituted,
in the first approximation, by the sum of the corresponding
absolute values [27,37] (see Fig. 3). This allows us to analyze
the GID x-ray intensity distribution in RS of the model as a

-15 -10 -5

-25 -20
log(l) NG

FIG. 7. Contributions of the scattered x-ray intensity in recipro-
cal space from the horizontal slices of the FEM model at different
heights (1-4) in the QD (Z > 0) and (I-IV) in the substrate (Z < 0O;
see Fig. 5). The figures are presented in the logarithmic scale of nor-
malized intensity of the resulting RSM. The same contributions are
presented in the Supplemental Material for the isostrain model [36].

superposition of the QD and the substrate summands or even
as a sum of the separate Z-slice contributions.

Figure 7 demonstrates the partial contribution of the scat-
tered x-ray intensity in RS from the slices of the FEM model
at Z = const. The signals of the QD (Z > 0) in Figs. 7(1-4)
and the substrate (Z < 0) in Figs. 7(0-1V) were calculated as
1(Q)) = | F (xS, A )°, taking into account the Z-related
factor G(Z, k;“, k¥). Relaxation of the QD is maximal and the
strain is most homogeneous for the last top layer of the QD
at Z = 6 nm (see Fig. 5). It is clearly visible that the intensity
distribution of this layer, presented in Fig. 7(1), corresponds to
the Fourier image of a circular disk with a radius R and could

be calculated as I(Q)) = |%|2, where J; stands for the
first order of the Bessel function. The situation is different for
the slices with 0 < Z < 6 nm. Due to the increase of the strain
inhomogeneity closer to the substrate, the intensity pattern of

the QD’s slice deviates from an ideal Bessel function with
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a well-pronounced redistribution of the intensity towards the
higher Q, [see Figs. 7(2)-7(4)].

After crossing the sample surface at Z = 0, tensile and
compressively strained areas of the substrate start to con-
tribute to the scattering signal. Accordingly, the intensity
pattern of the slice I at Z = —0.2 in Fig. 7(I) splits into two
regions: the diffuse spot at Q, < 3.14 A~', which corresponds
to the dilated volume under the QD, and the family of arclike
periodic curves around the substrate Bragg peak at Q, >
3.14 A~'. These fringes originate from a narrow compressed
annular volume of the substrate around the QD, which is vis-
ible as a blue region in Fig. 5(a). Deeper in the substrate [see
Figs. 7(ID-7(IV)], the intensity of the fringes drops down;
they evolve into a circular shape, but remain comparable with
the pattern of the slice at Z = —0.2 nm, even at the level of
Z = —5nm.

A comparison of the relative brightness of the planar
Fourier images in Figs. 7(1)-7(4) demonstrates that the re-
markable scattered intensity above the substrate comes first
from the layer at Z = 4 nm. The observed phenomenon was
already discussed in the Sec. II B and is caused by the complex
interplay between the two incident and two inverted waves,
which are involved in the scattering factor G(Z, kiZ", KY) [see
Eq. (5)]. For comparatively large 60-nm-high SiGe pyramidal
structures, up to five “dark” areas were experimentally de-
tected [30]. For our QDs, the first minimum of |G| along the Z
axis corresponds to the topmost part of the QD [see Fig. 2(c)].
Therefore, the diffraction pattern from this layer, presented in
Fig. 7(1), has significantly lower intensity in comparison to
other layers [see Figs. 7(2)-7(4)].

Figure 8(a) shows the x-ray intensity distribution in RS
integrated over Q. Contributions of only the QD and the
substrate separately are presented in Fig. 8(b) and Fig. 8(c),
respectively. Comparison of the RSMs in Figs. 8(a)-8(c)
demonstrates that the main part of the diffusely scattered
x-ray intensity originated from the substrate. This relation is
wrongly described by the ISM, which is clearly demonstrated
in Figs. 8(d)-8(f) with the same contributions of the QD,
substrate, and the resulting RSM. Thus, relatively small QDs
in GID geometry could be considered not as a source of
the diffuse x-ray scattering, but as a “reason for the source,”
which is the strained substrate. This effect was experimentally
discovered by Krause et al. [34]. They found a discrepancy
in the shape of the nanostructures obtained by the GISAXS
and AFM measurements compared to the shape reconstructed
by the isostrain approach from the GID. In order to explain
this inconsistency, a structural model with an amorphous
oxide shell on the QD surface and an “effective sample
surface” below the real one was developed. Alternatively,
the discrepancy could be explained by the contributions of
the strained substrate to the intensity distribution in the GID
experiment and periodicity of the G-factor minima. Therefore,
underestimation of this fact may lead to the wrong attribution
of the substrate-related diffuse intensity to QDs with the
following error in estimation of the shape and strain field
values at the bottom part of the QD, as it was in the study of
Kegel et al. [27]. This is valid at least in the case of relatively
small QDs up to 10 nm high, but might be different for larger

FIG. 8. Comparison of the FEM (left column) and ISM (right
column) simulated GID 220 diffraction patterns. (a),(d) Positions
of the unstrained Ing¢Gag4As QD marked as D and the unstrained
GaAs substrate S are shown in the resulting RSMs. Separated
contributions of the (b),(e) QD and the (c),(f) substrate demonstrate
the difference between models. Scattering from the substrate is not
assumed in the ISM and (f) remains empty. In (a) and (d), the
corresponding maxima positions of the diffraction signals (1-4) and
(I-IV) of Fig. 7 are shown at the resulting GID RSMs (see also
the Supplemental Material [36]). The figures are presented in the
logarithmic scale of normalized intensity.

structures [28,30], when the balance between the x-ray scat-
tered signal from the QDs could be stronger than the substrate
one due to their larger volume and better opportunities for the
relaxation. In our work, we focus on smaller nanostructures,
which are highly interesting for optoelectronic applications,
e.g., in light-emitting diodes [42,43]. The transition between
these two cases is above the scope of this manuscript and will
be the subject of a separate study.

Taking into account all of the aspects discussed above, we
suggest it is better to perform more precise DWBA calcu-
lations based on the FEM simulations rather than to apply
the oversimplified isostrain approach. In order to use the
ISM, it is necessary to modify it, taking into account the
strained substrate and the G-scattering factor. The periodic
“dark” areas of the G factor in Fig. 2(c) could be used as a
natural scale for the vertical strain profile in relatively large
surface nanostructures up to 20 nm in height. In this case, the
nanostructure could be considered as a stack of the disks with
finite thicknesses, which are separated by nonscattering dark
areas defined by the minima of the G factor.
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VI. SUMMARY

In summary, we demonstrated for strained, free-standing
In,Ga;_,As/GaAs QDs that the scattered x-ray intensity
distribution in reciprocal space could be described by the
superposition of partial diffraction images of lateral slices of
the nanostructure-substrate strain field. Our results show that
the major part of the scattered x-ray intensity in reciprocal
space is scattered by the strained substrate rather than by the
QDs. We show by comparison to results of our kinematical
four-channel DWBA and FEM modeling that the conventional
isostrain approach, which assumes the strained QD to be the
only source for diffuse x-ray scattering, is insufficient in this
case and needs to be extended to take into account the scat-
tering of the substrate. With respect to future optoelectronic
applications of small and highly strained QDs, the possibility
for the separation of key features in the contributions of the

strained substrate and the nanostructure to the resulting x-ray
scattering signal can provide the means for a fast a reliable
in situ capable structure characterization.
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