
PHYSICAL REVIEW B 99, 195305 (2019)

Active tuning of the g-tensor in InGaAs/GaAs quantum dots via strain
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Dynamic control over the full g-tensor in individual InGaAs/GaAs self-assembled quantum dots is achieved
by inducing external strain via a piezoelectric actuator. The full g-tensor is obtained by measuring in different
geometries with different angles between an externally applied magnetic field and the quantum dot growth axes.
A large decrease in the out-of-plane hole g-factor with strain is observed, whereas the other components are
found to be less sensitive. To further investigate this, a numerical model based on eight-band k.p-theory is used
and an excellent agreement with the experimental results is established, both qualitatively and quantitatively.
Furthermore, the calculations reveal the origin of the observed large change in the out-of-plane hole g-factor to
be the increase in heavy-hole light-hole splitting under compressive stress.
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I. INTRODUCTION

Quantum dots (QDs) [1] have often been suggested as
fundamental building blocks for future quantum technology,
as they can be exploited as sources of single photons or hosts
of quantum bits [2]. The single electrons and holes confined to
the QDs carry besides a charge also a spin, which can be used
to store and process information [3]. Coupling this spin to an
externally applied magnetic field leads to an energy difference
between the two spin states called the Zeeman splitting. This
splitting is generally linear for magnetic fields up to at least
10 T, the highest investigated value in this work. The Zeeman
splitting is characterized by the g-tensor, which is isotropic in
free space. For the electron, the g-tensor then reduces to the
well-known electron g-factor which has a value of roughly 2.
However, in the case of a semiconductor, the envelope part of
the wave function causes substantial deviations from the free
electron g-factor of 2, all the way down to −51.3 for InSb [4].
Bulk electron g-factors for the materials used in this research,
InAs and GaAs, are −14.7 and −0.44, respectively [5,6]. In
the lens-shaped QDs investigated in this work, the asymmetric
shape leads to an anisotropic g-tensor. Gaining control over
this g-tensor is valuable as it implies gaining control of the
Zeeman splitting and therewith the spin states.

The spin of a charge carrier can be fully controlled if one of
the components of the g-tensor can be tuned around zero [7].
It is well-known that the components of the g-tensor depend
strongly on the exact electronic structure of the investigated
system. The size- and shape-dependency of the g-tensor has
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been thoroughly investigated in the past for different QD sys-
tems [8–12], however these parameters cannot be dynamically
controlled post-growth. Therefore, a method to in-situ change
the electronic structure of the QD is required, for instance by
means of an externally applied electrical or elastic stress field.

Efforts have been made to achieve g-tensor manipulation
using external electric fields in InGaAs QDs [13–19], however
to our best knowledge, an experimental demonstration of
tuning any of the components around zero has not yet been
achieved. We therefore investigate the strain-dependence of
the g-tensor. The influence of strain on the electronic structure
of a single QD is quite well-known and has been thoroughly
investigated in the past, both experimentally and theoretically
[20–25]. In previous work we have already shown a strong
dependence of the out-of-plane exciton g-factor on strain [26].
In the current work we resolve the full g-tensor for both the
electron and hole separately.

II. THEORETICAL BACKGROUND

Assuming a cylindrical symmetry of our structure the g-
tensor reduces to

ge,h =
⎛
⎝g‖

e,h 0 0
0 g‖

e,h 0
0 0 g⊥

e,h

⎞
⎠, (1)

where g‖
e,h and g⊥

e,h are the in-plane and out-of-plane electron
and hole g-factors, respectively. Each individual component
has two different contributions according to

gtot = gs + gorb (2)
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where gtot is the total g-factor and gs and gorb denote the
spin part and the orbital part of the g-factor. The latter plays
a significant role due to spin-orbit coupling, which creates
spin-correlated currents [27]. These currents create a spin-
dependent magnetic moment which couples to the magnetic
field, leading to the orbital contribution to the g-factor. More-
over, the confinement in a QD leads to a quenching of this
orbital momentum, decreasing its contribution. This concept
will prove to be important in interpreting the results presented
in this work.

To show how an external magnetic field affects the system,
we have to consider the Zeeman Hamiltonian, which governs
the splitting of states with magnetic field and is given by

HZeeman = 1
2μBB · g · σ. (3)

Here σ is a vector (σx, σy, σz ) containing the Pauli ma-
trices, g is the g-tensor from Eq. (1), and B is an exter-
nally applied magnetic field. For a rotationally invariant QD,
an arbitrary magnetic field can always be written as B =
(sin β, 0, cos β )B0, where B0 is the amplitude of the field and
β the angle between the field and the excitation/collection
direction. The Zeeman Hamiltonian and the corresponding
energies then become

HZeeman = 1

2
μB

(
g⊥ cos β g‖ sin β

g‖ sin β −g⊥ cos β

)
B0, (4)

EZeeman = ±1

2
μB

√
(g‖ sin β )2 + (g⊥ cos β )2B0. (5)

Since we are interested in the g-factors both out-of-plane
and in-plane, two limiting cases are to be discussed. Applying
the magnetic field parallel to the growth direction of the
QD (β = 0◦, Faraday geometry) will yield the out-of-plane
g-factors, whereas applying the magnetic field perpendicular
to the growth direction of the QD (β = 90◦, Voigt geometry)
will yield the in-plane g-factors.

When applying an external magnetic field, a charge carrier
is not only affected by the Zeeman effect. On top of this,
there is a diamagnetic contribution to the energy, quadratic in
magnetic field and independent of spin. This originates from a
magnetic-field-induced magnetic moment which couples back
to the applied magnetic field. This contribution will show up
in the measurements, however, it will not be discussed any
further.

As both the electron and hole energy levels split up si-
multaneously, in principle four transitions are possible, as
indicated in Fig. 1(c). However, in the Faraday geometry,
angular momentum conservation has to be considered. As
a photon carries away an angular momentum of one, only
the two transitions with a total combined spin of ±1 are
optically active (bright states), whereas the other two are not
optically active (dark states). The two visible transitions will
emit right-handed circularly polarized (σ+) and left-handed
circularly polarized (σ−) photons for the +1 and −1 transi-
tions, respectively. As a result, the PL spectrum will show two
peaks at non-zero magnetic field and the splitting �EZeeman

between the two is given by

�EZeeman = E (σ+) − E (σ−) = μBB0g⊥
exc, (6)
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FIG. 1. (a) Spectrum of a single QD as a function of the strain
induced by a piezoelectric actuator. Each subsequent spectrum repre-
sents an increase in the actuator voltage of 100 V, corresponding to an
increase in compressive strain of roughly 0.045%. The spectral lines
experience a blue-shift of roughly 1.3 meV as the voltage (and hence
magnitude of compressive strain) is increased. Strain values are an
estimate based on theory. (b) Schematic overview of the sample.
(c) Schematic overview of the splitting of the energy levels as a
function of the applied magnetic field. Both the electron and hole
experience a Zeeman splitting linear in B and a diamagnetic shift
quadratic in B. (d) Excitonic emission as a function of magnetic field,
with the field applied in the growth direction (left), at an angle of 45
degrees (middle) and in-plane (right), as shown in the insets. The
expected behavior is reproduced.

where g⊥
exc = g⊥

h + g⊥
e is the exciton g-factor. The sign of the

exciton g-factor can then be determined by measuring the
polarization of the separate peaks.

In the Voigt geometry, the symmetry of the QD is broken
and the bright and dark states mix, revealing four linearly
polarized transitions [28]. This yields two Zeeman splittings
given by

�EZeeman = ±μBB0(g‖
h ± g‖

e). (7)
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As it is impossible in our experiment to assign the peaks
to a specific linear polarization (see Sec. III A), this only
yields absolute values for the electron and hole g-factor. To
be able to separate the electron and hole g-factor in the
Faraday geometry as well, an additional measurement at an
intermediate angle β has to be performed. However, as the
g-factor only appears squared in Eq. (5) this does not resolve
the issue of sign assignment. This will be addressed later. For
the intermediate measurement, we choose β = 45◦.

In this work external strain is induced by means of a
piezoelectric actuator. The InGaAs QDs are grown by molec-
ular beam epitaxy and contained in a thin membrane with
a thickness of about 300 nm. Due to the procedure used
during capping [29], the QDs have a maximum height of
about 2.5 nm and a radius between 10 and 15 nm. The
In-concentration is estimated to be between 20 and 40%.
The membranes are transferred to the piezoelectric actua-
tor via flip-chip and gold thermocompression bonding tech-
niques. The used piezoelectric is [Pb(Mg1/3Nb2/3)O3]0.72 −
[PbTiO3]0.28 (PMN-PT). The detailed growth and fabrication
processes are described elsewhere [30]. The resulting sample
structure is schematically shown in Fig. 1(b).

The piezoelectric actuator is poled in such a way that
applying a positive voltage Vp across the piezo induces a
biaxial compressive strain. This strain is then transferred to
the membrane containing the QDs. The amount of applied
strain depends strongly on the quality of the bond between
the piezo and the nanomembrane. Therefore, we achieve a
maximum strain of �ε‖ = −0.03%, whereas values up to
±0.2% have been reported elsewhere [30]. The value of strain
is determined by comparing the shift in emission energy with
other work [20,30] and our numerical calculations, which will
be discussed in the second part of this paper.

Figure 1(a) shows the PL spectrum of a single QD as
a function of the applied strain. The two different spectral
lines originate from different excitonic complexes. The lack
of fine structure splitting (within our spectral resolution of
<30 μeV) in any of the lines at B = 0 T validates our
assumption for the cylindrical symmetry of our QDs in Sec. II
[28]. Both lines exhibit a linear blue-shift of around 1.3 meV.
As previous research has shown no significant difference in
strain-dependence between the different excitonic complexes
[20,26], assignment of the complexes is irrelevant and it
suffices to analyze only one of the lines.

III. EXPERIMENTAL RESULTS

To experimentally determine the full g-tensor for both the
electron and hole of single QDs, a magneto-optic setup is
used. The setup is equipped with a superconducting magnet,
allowing for magnetic fields up to 10 T. The sample is cooled
down to a temperature of 4 K and an objective is located
directly above the sample for excitation and subsequent PL-
collection. The QDs are excited with a 635-nm laser and the
PL is analyzed with a spectrometer and a Silicon CCD. The
different geometries are achieved by mounting the sample
under different angles and rotating the objective accordingly.

Figure 1(d) shows one of the emission lines of a single QD
for different geometries at different magnetic fields. The Fara-
day geometry reveals the expected doublet-splitting, where

the other two geometries show a quadruplet-splitting, high-
lighted in red. It is not unusual to see additional complexes
which are activated at higher magnetic fields, as is the case at
8 T in the Voigt geometry. These complexes however do not
prevent us from tracking the spectral lines from 0 T all the way
up to 10 T. By simultaneously fitting Eq. (5) to the Zeeman
energies extracted from the data presented in Fig. 1(d), the
absolute values of the electron and hole g-factors can be de-
termined. For this QD this yields |g⊥

h | = 1.56 ± 0.01, |g‖
h| =

0.14 ± 0.01, |g⊥
e | = 0.46 ± 0.01 and |g‖

e| = 0.4 ± 0.01.

A. Sign assignment

Some extra analysis is required to determine the signs of
the g-tensor components. The sign is defined in such a way
that when a magnetic field is applied along a certain axis
and the state with a negative total-momentum projection onto
this axis is the ground state, the g-factor is considered to be
positive [31].

For the out-of-plane g-factors this analysis is relatively
straightforward. From the splitting of the two peaks the
absolute value of the exciton g-factor can be determined.
By determining the polarization of the peaks, the sign of
the exciton g-factor can be directly determined according to
Eq. (6). The signs of the electron and hole g-factors separately
are then automatically also known. In the studied QD, both
are negative, i.e., g⊥

e = −0.46 and g⊥
h = −1.56.

For the in-plane components the situation is more compli-
cated. In the Voigt geometry, an external magnetic field leads
to a linear polarization. The two different linear polarizations
can be distinguished, but not unambiguously assigned to
either of the peaks. The sign can therefore not be determined
in this way. We therefore have to extract the signs from the
numerical calculations, which will be presented in the second
part of the paper. These reveal the sign of both the in-plane
electron and hole g-factors to be negative.

B. Strain-dependence

Repeating the measurement described in Fig. 1(d) while
varying the voltage applied to the piezoelectric actuator, the
strain-dependence of the g-factors can be obtained. The result
is shown in Fig. 2.

The g-tensor for the hole shows a remarkable anisotropy;
the out-of-plane hole g-factor exhibits a relatively large shift,
whereas the in-plane value is virtually unaffected. As the
amount of strain varies from membrane to membrane and
the shift in emission energy scales linearly with the induced
strain, the sensitivities of the g-tensor components (i.e., the
slopes of the lines in Fig. 2) are given in terms of the shift in
emission energy. This also allows for an easier comparison
with the calculations later on. The slopes are δg⊥

h /δE =
0.051 meV−1 and δg‖

h/δE = 0.001 meV−1. The opposite
anisotropy occurs for the electron, however, less pronounced.
The electron g-factor shows only a limited change in both
directions, with slopes of δg⊥

e /δE = −0.001 meV−1 and
δg‖

e/δE = 0.005 meV−1. To investigate the consistency of
this result, in total five different single QDs are studied. The
emission energies, g-factors and their slopes of all investigated
dots are listed in Table I. Due to the limited spread in the
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FIG. 2. Experimentally determined values for the electron
(black) and hole (red) g-factors, both out-of-plane (upper panel)
and in-plane (lower panel) as a function of voltage applied to the
piezoelectric actuator. The values are obtained by combining results
for the Zeeman splitting in three different geometries, applying
magnetic fields up to 10 T. Shaded areas indicate the error range.

absolute values of the g-factors, the sign assignment for the
QD in Fig. 2 is also valid for the rest of the dots.

In the following, we will discuss each component of the
g-tensor separately;

g⊥
h : The out-of-plane hole g-factor shows by far the largest

sensitivity to the applied strain, with the slope ten times larger
than any of the other components. The result is consistent for
all dots, with slopes ranging roughly from 0.04–0.05 meV−1.
The observed shift is remarkably large considering the limited
amount of strain delivered to the QD. The nominal values of
g⊥

h range from −2.4 to −1.6. This relatively wide spread is
not unusual, as the hole g-factor is known to be extremely
sensitive to the exact size, shape, composition and built-in
strain of the QD.

g‖
h: The in-plane hole g-factor shows much smaller nominal

values, ranging from −0.15 to −0.3. This anisotropy is actu-
ally well-known for a heavy hole, which is the dominating
character in the ground state hole wave function due to the
symmetry of the dot. The sensitivity to strain is therefore also
smaller, however, the slopes show a rather large spread, even
changing sign for one of the dots.

g⊥
e : For most dots, the out-of-plane electron g-factor shows

no significant sensitivity to strain. The nominal value of g⊥
e

shows only a small spread, with all values being around
−0.45.

g‖
e: The in-plane electron g-factor shows the same sensi-

tivity to strain in all dots, with a shift of 0.005 meV−1. The
nominal value is of the same order as g⊥

e .

IV. CALCULATIONS

To gain more insight in the physics behind the system, nu-
merical calculations are performed. The calculations are based
on an eight-band strain-dependent k · p model which is ap-
plied to a representative structure, a lens-shaped In0.4Ga0.6As
QD with a height of 2.5 nm and a radius of 10 nm. The initial
strain due to lattice mismatch is calculated on a cubic grid
using continuum elasticity theory. Additional isotropic biaxial
strain is incorporated by introducing an additional layer under
the grid and varying the lattice constant of this layer. It is
confirmed that this approach induces the expected biaxial
strain in the rest of the grid. The electronic calculations are
then performed on the same grid as the strain calculations.
Material parameters for InAs and GaAs were taken from
Ref. [32]. Parameters for the alloy were determined by linear
interpolation (Vegard’s law), except when bowing parameters
were available from Ref. [32]. Exchange and Coulomb inter-
actions are neglected, as their contributions are small com-
pared to the magnetic field contribution. The g-factors were
determined by computing the Zeeman splitting in a uniform
magnetic field. Further details of the model can be found in
Refs. [33–36].

First we calculate the emission energy of the dot as a
function of the additional biaxial compressive strain. The
result is shown in the top panel of Fig. 3 and reveals a shift
of 4.7 meV at −0.1% strain, which is consistent with former
experimental results on similar dots [20,30]. This is thus used
as a calibration [see also values quoted in Fig. 1(a)] for the
achieved strain. The experimental shifts of 1.3–1.6 meV corre-
spond with a strain of roughly 0.027–0.034%. By including a
magnetic field and tracking the Zeeman splitting, the g-tensors
for the electron and hole can be independently calculated as a
function of strain. The result is shown in Fig. 3.

V. DISCUSSION

The calculations nicely reproduce the strong sensitivity
of the out-of-plane hole g-factor to applied strain compared
to the other components. To quantitatively compare the re-
sults, Table II shows the values of the slopes ( δg

δE ) for all

TABLE I. Emission energy, g-factors, and their sensitivities for five different dots, showing the consistency of the results. Sensitivities for
the g-factors are given in change per eV of shift in emission energy.

Dot Emission energy g⊥
h g‖

h g⊥
e g‖

e δg⊥
h /δE δg‖

h/δE δg⊥
e /δE δg‖

e/δE
eV eV−1

1 1.383 1.560 −0.137 −0.460 −0.402 51 1 −1 5
2 1.383 1.859 −0.315 −0.411 −0.314 37 4 5 3
3 1.380 2.348 −0.270 −0.403 −0.539 49 8 0 5
4 1.385 1.705 −0.207 −0.432 −0.405 41 7 −1 5
5 1.377 1.738 −0.161 −0.524 −0.310 40 −8 3 5
Avg. 1.382 1.842 −0.218 −0.445 −0.394 43 2 1 5
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FIG. 3. Upper panel: Emission energy of the QD as a function
of biaxial compressive strain. Middle and bottom panels: Calcu-
lated components of the electron and hole g-factors, out-of-plane
and in-plane respectively. Values for the g-factors are computed by
calculating the eigenenergies in a magnetic field of 10 T.

components for both the calculations and the averaged exper-
imental values.

We should note that there are some discrepancies in the
absolute values of the g-factors. The geometries used are an
estimate for the real dots, but are probably not 100% accurate.
By exploring the parameter space around this typical dot, the
g-factor components can be tuned closer to the experimental
values. However, when varying the dot height from 1.5 to
5 nm, the dot radius from 5 to 15 nm and the Indium
concentration from 30 to 50%, no significant changes (<10%)
in the sensitivities of the different components were observed.
Therefore we choose not to optimize the dot parameters, since
the observed sensitivities are quite robust against a variation
of them.

The sensitivities of all components agree very well with
the previously obtained experimental values. The numerical
model can therefore be employed to gain insight into the
physical origin of the change in g-factors. Since every wave

TABLE II. Values of the g-factors and their sensitivities to strain
determined from both the numerical calculations and the experiment.
The sensitivities δg/δE show a good agreement between the two.

Component Value δg/δE Value δg/δE
eV−1 eV−1

g⊥
h −2.584 51 −1.842 43

g‖
h −0.102 0 −0.218 2

g⊥
e −0.057 1 −0.445 1

g‖
e 0.171 6 −0.394 5

function is a superposition of the Bloch states of all bands,
the exact value of the g-factors originates from an interplay
between those bands. Therefore, the composition of the elec-
tron and hole ground states has to be considered. Furthermore,
the confinement of the wave functions will quench the orbital
momentums associated with the g-factors and has therefore to
be taken into account. We will discuss the electron and hole
separately.

A. Electron

For the electron, the anisotropy in the sensitivity of
the g-tensor is very well reproduced, as is clear from
Table II. The out-of-plane g-factor experiences only a slight
increase with applied strain, changing only by 0.001 for every
meV of shift in the emission energy, whereas the in-plane
component shows a larger sensitivity, changing by 0.005
per meV.

To gain insight into the origin of the increase in electron
g-factors and the anisotropy between the two components, we
have to consider two separate contributions which cause the
electron g-factor to deviate from the free electron value of 2;
the mixing of the valence band into the electron ground state
and the quenching of the orbital momentum.

1. Valence band mixing

Spin-orbit coupling causes a (negative) deviation from the
spin g-factor of 2, according to

ge = 2 − gorb. (8)

However, since the conduction band is made up of s-
orbitals which do not have an angular momentum, it does not
contribute to the orbital part of the g-factor. A pure conduction
band state would therefore have gorb = 0 leading to a g-factor
of 2. However, due to the coupling between the conduction
band and the valence band, the valence bands mix into the
electron ground state. The p-states of the valence band, which
have a nonzero angular momentum, then lead to a nonzero
gorb.

When investigating the composition of the wave function,
we find that the electron ground state wave function has
roughly 96% conduction band character. The remainder is
made up of the valence band. When applying −0.1% strain,
the CB character decreases by 0.03%. This change is negligi-
ble and contradicts the observed behavior, especially for the
in-plane component, as it would lead to an increase of the VB
contribution and therewith a decrease in the electron g-factor.
We can therefore rule this out as the main mechanism behind
the observed strain-sensitivity.

2. Orbital momentum quenching

As mentioned earlier, the orbital contribution to the mag-
netic moment (and hence the g-factor) originates from the
spin-orbit interaction which gives rise to spin-correlated cur-
rents. By lifting orbital degeneracies, the confining potential
limits the coherent mixing of different orbital states and
therefore decreases the contribution of the orbital current to
the magnetic moment. This mechanism is referred to as orbital
angular momentum quenching [35,36]. In the presence of an
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applied magnetic field the current contributing to the magnetic
moment is perpendicular to the field, and therefore the g-factor
will be affected by the confinement transverse to the applied
field.

Asymmetry in the confining potential leads to anisotropy in
the angular momentum quenching, and hence in the g-factor.
Such anisotropy has been observed in InAs/InP QDs [27,37].
With a radius r that is much larger than the height h, our dots
deviate significantly from spherical symmetry, however, the
g-factor is less anisotropic than in Refs. [27,37], indicating
weaker confinement. The weak anisotropy seen in both our
experiments and calculations indicates electrons in our dots
are weakly confined to the QD.

The barrier height does not alone determine the confine-
ment strength. For example, a nominally high barrier will
provide only weak confinement if the well is so small that
the energy of the confined state is close to the energy of
the barrier material. For this reason, it is advantageous to
evaluate the degree of confinement by examining the wave
function and its penetration into the barrier material. The
lateral extension of the electron wave function is affected by
strain in two ways. Firstly, biaxial compressive strain will
decrease the dot radius and through the Poisson effect increase
the height of the dot. This effect is relatively small as the
maximum strain used in the calculations is only 0.1% and
can therefore be neglected. More importantly, strain shifts the
edge of the conduction band, which will consequently affect
the degree of confinement of the electron state in the dot. The
shift in the bandedge with strain is given by �Ec = acε, where
ac is the material specific hydrostatic deformation potential
and ε = εxx + εyy + εzz is the trace of the strain tensor. Since
we are dealing with biaxial compressive strain, ε < 0 in our
system. The values of ac for GaAs and InAs are −7.17 eV
and −5.08 eV, respectively [32], resulting in a larger increase
of the conduction bandedge for the GaAs barrier compared
to the InGaAs dot, i.e., the barrier is raised and the electron
is more strongly confined. This effect has been confirmed
experimentally on similar dots, where it has been shown to
give rise to the increase of the biexciton binding energy upon
compression [21].

To further illustrate this, Fig. 4 shows the probability den-
sity |ψ |2 for both the electron and hole on cross-sections of the
dot. It is evident that the electron shows weaker confinement
compared to the hole. Especially in the growth direction, the
leakage into the GaAs barrier is significant. By integrating
|ψe|2 over the dot material, we find that roughly 50% of the
probability density of the wave function is accommodated
in the barrier rather than the dot. Figure 5 shows how this
develops when applying strain. The part of the probability
density that is confined inside the dot increases by roughly
1% when the induced strain is −0.1%. This is directly caused
by an increase in the confinement energy, which is shown
on the right axis and given by the energy difference between
the electron ground state and the conduction bandedge of the
surrounding barrier.

To conclude, due to an increase in electron confinement,
the extension of the electron wave function into the surround-
ing GaAs barrier decrease, leading to a smaller orbital contri-
bution and an increase in the electron g-factor. As the leaking
of the wave function into the barrier is more pronounced in the
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FIG. 4. Probability density (|ψ |2) for both the electron and hole
wave functions on cross-sections of the dot. For clarity, each plot
has been normalized to its maximum value. The left panel shows
the footprint of the dot, the right panel shows the intersection plane
perpendicular to the footprint and through the center of the dot.

growth direction, the in-plane electron g-factor will be most
affected, which is indeed what we observe.
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FIG. 6. Contribution of the different bands to the hole ground
state wave function as a function of the applied strain. The contribu-
tion is determined by computing |ψn, h|2| where n denotes the band.
Note that the HH-contribution is associated to the left axis, while the
other contributions are associated to the right axis.

B. Hole

While for the electron the barrier has to be taken into ac-
count, this is not the case for the hole. Figure 4 shows that the
hole is nicely confined within the dot. We therefore only have
to consider the contribution of the dot itself. Unfortunately,
the complex nature of the valence band makes an intuitive
approach to the hole g-factor impossible. Where the electron
g-factor has a clear limit of 2 for infinite quenching, for the
hole g-factor such a constant limit does not exist. However,
with some simple arguments we can at least qualitatively
explain our observations.

Due to the symmetry of our dot (r � h), the dominating
character in the ground state hole wave function is the heavy
hole (HH), contributing more than 94%. The orbital momen-
tum of the HH Bloch state only has a projection along the
z axis. A pure HH state would therefore have g‖

h = 0 and
g⊥

h �= 0. This explains the large anisotropy between the in-
plane and out-of-plane hole g-factors that we observe in both
experiment and calculation: the in-plane g-factor is close to
zero, while the out-of-plane g-factor is more than one order of
magnitude larger. As the hole g-factor experiences a large shift
in the out-of-plane direction, the composition of the ground
state must be sensitive to the applied strain. To illustrate this,
Fig. 6 therefore shows the calculated contribution of each of
the bands to the ground state hole wave function.

The contribution from both the conduction band (CB)
and split-off band (SO) are negligible and not sensitive to
the applied strain. The HH contribution increases by 0.25%

which is entirely compensated by an equal decrease in the
light hole contribution. Previous research has already shown
that the hole g-factor is extremely sensitive to this exact
composition [8,9]. This therefore qualitatively explains the
observed shift. In case of the in-plane hole g-factor, strain is
affecting something that is close to zero, so in absolute terms
the change is small.

VI. CONCLUSIONS

In this work we have investigated the strain-dependence of
the full g-tensor for both the electron and hole. We have found
a remarkable sensitivity of the out-of-plane hole g-factor. This
result is consistent in all five investigated QDs and the be-
havior of all components agrees well with the performed k · p
calculations. The electron g-tensor was found to show a small
increase with applied strain for both components. Anisotropy
between the two different components was observed. Both
were explained by considering the change in orbital momen-
tum quenching due to the leaking of the wave function into
the surrounding barrier. The hole g-tensor showed a similar
anisotropy in both nominal value and sensitivity, with the
large out-of-plane g-factor experiencing a large change and
the small in-plane g-factor experiencing a small change. This
was explained by considering the HH-like character of the
hole ground state and the change of the LH contribution with
applied strain.

As stated in the introduction, tunability of one of the
g-tensor components around zero would be technologically
most relevant. For this purpose, the out-of-plane hole g-factor
is the most suitable candidate. By size-engineering of the
QDs, the nominal value of the g-factor, can be brought close
to zero, in absence of external strain. Addtionally, a much
larger tuning range can be achieved by making use of more
advanced devices [38–40], with reported strain values up to
1.5% [25]. In some of these devices, full anisotropic control
over the in-plane strain tensor is possible. This opens up a
new way of manipulating the g-tensor per component, both in
conduction and valence band.
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