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Nanoscale probing of resonant photonic modes in dielectric nanoparticles
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Understanding the optical responses of nanostructures with high spatial resolution is paramount in photonic
engineering. The excitation of resonant optical-frequency geometric modes in oxide nanoparticles is explored
using monochromated electron energy-loss spectroscopy in a scanning transmission electron microscope. These
geometric or cavity modes are found to produce a progression of resonance peaks within the bandgap regions
of the electron energy-loss spectra of CeO2, TiO2, and MgO nanoparticles. Complementary simulations of the
electron probe combined with analytic Mie analysis are performed to interpret the complex spectral features
and to understand their underlying physical origins. The factors that influence the energies, shapes, and
strengths of these modes are also investigated and their dependence upon nanoparticle size, geometry, refractive
index, aggregation, impact parameter, and electron kinetic energy are elucidated. Taken together, this work
demonstrates the unique ability of fast electron spectroscopy to determine the photonic density of states in
individual and complex assemblies of dielectric nanoparticles.
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I. INTRODUCTION

Controlling the nanolocalization of light through engi-
neered optical responses in dielectric structures has drawn
ever increasing interest due to the importance and vari-
ety of applications impacted, ranging from enhanced solar
light absorption [1], and ultrasensitive detection of unlabeled
molecules [2,3] to highly optimized cavity quantum elec-
trodynamic measurements [4,5]. Owing to their localized
surface plasmon responses, noble metal nanostructures have
also found great utility in a variety of applications that benefit
from capturing and converting incident photons into intense
optical near fields, but suffer from losses that inhibit their use
in optical communication devices. An alternative approach
for optical energy transfer is to employ the photonic modes
within the bandgap region of dielectric insulating particles [6].
Here, incident photons with energies less than the bandgap
may be trapped as standing waves in the material at specific
resonance energies determined by particle size, shape, and
refractive index. However, since the photon energy is below
the bandgap, losses due to electronic excitation are avoided.

To fully exploit these optical modes for applications, it is
necessary to develop a fundamental understanding of the sub-
bandgap optical properties of dielectric materials of nanoscale
dimension. Characterizing the mode energies, linewidths, and
interparticle coupling strengths, as well as their dependences
upon nanoparticle morphology and aggregation is critical. It
is precisely in this size regime where highly localized mea-
surements that correlate the detailed structure of the observed
materials with their optical responses are needed. Electron
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energy-loss spectroscopy (EELS) coupled to the subnanome-
ter electron probe of a scanning transmission electron mi-
croscope (STEM) provides a unique opportunity to measure
a material’s optical properties with nanometer-scale spatial
resolution. The energy-loss spectral intensity can be described
by dielectric response theory, and is thus linked to the optical
properties of the material [7,8]. The STEM electron beam,
which acts as an evanescent source of supercontinuum light,
has been employed to determine material optical properties
with high spatial resolution [9–12], including the optically
bright and dark plasmonic modes in metallic nanostructure
[13–17].

Prior work has shown that EELS can also be used to probe
cavity modes in semiconductor thin films and nanostructures
[18]. Simulated dispersion maps were compared with the
experimental spectral peaks observed from nanowires, and
understood to arise from waveguide modes induced in the
sample by interaction with the fast electron beam [19,20].
These experiments were performed at electron beam energies
where the observed modes were significantly influenced by
relativistic effects such as Cherenkov radiation. These rel-
ativistic effects complicate the interpretation of the energy-
loss spectrum and make it more difficult to directly compare
effects arising from electron versus photon irradiation. More-
over, in many cases, the modes detected were at energies well
above the bandgap where significant photon absorption occur,
making them less relevant for light transfer processes.

Recent developments in electron monochromators have
now resulted in energy resolutions of ∼10 meV with electron
probe sizes of less than 0.2 nm [21–24]. One advantage of
using electrons rather than photons to probe resonances in
dielectric nanoparticles is that modes of all energies from
the bandgap (often in the UV) down to the infrared can be
probed simultaneously. As the electron beam is positioned
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at different locations surrounding and within the sample, the
excitation strength of different modes will be enhanced or
diminished, providing information on both the spectral and
spatial distribution of target resonances. The spatial variation
in the energy-loss spectrum can also be employed to perform a
high resolution investigation of the cavity mode hybridization
associated with complex geometric arrangements of dielectric
nanoparticles. Mapping the modes in two dimensions will al-
low the relationship between sample geometry, mode energy,
and localization to be explored suggesting optimal structures
for device applications.

Here we show that STEM EELS performed with an in-
termediate energy electron beam (40–60 kV) can be em-
ployed to explore optical cavity modes with energies lying
in the bandgap of dielectric oxide nanoparticles. The lower
accelerating voltage minimizes relativistic effects so that the
cavity mode peaks observed in the energy-loss spectrum are
similar to those measured via optical scattering. Thus, EELS
is able to provide detailed information about the energy and
linewidth of modes relevant to photonic applications from
individual nanoparticles. The particular focus of this work is
on investigating the behavior of the geometric resonant optical
modes in oxide nanoparticles composed of TiO2, CeO2, and
MgO using STEM EELS. These particles span a range of
bandgaps and refractive indices, and can be synthesized with
well-defined shapes to facilitate comparison with modeling.
To interpret the spectral features, theoretical models and nu-
merical simulations based on classical electrodynamics are
developed and used to interpret the effects of interparticle
coupling on the optical properties of hybridized cavity modes
in nanoparticle clusters.

II. METHODS

Commercial TiO2 anatase particles (99.8%) were pur-
chased from Sigma-Aldrich. CeO2 nanocubes with predom-
inantly (100) surfaces were hydrothermally synthesized fol-
lowing a method described elsewhere [25,26]. The TiO2

nanoparticles were dispersed onto TEM sample grids (ho-
ley carbon film) using a dry preparation method. For CeO2

nanocubes, in order to maximize the possibility of finding
isolated cubes, the powders were first ground and dispersed
in deionized water then ultrasoniced for ∼15 min. Dispersion
from the top layer of solution was drop cast onto a TEM grid
to prepare a sample with isolated CeO2 cubes.

An aberration-corrected NION UltraSTEM 100 micro-
scope coupled with a monochromator and a Gatan Enfinium
spectrometer was employed to acquire all the spectra. The
microscope was operated at 60 and 40 kV with an energy
dispersion of 5 meV per channel. Full width half maximum of
the zero-loss peak was better than 25 meV. Convergence and
collection semiangles were 30 and 15 mrad, respectively, with
a 1-mm spectrometer entrance aperture. The Gatan Digital
Micrograph software was used to process the data. Both EELS
line scans and spot acquisitions were performed, where 40–
50 s acquisition time was used for each spectrum to improve
the signal-to-noise ratio.

Our numerical methods are based upon the coupled-dipole
[27] or discrete dipole approximation approach [28], which
has been routinely used to model the response of plasmonic

FIG. 1. STEM EELS line scan of an anatase nanoparticle with
electron probe moving from vacuum to penetrating configurations
as shown in the inset. The STEM acceleration voltage is 60 kV.
The impact parameter corresponding to each spectrum is b = 25 nm
(black); b = 12 nm (purple); b = 0 (blue); b = −6 nm (green); b =
−15 nm (red). A progression of resonances within the bandgap is
clearly visible in the aloof beam configurations.

nanoparticles to plane wave radiation. As a generalization of
these ideas, here we use our previously developed electron-
driven discrete dipole approximation [16] to model the STEM
electron beam and its interaction with the target specimen.
The nanoparticles under study were modeled as perfect cubes,
with an interdipole spacing chosen to ensure convergence. The
dielectric data for each material was taken from the literature
(TiO2 [29], CeO2 [30], MgO [31]).

III. RESULTS AND DISCUSSSION

Figure 1 shows a set of EEL spectra from a STEM line scan
across the surface of a 100-nm anatase nanoparticle, revealing
a series of pronounced peaks in the bandgap region (bandgap
of 3.2 eV) of the spectrum. The anatase nanoparticle is part of
a large aggregate of particles and the surface facet is aligned to
be parallel to the electron beam and roughly 80 nm in length,
as shown in the high-angle annular dark-field (HAADF) im-
age in Fig. 1. In this line scan, the beam begins 25 nm outside
of the particle and is scanned to 15 nm inside of the particle.
The corresponding spectra can be categorized as either aloof
or transmission, depending on whether the beam is located in
the vacuum or is penetrating the particle. In the aloof beam
geometry, the energy-loss signal is generated as a result of
delocalized electron-solid interactions [32]. The influence of
the distance from the electron beam to the crystal surface,
defined as the impact parameter b (b > 0 for aloof and b < 0
for transmission geometries), on the aloof spectral intensity
has been discussed previously in the literature [24,33].

At 25 nm outside the particle, the spectrum shows a series
of small-amplitude resonances in the energy range between
0.5 and 3.5 eV, while the bandgap onset is ∼3.2 eV. As
the beam approaches the particle surface, the aloof spectral
intensity rises, with the peaks in the bandgap becoming most
intense when the electron beam is positioned on the surface.
This strong increase in the signal with decreasing impact
parameter is expected for the aloof region of the scan [33],
however, once the beam enters TiO2, a pronounced reduction
in overall spectral intensity is observed. This overall intensity
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FIG. 2. Experimental (red) and computed (black) aloof beam EEL spectra with the electron beam positioned 4 nm from (a) the corner of a
well-defined CeO2 cube 250 nm in size, and (b) the corner of an 80-nm CeO2 cube. The incident electron voltage is 60 kV. Simple power-law
background intensities are added to both simulations to account for the zero-loss peak tails. The insets are the HAADF images of the 250- and
80-nm cubes with beam positions denoted by the red bullets.

drop in the transmission spectra is mainly because a signif-
icant portion of the incident electrons now undergo elastic
scattering outside the angle limiting spectrometer entrance
aperture resulting in a drop in the signal-to-noise in the
bandgap region. In practice, the visibility of the cavity modes
is enhanced when the probe is close to the edge of the particle
(see Fig. 5) and the aloof beam geometry also enhances the
signal-to-noise of the spectral peaks in the bandgap region
due to the absence of elastic scattering. Considering the con-
vergent electron probe and the average nanoparticle thickness
(∼100–200 nm), the optimum impact parameter to observe
the spectral signatures of cavity modes while avoiding elastic
scattering contributions is ∼4–5 nm [24].

The behavior of the anatase nanoparticle’s bandgap peaks
as a function of crystal tilt relative to the electron beam source,
as well as the incident electron energy were experimentally
explored (see Fig. S1 in Supplemental Material [34]). It was
found that crystal tilt leads to no change in the peak energies,
and only subtle changes in the peak strengths (Fig. S1a).
However, in contrast to crystal orientation, it is evident that
the visibility of the bandgap peaks is significantly reduced at
lower beam voltage, which corresponds to lower velocity of
the fast electron (Fig. S1b). Electrodynamics simulation of the
fast electron probe would aid in understanding the origin of
these spectral peaks, but the commercial anatase nanoparticles
studied here have complicated geometrical shapes and tend
to aggregate into irregular clusters. This makes it challenging
to determine their precise three-dimensional shape from the
projected HAADF images, which is necessary to parametrize
the calculation. However, hydrothermally synthesized CeO2

nanoparticles exhibit a more well-defined near-cubic mor-
phology (Fig. 2), with refractive indices similar to those of
TiO2 [Fig. 4(b)], and are amenable to detailed numerical
simulation. Figure 2(a) displays the aloof beam energy-loss
spectrum of a 250-nm CeO2 nanocube (experiment: red, simu-
lation: black), showing peaks in the bandgap region similar to
those observed in the TiO2 particles. This particular nanocube
is isolated from other large cubes, although several smaller
particles are attached to its surfaces. Due to their small sizes,
these particles will not generate spectral peaks in the bandgap
as will be discussed, but may affect the appearance of the

experimental spectrum as the overall effective shape of the
specimen is altered. These complications to the overall parti-
cle shape can be approximately accounted for in simulations
[16,35] by adjusting the nanocube edge length and tilt. A
simple power-law background intensity is also added to the
simulation to account for the tail of the zero-loss peak in the
experimental spectrum. This yields good agreement between
experimental and the simulated aloof EEL spectra. The small
discrepancies in the peak energies and strengths between
simulation and experiment may be due to inaccuracies in the
CeO2 dielectric data from the literature and an incomplete
description of the specimen’s morphology. This result shows
that the bandgap peaks observed in the spectra can be studied
numerically if the specimen geometry and dielectric proper-
ties are known.

While possible energy-loss mechanisms are discussed in
the Supplemental Material [34], here we focus on gaining a
deeper understanding of the physical origin of the bandgap
peaks from Mie theory, which provides an analytically exact
theory describing the inelastic scattering of photons/electrons
by a dielectric sphere. While not identical, the energy transfer
mechanism from photon/electron to an oxide nanosphere is
qualitatively similar to that of a correspondingly sized oxide
nanocube of the same composition, meaning that analytic
analysis on the nanosphere should provide an understanding
of the spectral features of the nanocube.

The Mie cross section for light scattering by a dielectric
sphere of radius r is [36]

σsca (ω) = 2πc2

ω2

∞∑
l=1

(2l + 1)(|al |2 + |bl |2), (1)

expressed in terms of the Mie coefficients

al = n2 jl (nx)[x jl (x)]
′ − jl (x)[nx jl (nx)]

′

n2 jl (nx)
[
xh(1)

l (x)
]′ − h(1)

l (x)[nx jl (nx)]
′

bl = x jl (nx) j
′
l (x) − nx jl (x) j

′
l (nx)

x jl (nx)h(1)′
l (x) − nxh(1)

l (x) j ′
l (nx)
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FIG. 3. (a) Simulated aloof EEL (black) and optical scattering (red) spectra of a 160-nm CeO2 nanocube. The 60-kV electron beam is
parallel to the cube surface in the aloof beam geometry, and the polarized plane-wave light field is normal to the cube surface. The two insets
display the electric field intensity profiles within the cube at the band-gap resonances. (b) The field maps show the electron-driven electric field
distributions associated with the cavity modes at 2.35 eV (top) and 3.22 eV (bottom).

where n is the refractive index and x = kr = 2πr/λ = ωr/c.
It is the denominators of al and bl that encode the resonant
frequencies ω of the nanosphere target as zeros. Such poles
are parametrically dependent upon both the target index of
refraction and the ratio of nanosphere radius r to wavelength
λ [e.g., in the dispersive region of the (visible) spectrum
for noble metals, it is these poles that encode the spectral
locations of the nanosphere’s surface plasmon resonances].
However, in the case of Ce, Ti, and Mg oxides, the dielectric
function is real-valued and positive and nearly constant below
the bandgap. This means that absorption is negligible, and
scattering, if finite, is not due to either individual or collective
electronic transitions. Analysis of the behavior of the spherical
Bessel and Hankel functions jl and hl at the roots of the Mie
coefficient denominators demonstrates that the spectral peaks
within the bandgap region correspond approximately to the
situation where an integer multiple of half wavelengths “fit”
within the nanosphere. This analytical observation justifies
the physical picture of these scattering features as geometric
cavity resonances.

Our experimental observations do not involve light scatter-
ing but rather inelastic electron scattering via EELS. Fortu-
nately, Mie theory can be applied equally to both optical and
electron beam sources [37], and in the case where the sphere’s
refractive index is real-valued, there is a simple relationship
between the two observables. In general, the energy-loss
probability per unit of transferred energy is

�EELS(ω) = e2

ch̄2ω

∞∑
l=1

l∑
m=−l

K2
m

(
ωb

vγ

)(
CA

lmIm aEELS
l

+CB
lmIm bEELS

l

)
, (2)

where Km is a modified Bessel function of the second kind,
γ is the relativistic Lorentz contraction factor, CA

lm and CB
lm

are velocity dependent but frequency independent coeffi-
cients, and aEELS

l = ial and bEELS
l = ibl are the EELS Mie

coefficients, which are simply connected to those of light
scattering. While not obvious, when the refractive index is

real-valued, Im aEELS
l = |al |2 and Im bEELS

l = |bl |2, meaning
that both �EELS(ω) and σsca(ω) have the same pole structure.
This makes explicit the fact that EELS is a local measure of
extinction, with extinction being equivalent to scattering since
absorption is zero in this case.

Figure 3 shows the correlation between the computed in-
duced electric field distribution in a 160 nm CeO2 particle and
the bandgap peaks in the energy-loss and optical scattering
spectra. The electric field distributions are consistent with
standing electromagnetic waves of different wavelengths con-
fined within the nanoparticle. The low energy peak at 2.35 eV
corresponds to a wavelength of roughly double the particle
size, and the 3.22-eV peak corresponds to a wavelength of
roughly the same size as the particle. Taken together, this anal-
ysis shows that the EELS bandgap peaks are precisely those
same geometric cavity modes emerging in light scattering.

Figure 4(a) compares the simulated EEL spectra of indi-
vidual TiO2 and CeO2 nanocubes, both 160 nm in size (the
smaller particle size simplifies the spectrum by reducing the
number of peaks in the bandgap). In both spectra, the electron
beam is positioned at a low symmetry point outside of the
particle with a 4-nm impact parameter [indicated in Fig. 4(a),
inset]. The simulated spectral features below 3.5 eV from
TiO2 and CeO2 are quite similar, except for a small blue shift
in the peak positions in the CeO2 spectrum. The similarity
of the spectra correlates with the similarity in the energy-
dependent refractive indices of CeO2 and TiO2 [Fig. 4(b)].
This implies that the optical responses in the bandgap region
of these two materials will be very similar if their geometrical
shapes are the same.

The effect of changes in refractive index on cavity modes
can be made by examining the computed aloof spectrum of
MgO, which has a much smaller refractive index than titania
and ceria [see Fig. 4(a)]. All spectra are normalized so that
the spectral intensities are approximately equal above the
bandgap. In the MgO spectrum, a gentler intensity variation
in the bandgap region (<7.3 eV) is displayed. This behavior
is expected based on Mie analysis, where the geometric reso-
nance conditions in similarly sized nanoparticles composed
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FIG. 4. (a) Calculated aloof EEL spectra of TiO2, CeO2 and
MgO cubes with the same edge length (160 nm). In each spectrum,
the 60-kV electron beam is positioned at b = 4 nm outside of the
nanoparticle surface at a low symmetry point. (b) The real-valued
component of the energy dependent refractive indices of the three
materials.

of materials of low refractive index are only satisfied at
energy losses just below the band edge. This agrees with our
experimental observation from MgO where sharp EELS peaks
within the bandgap region are not observed [24].

In addition, Fig. 5 shows the simulated spectrum of a
160-nm CeO2 nanocube’s cavity mode resonances as a func-
tion of electron beam position, demonstrating that cavity
modes are best excited in the aloof beam configuration
(b = +4 nm from the cube surface, black). Conversely, ex-
citation of CeO2 electrons from the valence to conduction
band is most efficient when the electron beam is positioned
to penetrate the nanocube as evidenced by the larger spec-
tral intensities after the bandgap onset (b = −4 nm from the
cube surface, red; b = −69 nm from the cube surface, blue).
Variation of the CeO2 nanocube size (l = 80 nm and 160
nm) and electron beam acceleration voltage are also explored
(see Fig. S2 in the Supplemental Material [34]). Consistent

FIG. 5. Calculated EEL spectra from three beam positions for a
160-nm CeO2 cube with 60-kV incident electrons. The inset displays
the 2D projection of the cube with the three low symmetry beam
positions (colored bullets) when looking down the beam direction.
Dashed lines represent the mirror planes of the cube.

with experiment [Fig. 2(b)], the 80-nm nanocube does not
support cavity mode resonances within the bandgap for any
of the accelerating voltages considered, while the 160-nm
nanocube shows an increasing probability for excitation of
cavity modes with increasing acceleration voltage (i.e., elec-
tron kinetic energy). It is worth commenting on the effect of
these cavity modes on the ability to make accurate measure-
ments of bandgaps as discussed in the literature [38–40]. The
importance of suppressing Cerenkov contributions by either
working at lower accelerating voltages or collecting the spec-
tral information at higher scattering angles is now recognized.
For measurements of bandgaps from nanoparticles, selecting
particles that are small and avoiding particle aggregates will
help with accurate bandgap determinations. Another point
worth mentioning is the degree to which these photonic modes
will show up in the spectrum from a thin film sample which is
not tilted. The limited sample thickness may lead to geometric
resonances along the beam propagation direction. For the
refractive indices of interest here, the sample would need to
be 150 nm or greater to see modes similar to those observed
in the nanoparticles. For the accelerating voltages employed
here (40 and 60 kV), the spectral attenuation due to elastic
scattering will be very large causing a significant drop in
the spectral intensity. In addition, in electron scattering, the
momentum transfer is predominantly normal to the incident
beam so the probability of exciting modes along the beam
direction will be small. Thus, while photonic modes may be
present in uniform films, the signal-to-noise of the spectral
features induced by these modes may be small.

The hybridization of geometric resonances in photonic
crystals [41,42] and chains of dielectric particles [6] has
been measured using a variety of optical characterization
techniques. Here we explore the effect of coupling between
neighboring oxide nanoparticles in spectroscopy through sim-
ulation. Figure 6(a) compares the energy-loss spectrum of a
CeO2 nanocube dimer (red) to that of a monomer (black).
A pronounced splitting of the monomer cavity resonance
near 3.2 eV is observed in the dimer spectrum, indicative
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FIG. 6. (a) Calculated aloof EEL spectra of a CeO2 nanocube dimer (red) and monomer (black) showing the signature of cavity mode
hybridization in the splitting of resonance peaks around 3.2 eV. The edge length of each nanocube is 160 nm, and the dimer geometry is
displayed in the inset. Panels (b), (c) display the projected electric field profiles of the hybridized cavity modes observed in the spectrum
in panel (a). The lower and higher energy modes correspond to the in-phase and out-of-phase hybridized geometric resonances of the
dimer.

of hybridization into symmetric and antisymmetric standing
waves spanning the dimer cavity. The one-dimensional (1D)
and 2D spatial dependences of the lower and higher energy
cavity modes are illustrated in panels (b) and (c) of Fig. 6. In
both cases the component of the induced electric cavity reso-
nance along the electron beam trajectory (v̂vv) is plotted, clearly
demonstrating cavity mode hybridization. Such understanding
is useful in the interpretation of small nanoparticle aggregates
such as in our original investigations of anatase nanoparticles.
These hybrid modes from complex nanostructures can be
experimentally mapped pointing the way forward to develop
optimal geometries for device applications.

IV. CONCLUSION

We have observed resonant photonic modes in individ-
ual and few-particle assemblies of MgO, TiO2, and CeO2

nanoparticles using a nanometer dimension electron beam in a
monochromated STEM. The modes appear in the EEL signal
as a progression of spectral peaks within the bandgap region
(where energy absorption is negligible) from relatively large
nanoparticles. Electrodynamics simulations combined with
analytic Mie analysis of the electron probe facilitate the in-
terpretation and understanding of the physical origin of these
spectral features. The peaks result from the excitations of
geometric resonance modes, or cavity modes, in the dielectric
particles and are most clearly visible when the fast electron
beam is near the particle surface even in the aloof geometry

where the beam is positioned a few nanometers outside the
sample. This resonance behavior is found to be encoded in the
scattering properties of the oxide particles when exposed to
either electrons or light. The energies and shapes of the cavity
modes are determined by the size, geometry, and refractive
index of the oxide. Oxides with relatively small refractive
index or small particle size (<100 nm) show no obvious cavity
mode excitation. The strength of the coupling between the dif-
ferent cavity modes and the fast electron beam is determined
by the probe position. The exploration of hybridized cavity
modes in oxide nanoparticle dimers is also demonstrated. This
work shows the unique ability of STEM EELS to probe the
local photonic density of states in individual and ensembles
of dielectric nanoparticles. Monochromated STEM EELS
particularly, in the aloof geometry, provides an approach to
characterize the localization of optical responses in complex
dielectric nanostructures.
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