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We develop a microscopic theory of the Coulomb drag effect in a hybrid system consisting of spatially
separated two-dimensional quantum gases of degenerate electrons and indirect excitons. Considering both
the normal-phase and condensate regimes of the exciton subsystem, we investigate the transmobility of the
system being the kinetic coefficient, which couples the static electric field applied to the electron layer with
the particle density current (flux) in the exciton subsystem. The temperature dependence of the transmobility
and its dependence on the interlayer separation are studied. It is shown that exciton-exciton interaction plays a
dramatic role. If the exciton gas is in the normal phase, then the screening of interlayer interaction by the exciton
subsystem results in an exponential damping of the transmobility with the decrease of temperature, while at
low temperatures, the interactions result in a robust bosonic transport due to the emergence of the Bogoliubov
quasiparticles.
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I. INTRODUCTION

The nature of the Coulomb drag effect (CDE) is in the
interaction between components of a complex system, which
results in a particle current in one of the subsystems called
passive due to the presence of a particle current in the other
subsystem called active. This phenomenon has been broadly
studied in various structures [1], such as two-dimensional
electron gases (2DEGs) located in spatially separated quan-
tum wells, monoatomic layers of graphene, and hybrid Bose-
Fermi systems (BFSs).

The latter have recently attracted considerable interest.
They represent a research platform for both the fundamental
effects resulting from many-body interaction phenomena and
applications [2]. For instance, in cold atomic gases, using
BFSs allow a change of the properties of the Feshbach res-
onance [3–6], thus tuning the interatomic interaction [7,8].
In the solid-state physics, BFSs consist of direct or indi-
rect exciton or exciton-polariton gases in normal or Bose-
condensed phase [9–11], which interact with electrons and
holes residing in the same or separate layers. Such inter-
actions result in various curious phenomena, including the
solid-state Fano resonance [12], formation of the exciton
supersolid phase [13,14], and opening new mechanisms of
scattering [15].

A typical BFS is a semiconductor heterostructure, hosting
a 2DEG which resides in a layer of a metal or n-doped
semiconductor and an indirect exciton gas occupying two
parallel quantum wells. The CDE has been studied in such
systems [16–19] to some extent. There electrons represent
an active layer and the excitons are the passive one. The
theory developed in these works is based on the quasiclassical
Boltzmann equations approach, which is not applicable for
treating of vertex corrections resulting from multiple scatter-
ing processes.

Another example of a BFS is a two-layer system con-
taining a high-density electron gas in one layer and a high-
density hole gas in the other layer. Such a system, hosting
Fermi particles, may have bosonic excitations like the Cooper
pairs in superconductors. These excitations resulting from the
Bardeen-Cooper-Schrieffer correlations between the electrons
and holes can form the Bose condensate. The CDE in these
systems has also been studied elsewhere [20].

In this paper we develop a quantum microscopic theory
of the CDE in hybrid 2DEG–indirect exciton gas system. For
that we use the Green’s functions approach [21], which allows
us to consider both the quasiballistic and diffusive regimes of
particle motion in normal and Bose-condensed phases of the
bosonic subsystem with an account of the screening effects.

In Refs. [16,17] the interaction between excitons and elec-
trons was considered to be screened by the electrons only, thus
disregarding the contribution of the bosonic subsystem into
the dielectric permittivity. However, despite the neutrality of
excitons, their screening might play an important role both in
normal and Bose-condensed phases of exciton gas [22]. We
will show that in the normal phase the exciton contribution to
dielectric permittivity essentially modifies the temperature de-
pendence of the transmobility, which is a retarded correlation
function “exciton flux–electric current.” On the other hand,
at low temperatures, the exciton-exciton interaction causes
the response function of Bose-condensed excitons to be very
peaked at the eigenfrequency of the elementary excitations
from the Bose condensate.

II. TRANSMOBILITY OF AN EXCITON-ELECTRON
SYSTEM

We consider a hybrid 2DEG–indirect exciton gas system
(Fig. 1). The electron-exciton interaction results in the exciton
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FIG. 1. System schematic: Hybrid 2DEG–indirect exciton gas
system. The electron layer is separated from exciton one by the
distance l . The distance between electrons and holes in the exciton
layer is equal to d . An electric field E makes the electrons move. In
turn, the electrons drag the excitons due to the Coulomb interaction.

flux, provided that an electric field is applied to the electronic
layer. Within the linear response theory, the exciton flux J =
nexμDE is proportional to the external (bias) electric field E,
the density of exciton gas nex, and the transmobility μD, which
we will concentrate on. The static transmobility reads

μD = lim
�→0

lim
Q→0

μD(Q,�), (1)

where the Fourier transform of the transmobility μD(Q,�) is
defined by the Kubo formula [23]:

nexμD(Q,�) = −e

�

∫
d (t − t ′)d (R − r)�(t − t ′)

× e−iQ(R−r)+i�(t−t ′ )〈[Ĵ(R, t ), ĵ(r, t ′)]〉. (2)

Here −eĵ(r, t ′) is the operator of the electric current density
in the 2DEG layer, Ĵ(R, t ) is the operator of the exciton flux,
R and r are the coordinates of exciton center of mass and
electron, respectively, and �(t ) is the Heaviside step func-
tion. We will consider the indirect excitons as rigid dipoles,
meaning that we will account for the motion of their center of
mass only and disregard the excitation of their internal degrees
of freedom. Following a standard calculation based on the
Matsubara technique, let us consider a correlation function

�(R − r, τ − τ ′) = −〈Tτ S(β )Ĵ(R, τ )ĵ(r, τ ′)〉, (3)

where β = 1/T is the inverse temperature and Tτ is the
operator of imaginary-time ordering (we put kB = h̄ = 1
in what follows). In Eq. (3) we omitted the denominator
〈S(β )〉, implying that only the connected Feynman diagrams
should be accounted for. Expanding the S matrix S(β ) =
Tτ exp[− ∫ β

0 dτ H ′(τ )] into a series over the operator of the
exciton-electron interaction

Ĥ ′(τ ) =
∫

drdR V (R − r)n̂(R, τ )ρ̂(r, τ ), (4)

where V (R − r) is the electron-exciton interaction energy
and n̂(R, τ ) and ρ̂(r, τ ) are operators of exciton and electron

particle densities, we come up with the second-order term in
the expansion of the correlation function (3):

�(2)(R − r, τ − τ ′)

= −1

2

∫ β

0
dτ1dτ2〈Tτ Ĥ ′(τ1)Ĥ ′(τ2)Ĵ(R, τ )ĵ(r, τ ′)〉. (5)

This term is the lowest-order nonzero term since the first-order
contribution �(1) vanishes in the static limit (1).

Furthermore, we note that the electronic and excitonic
degrees of freedom are decoupled in each term of the pertur-
bation expansion of (3). It means that the thermal average in
Eq. (5) should be performed independently for both the 2DEG
and exciton gas. Thus it is natural to introduce nonlinear
response functions in the following way:

�ex = −〈Tτ Ĵ(R, τ )n̂(R1, τ1)n̂(R2, τ2)〉,
(6)

�e = −〈Tτ ĵ(r, τ ′)ρ̂(r1, τ1)ρ̂(r2, τ2)〉.
Below we will have to deal with the Fourier transforms
of these functions. Since the system under study possesses
the time and space (in-plane) translational invariance, the
Fourier transforms of Eqs. (6) represent the functions of four
variables: � = �(q1, q2; iωn, iωm), where iωn = 2π in/β is
an even Matsubara frequency. Furthermore, the uniformity of
the external electric field additionally reduces the number of
momentum variables, thus q1 = q2 ≡ q.

Applying the Fourier transform to Eq. (5), we find

�(2)(Q = 0, i�n)

= −1

2

∑
q

1

β

∑
iωm

V (q, iωm)V (q, iωm + i�n)

×�ex(q; i�n + iωm, iωm)�e(q; iωm, i�n + iωm), (7)

where V (q, iωm) is the screened interlayer exciton-electron
interaction. First, we can perform the summation over
the boson frequencies iωn. A conventional approach is to
switch from the sum to a contour integral β−1 ∑

iωn
→

(2π i)−1
∮

dznB(z). In present case there are two branch cuts:
with Im(z) = 0 and Im(z) = −i�n in the complex plane. In
previous works [21,24] it has been shown that only the region
of the complex plane inclosed between these branch cuts
contributes to the integral in the limit � → 0. Second, we note
that the Fourier transform of the transmobility (2) is a retarded
function. Therefore the analytic continuation i�n → � + iδ
is necessary to combine Eq. (7) with Eq. (2). As a result we
find the general expression for the static transmobility:

μD = e

2nex

∫ ∞

−∞

dω

2π

∂nB(ω)

∂ω

×
∑

q

�ex(q; ω+, ω−)

∣∣∣∣ Vq

εR(q, ω)

∣∣∣∣
2

�e(q; ω−, ω+),

(8)

where ω± = ω ± iδ, nB(ω) = 1/(eω/T − 1) is the Bose-
Einstein distribution, and the bare electron-exciton interaction
reads

Vq = 2πe2d

ε
e−ql . (9)
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Here ε is the permittivity of the medium and εR(q, ω) in
Eq. (8) is the dielectric function, describing the screening.

The presence of impurities in the sample requires averag-
ing (8) over their positions. Let us assume that the electron-
impurity and exciton-impurity scattering events occur inde-
pendently, so that �ex�e ≈ �ex�e. In addition, we suppose
that the random impurity field uα (r) (α = e, ex) satisfies the
following white-noise correlations:

〈uα〉 = 0, 〈uα (r)uβ (r′)〉 = (
u0

α

)2
δαβδ(r − r′), (10)

thus the particles-impurity scattering can be characterized by
the relaxation times τ−1

e = me(u0
e )2 and τ−1

ex = M(u0
ex )2 for the

electrons and excitons, respectively, while me and M are their
masses.

For further progress, it is necessary to know the explicit
forms of the nonlinear response functions �ex and �e. They
depend on the type of particle transport (quasiballistic or
diffusive) and the phase state of the exciton gas (normal or
Bose condensed). Below we will consistently analyze all these
cases.

III. COULOMB DRAG OF EXCITONS IN NORMAL PHASE

In this section we consider temperatures higher than the
critical temperature of the exciton BEC. Applying the Wick’s
theorem to (6) and performing the Fourier transform to the
momentum space and the Matsubara frequency domain, we
find

�ex(q; i�n + iωm, iωm)

= gs

β

∑
p,iωn′

p
M

[
Gp(iωn′ − iωm)

× Gp+q(iωn′ )Gp(iωn′ − iωm − i�n)

+{q, iωm, i�n −→ − q,−iωm,−i�n}
]
, (11)

where Gp(iωn) is the excitonic propagator and gs = 4 is the
spin degeneracy. Figure 2 shows the graphic representation of
Eq. (11). The 2DEG response function has a similar structure.

i n 

q, i m 

q, i m+i n 

FIG. 2. The diagrammatic representation of the nonlinear re-
sponse function (11). The solid lines correspond to the excitonic
propagators Gp(iωn), the dashed lines are for exciton-electron in-
teraction potential V (q, iωm ), and the filled circles depict the flux
vertexes.

FIG. 3. The diagrammatic representation of the nonlinear re-
sponse function in the diffusive transport regime (12). The shading
of the density vertexes �p(iωn, iωm ) means the averaging over the
random impurity field.

A. Diffusive regime

In the diffusive regime of the exciton and electron motion,
we assume ωτe 	 1, qle 	 1 and ωτex 	 1, qlex 	 1, where
le = vF τe and lex = vT τex are electron and exciton mean free
paths. Here vT = √

2T/M is the mean value of exciton ve-
locity determined by the temperature. To find the nonlinear
response functions, we average the charge vertices, as it is
shown in Fig. 3. The diagram implies that

�ex(q; i�n + iωm, iωm)

= gs

∑
p,iωn′

p
M

1

β

[
Gp(iωn′ − iωm − i�n)

×�−p(iωn′ − iωm − i�n, iωn′ )Gp+q(iωn′ )

×�p(iωn′, iωn′ − iωm)Gp(iωn′ − iωm)

+{q, iωm, i�n → −q,−iωm,−i�n}
]
, (12)

where �p is the density vertex averaged over impurity po-
sitions. It depends on the difference of the incoming and
outgoing momenta and frequencies.

We assume that the exciton Green’s functions are already
averaged over the impurity potential. Switching from the sum-
mation to contour integration and making the analytic contin-
uations iωm + i�n → ω + i/2τex and iωm → ω − i/2τex, we
find

�ex(q; ω+, ω−)

= gsω

∫
dε

2π i

∂nB(ε)

∂ε

∑
p

p
M

GA
p (ε)GR

p (ε)

×
{
�−

ε (p, ω)
[
GR

p+q(ε + ω) + GA
p−q(ε − ω)

]
−�+

ε (p, ω)
[
GA

p+q(ε + ω) + GR
p−q(ε − ω)

]}
, (13)

where

�±
ε (p, ω) = �(ε + μ)

τex(Dε+μq2 ± iω)
,

μ is the chemical potential of excitons, Dε+μ = τexv
2
ε+μ/2 is

exciton diffusion coefficient at the mass shell ε + μ, and v is
the exciton velocity. In deriving (13), we assumed T τex � 1,
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which means T � 3 K at τex = 2.5 ps [25]. Together with
ωτex 	 1, resulting in ω 	 T , it allows us to expand the
distribution function over small ω/T .

Since in the diffusive regime ω 	 1/τex and q 	 1/lex, we
can also expand the Green’s functions over small values of q
and ω. Taking in (13) the integral over p, we come up with

�ex(q; ω+, ω−) = 4ωτex
q
π

∫ ∞

0

−Dεq2

(Dεq2)2 + ω2

∂nB(ε − μ)

∂μ
dε.

(14)

The nonlinear response function of the degenerate electron
gas reads [21]

�e(q; ω−, ω+) = −ωτe
q
π

2Dq2

(Dq2)2 + ω2
, (15)

where D = τev
2
F /2 is the electron diffusion coefficient and

vF is the Fermi velocity. Combining together (8), (14), and
(15) and taking into account the screening of electron-exciton
interaction (see the Appendix), we find

μD = 8
e5d2τeτex

nexε2ε2
T π

∂

∂μ

∫ ∞

0

dε

2π
nB(ε − μ)

×
∫

dq
∫ ∞

−∞

dω

2π

∂nB(ω)

∂ω

×q2ω2 e−2ql Dq2

[(1 + κ/q)2(Dq2)2 + ω2]

Dεq2

[(Dεq2)2 + ω2]
, (16)

where κ = 2mee2/ε0 is the Thomas-Fermi momentum and εT

is a static dielectric permittivity of exciton gas. Performing the
integrations in (16) in the limit T 	 εF gives

μD = − e

2πnex
(τexTc)(κd )2

(
κ

pF

)2

α(κl )F
(

T

Tc

)
, (17)

where

F (x) = x(e1/x − 1)[
1 + 4 M

me
κd (e1/x − 1)

]2 ,

(18)

α(y) = 1 − 4y − (2y)2[1 + (3 + 2y)e2yEi(−2y)]

y2
.

Here Ei(x) is the exponential integral function and Tc =
πnex/2M is the temperature of quantum degeneracy of the
exciton gas.

It is important to mention that the inequality κl � 1 often
takes place. It result in simplification of Eq. (17):

μD = − 3e

4πnex

d2τexTc

l4 p2
F

F
(

T

Tc

)
. (19)

Note that the negative sign of the transmobility reflects that
the excitons follow the direction of the electron current, which
flows in the direction opposite to the external field E.

B. Quasiballistic regime

In the quasiballistic regime (q > 1/lex or ω > 1/τex) we
can neglect the averaging of the density vertexes over the
impurity field, putting �q(iωn, iωm) = 1 in Eq. (12) but still
averaging the propagators Gq(iωn). In this case the analytic
expression for the nonlinear response function coincides with
Eq. (11). Switching from the Matsubara summation to inte-
gration along the real axis, we find

�ex(q; ω+, ω−) = 2τex

π

∫
dε

{
[nB(ε + ω) − nB(ε)]

∑
p

p
M

(
GR

p (ε) − GA
p (ε)

)(
GR

p+q(ε + ω) − GA
p+q(ε + ω)

)

+{q, ω −→ −q,−ω}
}
. (20)

The relation GR
p (ε) − GA

p (ε) � −2π iδ(ε + μ − εp) allows us to carry out the integration over ε, yielding

�ex(q; ω+, ω−) = 4q
τex

π

∫ ∞

0
dεp[nB(εp − μ + ω) − nB(εp − μ)]

�(4εpεq − ω2)√
4εpεq − ω2

, (21)

where we replaced the integration variable from p to εp;
�(x) is the Heaviside step function, which imposes the
upper limit on the integration domain ω < q

√
2εp/M. We

also note that the exponential function from Eq. (9) limits
the value of the momentum q < qmax ∼ 1/l , while the dis-
tribution functions in Eq. (21) define εp,max ∼ T . Denoting
ωmax = qmax

√
2εp,max/M one finds ωmax/T ∼ 2/pT l , where

pT = MvT . If pT l/2 � 1, which holds for high T or large l ,
one can expand the distribution functions in Eq. (21) in series
over ω/T . Using the expression for the nonlinear response
function for quasiballistic electrons [21]

�e(q; ω−, ω+) = −2Dq
εF

m

π

ω

vF q
�[(vF q)2 − ω2], (22)

we find the transmobility in the quasiballistic regime:

μD = −8T
e5d2τeτex

nexε2ε2
T π2vF

∫ ∞

0
dq

q4e−2ql

(q + κ )2

∫ ∞

0
dω

× ∂

∂μ

∫ ∞

0
dεp nB(εp − μ)

�(4εpεq − ω2)√
4εpεq − ω2

. (23)

The direct calculation of the integrals in (23) gives

μD = − e

nexπ
(Tcτex )(Tcτe)(κd )2

(
κ

pF

)2

×
(

pF κ

mTc

)
F

(
T

Tc

)
β(κl ), where
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β(y) = 1 − 2y + 3
2 (2y)2 + (2y)3

2 [1 + 2(2 + y)e2yEi(−2y)]

y3
.

(24)

Similar to the diffusive case, Eq. (23) essentially simplifies if
κl � 1:

μD = − 3e

πnex

d2τeτexTc

l5me pF
F

(
T

Tc

)
. (25)

IV. COULOMB DRAG OF EXCITONS IN PRESENCE OF
THE BEC PHASE

If the temperature is lower than the critical temperature
of the BEC formation, the ground state of the excitonic
subsystem becomes macroscopically occupied. It constitutes
the Bose-Einstein condensation phenomenon. We will assume
the temperature to be low enough to consider the condensate
density nearly equal to the one at zero temperature: [nc(0) −
nc(T )]/nc(0) 	 1. This assumption allows putting T = 0 in
the evaluation of the BEC response function and assuming
nc(0) ≡ nc = nex.

Furthermore, we will represent the exciton field operators
as sums of two terms,

�̂(R, t ) = ξ̂0 + ϕ̂(R, t ),
(26)

�̂+(R, t ) = ξ̂+
0 + ϕ̂+(R, t ),

where ξ̂0 and ξ̂+
0 (ϕ̂ and ϕ̂+) are the annihilation and creation

operators of an exciton in the ground (excited) state, and the
full exciton density operator reads n̂ = �̂+�̂. Macroscopi-
cally large occupation of the p = 0 state enables a conven-
tional replacement ξ̂0, ξ̂

+
0 → √

nc . Then Eq. (6) transforms
into

�c = −gsnc〈Tτ Ĵ(R, τ )[ϕ̂(x1)ϕ̂(x2) + ϕ̂(x1)ϕ̂+(x2)

+ ϕ̂+(x1)ϕ̂(x2) + ϕ̂+(x1)ϕ̂+(x2)]〉, (27)

where

Ĵ(R, τ ) = 1

2Mi
lim

R′→R
(∇R′ − ∇R )ϕ̂+(R′, τ )ϕ̂(R, τ )

is an operator of condensed excitons flux, the factor gs in (27)
is due to the spin degeneracy, and a short-hand notation x =
(R, τ ) is used. We note that Eq. (27) gives a term proportional
to n2

c , which does not contribute to the flux. Furthermore,
in deriving Eq. (27) we neglected the term proportional to
ϕ̂(x1)ϕ̂+(x1)ϕ̂(x2)ϕ̂+(x2), which describes the drag of non-
condensed particles.

Next, the Wick’s theorem allows us to rewrite Eq. (27) as
a sum of products of the normal and anomalous propagators,
defined as(

G(x − x′) F(x − x′)
F+(x − x′) G̃(x − x′)

)

=
( −〈Tτ ϕ(x)ϕ+(x′)〉 −〈Tτ ϕ(x)ϕ(x′)〉

−〈Tτ ϕ
+(x)ϕ+(x′)〉 −〈Tτ ϕ

+(x)ϕ(x′)〉
)

. (28)

The terms in that sum have an identical structure, shown
in Fig. 4. Switching to the momentum and the Matsubara

FIG. 4. The structure of each term in the expansion of the con-
densate nonlinear response function (27) by the Wick’s theorem. The
solid lines are for any propagators (28), while the wavy lines denote√

nc.

frequency domains, after some algebra we find

�c(q; i�n + iωm, iωm)

= −gsncq
M

(
[Gq(iωm) + F−q(−iωm)]

× [Gq(i�n + iωm) + F−q(−i�n − iωm)]

−{q, iωm, i�n → −q,−iωm,−i�n}
)
, (29)

where we assumed F+ = F. Note that Eq. (29) includes nei-
ther momentum nor energy summations since the condensate
propagators have no coordinate or time dependencies (for
example, 〈ξ̂0ξ̂0〉 = nc).

Within the dilute Bose gas model, the propagators in (29)
read [26]

Gq(iωm) = iωm + εq + ncg

(iωm)2 − ω2
q

,

(30)

Fq(iωm) = −ncg

(iωm)2 − ω2
q
,

where ωq = √
εq(2gnc + εq) = sq

√
1 + (qξ )2 is a Bogoli-

ubov quasiparticle dispersion, s = √
gnc/M is their phase

velocity, ξ = 1/(2Ms2) is a healing length, and the exciton-
exciton interaction strength estimates as g = 4πe2d/ε. To de-
rive an expression for �c(q; ω+, ω−), we should perform the
analytic continuations in Eq. (29), similar to one mentioned
right before Eq. (13): iωm + i�n → ω + iγq and iωm → ω −
iγq. Clearly the difference is only in the imaginary term iγq,
responsible for the scattering on impurities.

The influence of the impurity potential on transport of
excitons and exciton polaritons in presence of the BEC has
been analyzed in Refs. [27,28]. The scattering of the BEC
particles via impurities results in a damping of Bogoliubov
quasiparticles in the linear domain (qξ 	 1) of their disper-
sion ωq = sq → ωq − iγq, where γq = (qξ )3/τex and τex is
the (normal phase) exciton-impurity scattering time. Since in
our paper we consider the case τe ∼ τex, we yield γq 	 1/τe

and we can consider the exciton motion as quasiballistic.
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Substituting Eq. (30) into Eq. (29) and performing analytic
continuation, we obtain

�c(q; ω+, ω−) = −4gsncqωεq

M
[
(ω − ωq)2 + γ 2

q

][
(ω + ωq)2 + γ 2

q

] .

(31)

The transport in the 2DEG subsystem can be either diffu-
sive or ballistic. Let us consider these regimes separately.

A. Diffusive regime

Taking into account the screening effect (see the
Appendix), we arrive at the expression for the transmobility
by the substitution of Eqs. (15) and (31) in the general formula
(8) and by utilizing the replacements q → x/2l and ω →
sy/2l:

μD = −2e

π

e4d2

ε2

τe

T M2s(2l )3D

×
∫ ∞

−∞
dyy2sh−2

( sy

4lT

) ∫ ∞

0
dx

x7e−x

|A(x, y)|2 , (32)

where

A(x, y) = 2dκx4e−x +
[

x(x + 2lκ ) − iy
2ls

D

]

×
[(

y + i
x3ξ 3

s(2l )2τex

)2

− x2

]
. (33)

The integrand represents an extremely peaked func-
tion, when its argument approaches y = ±xb [where b =√

(x + 2lκ − 2dκxe−x )/(x + 2lκ )]. Thus the integration over
y can be performed, yielding

μD = −8e
e4d2

ε2

τexMs3

T lv2
F

×
∫ ∞

0
dx

x2e−x

(x + 2lκ )2
sh−2

(
sbx

4lT

)
. (34)

The integral in (34) cannot be taken analytically. However,
the typical values of experimental parameters suggest that
lκ � 1 and we can neglect x in the denominator. For instance,
in GaAs-based alloys, 1/κ � 5 nm 	 50 nm < l . Then the
integration in Eq. (34) can be performed as

μD = −27e
e4d2

ε2

τexMlT 3

v2
F κ2s

×
{

s

lT
ψ1

(
2lT

s

)
+ ψ2

(
2lT

s

)}
, (35)

where ψn(x) is the polygamma function and we took b = 1.
The argument of ψ1,2 functions is a ratio of the thermal en-

ergy T to the maximal energy of a Bogoliubov quasiparticle,
ωmax = sqmax = s/2l , being excited by the electric current.
Thus it is appropriate to consider two limiting cases. When
the temperature is much lower than the Bogoliubov energy

quantum, T 	 ωmax, we have

s

lT
ψ1

(
2lT

s

)
+ ψ2

(
2lT

s

)
� π2s

6lT
,

and the transmobility reads

μD � −26π2e

3

e4d2

ε2

τexMT 2

v2
F κ2

= −16π2e

3

d2τexMT 2

p2
F

. (36)

In the opposite case, T � ωmax, the expression in the curly
brackets in (35) becomes

s

lT
ψ1

(
2lT

s

)
+ ψ2

(
2lT

s

)

=
( s

2lT

)2
− 1

6

( s

2lT

)4
+ O

[( s

2lT

)5
]
,

and Eq. (35) takes the form

μD � −8e
d2τexMsT

p2
F l

(
1 − s2

24l2T 2

)
. (37)

We keep the second term of the expansion here since the ratio
s/2lT cannot be much smaller than unity at low temperatures.
For instance, the estimations give s � 2 × 106 cm/s at nc =
1010 cm−2, thus s/2lT � 0.85 at l = 200 nm and T = 0.5 K.
However, the two terms in (37) give a good enough agreement
with (35) at T > 0.5 K (see Fig. 7), thus we disregard the
higher-order terms.

B. Quasiballistic regime

Utilizing Eq. (22) instead of Eq. (15) in the ballistic case
we arrive at

μD = −2e

π

e4d2

ε2

τe

T M2vF s(2l )4

×
∫ ∞

−∞
dyy2sh−2

( sy

4lT

)

×
∫ ∞

0
dx

x6e−x�[(vF x/s)2 − y2]

|B(x, y)|2 , (38)

where

B(x, y) = (x + 2lκ )

[(
y + i

x3ξ 3

s(2l )2τex

)2

− x2

]
+ 2dκx3e−x.

(39)

The integrand in Eq. (38) is peaked as well as in Eq. (32),
hence the same approach can be used. Note b < vF /s at
reasonable parameters, thus we can suppose �[(vF x/s)2 −
y2] = 1. It gives

μD = −8e
e4d2

ε2

τeτexMs3

T vF (2l )2

×
∫ ∞

0
dx

x3e−x

(x + 2lκ )2
sh−2

(
sbx

4lT

)
. (40)
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FIG. 5. The transmobility (by the absolute value) as a function
of temperature (a) and the interlayer distance (b) in the normal state
of the exciton gas and in the regime of diffusive motion of elec-
trons. Dashed black lines stand for the high-temperature asymptotics.
Dashed orange curve depicts Eq. (19) at T = 20 K.

Taking this integral with the same assumptions like those
which we utilized to find (34), we obtain

μD = 16e
d2τeτexMlT 4

mes2 pF

×
{

3s

2lT
ψ2

(
2lT

s

)
+ ψ3

(
2lT

s

)}
. (41)

In the case T 	 ωmax the relation

3s

2lT
ψ2

(
2lT

s

)
+ ψ3

(
2lT

s

)
� −3ζ (3)

s

lT

takes place, and thus

μD � −48ζ (3)e
d2τeτexMT 3

mespF
, (42)

where ζ is the Riemann zeta function. On the contrary, if
T � ωmax, then

3s

2lT
ψ2

(
2lT

s

)
+ ψ3

(
2lT

s

)

= −
( s

2lT

)3
+ 1

2

( s

2lT

)5
+ O

[( s

2lT

)6
]
,

0 50 100 150 200 250 300
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

T [K]

|
D
|

[1
03 cm

2 V
-1

s-1
] l =

50 nm
60 nm
80 nm
100 nm

(a)

50 60 70 80 90 100
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7 (b)

l [nm]

|
D
|

[1
03 cm

2 V
-1

s-1
]

T =
20 K
50 K
100 K
300 K

FIG. 6. The same as in Fig. 5 for ballistic regime. The orange
dashed line (b) depicts Eq. (25) at 20 K.

which allows us to write the expression for transmobility in
the form

μD � −2e
d2τeτexMsT

me pF l2

(
1 − s2

8l2T 2

)
. (43)

V. DISCUSSION

Let us compare the transmobility in different regimes for
various temperatures and interlayer distances (separations be-
tween the electronic and excitonic layers). We will use typical
parameters of GaAs-based heterostructures: me = 0.067 m0,
M = 0.5 m0 (where m0 is a free electron mass), ε = 12.9,
d = 10 nm, nex = 1010 cm−2, and vF = 107 cm/s.

We begin with considering the diffusive regime without
the excitonic condensate. Note that Eq. (17) does not explic-
itly include the electron relaxation time, resulting from our
assumption that the diffusive constant of electrons is large
in comparison with the one of excitons. However, this time
is implicitly restricted by the condition that in the diffusive
regime le 	 l , so τe 	 l/vF = 0.5 ps at l = 50 nm.

Figure 5 shows the dependence of the transmobility on
temperature and the interlayer spacing l . At high temperatures
[x � 1 in (18)], we have F (x) ≈ 1 and the transmobility (17)
does not depend on temperature, whereas at low temperatures
(x 	 1) it decreases to zero exponentially, F (x) ∼ xe−1/x.

In the quasiballistic regime, the condition τexvT > l re-
stricts the domain of (24) validity. At l = 100 nm and
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FIG. 7. The transmobility (by the absolute value) as a function
of temperature (a) and the interlayer distance (b) in the regime
of excitonic condensation and the regime of diffusive motion of
electrons. The orange dash-dotted curve depicts Eq. (36) and stands
for the low-temperature asymptotics. The orange dashed curve in
(a) depicts (37) at l = 200 nm and shows the high-temperature
asymptotics. The orange dashed curve (b) depicts (37) for T = 0.5 K
and shows the asymptotics for a high value of l .

τex = 2.5 ps [25] the temperature must be higher than Tb =
Mv2

T /2 ∼ 25 K. Then the inequality pT l/2 � 1 is also sat-
isfied. At lower temperatures, the motion of excitons should
be treated diffusive, while the motion of electrons will remain
quasiballistic (we do not consider this case). Figure 6(a) shows
qualitatively the same temperature dependence of μD like in
the diffusive case. We remind, however, that there exists a
boundary value of temperature Tb, below which our treatment
is not applicable. Note that in the ballistic case the transmo-
bility is two orders of magnitude higher than in the diffusive
regime, where the friction due to the impurity field is strong.

Figures 7(a) and 8(a) show an astonishingly high increase
of the absolute values of μD with temperature, which is
expectable at low temperatures. Comparing these figures with
Figs. 5(a) and 6(a), we conclude that the transmobility de-
pends on temperature nonmonotonously. Indeed, when the
Bose condensation takes place, μD should experience a sub-
stantial increase (by the absolute value). From the physical
point of view, the reason for such an increase consists of an
extremely weak attenuation of the Bogoliubov quasiparticles
due to the scattering on impurity ions, as opposed to a rela-
tively large damping of excitons in the normal phase.
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FIG. 8. The same as in Fig. 7 for the ballistic regime of electron
motion. The orange dash-dotted curve depicts Eq. (42) and stands
for the low-temperature asymptotics. The orange dashed curve in
(a) depicts (43) at l = 150 nm and shows the high-temperature
asymptotics. The orange dashed curve (b) depicts (43) for T = 0.5 K
and shows the asymptotics for a high value of l .

VI. CONCLUSIONS

We have presented a theory of the Coulomb drag effect
in a hybrid Bose-Fermi system consisting of spatially sep-
arated two-dimensional electron and indirect exciton gases,
considering both the normal and Bose-condensate phases of
the excitonic subsystem. We have calculated the transmobility
in the system and studied its temperature dependence for
different distances between the electron and exciton layers.
We conclude that the exciton-exciton interaction strongly in-
fluences the transmobility. In the normal phase of the exciton
gas, this interaction determines the temperature dependence
of transmobility of the electron-exciton system and results in
its exponential damping with the decrease of temperature. At
low temperatures, the exciton-exciton interaction leads to a
considerable grows of the Bose-condensate response, when
the eigenmodes are excited. The temperature dependence of
the transmobility drastically changes in this case. We want
to emphasize also, that even in dirty samples, where the
diffusive regime of transport dominates, there might occur the
exciton flux at low temperatures (with the obvious restriction
that the exciton Bose condensate is not destroyed by the
impurity field).
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APPENDIX: SCREENING OF ELECTRON-EXCITON
INTERACTION IN NORMAL AND BEC PHASES OF

EXCITON GAS

Screening of external fields plays an important role in
transport of particles in nanostructures [29], in particular, in
the Coulomb drag problem [21]. Here we derive and analyze
the formula for the dielectric permittivity of the electron-
exciton system under study.

Any fluctuation of particles density δn induces an ad-
ditional potential δV . For example, in the case of a one-
component system,

δV (q, ω) = Ṽ (q)δn(q, ω), (A1)

where Ṽ (q) is a bare particle-particle interaction potential
(further we will omit arguments of the Fourier transforms
for simplicity). Let us consider a two-component system with
intra- and intersubsystem interactions. In this case the induced
potentials in each of the subsystems take the form

δV1 = Ṽ11δn1 + Ṽ12δn2,
(A2)

δV2 = Ṽ21δn1 + Ṽ22δn2,

where the subscripts distinguish the subsystems. Within the
linear response model, the density fluctuations are propor-
tional to the perturbation, thus

δn1 = �1(V11 + V12),
(A3)

δn2 = �2(V21 + V22),

where �i is a response function and Vi j = Ṽi j + δVi j is a full
interaction potential. Substituting Eq. (A3) into (A2) and tak-
ing into account that the induced potential indeed represents
a sum of two terms δVi = δVii + δVi j , we derive the Dyson
equation for the screened potentials,(

V11 V12

V21 V22

)
=

(
Ṽ11 Ṽ12

Ṽ21 Ṽ22

)
+

(
Ṽ11 Ṽ12

Ṽ21 Ṽ22

)

×
(

�1 0
0 �2

)(
V11 V12

V21 V22

)
. (A4)

From the solution of Eq. (A4) it follows that the screened in-
tersubsystem interaction is proportional to the bare one V12 =
Ṽ12/ε, where ε is the permittivity, which we are interested in.

At temperatures higher than the BEC transition tempera-
ture, the dielectric function reads

εR(q, ω) = (
1 − vq�

R
q,ω

)(
1 − gPR

q,ω

) − V 2
q �R

q,ωPR
q,ω, (A5)

where vq = 2πe2/εq is the electron-electron interaction po-
tential, �q,ω and Pq,ω are the electronic and excitonic polar-
ization operators, respectively, and the interactions g and Vq

have been introduced in the main text. We assume that the
last term in (A5) is negligible since V 2

q /vqg = |q → x/2l| =
xe−xd/4l < d/l 	 1. Hence we will disregard it in what
follows. Then the total dielectric function represents a product
of the electronic and excitonic contributions:

εR(q, ω) = εR
e (q, ω)εR

ex(q, ω), (A6)

where by definition

εR
e (q, ω) = 1 − vq�

R
q,ω,

(A7)
εR

ex(q, ω) = 1 − gPR
q,ω.

Explicit forms of these expressions depend on the regime of
particles motion. In the case of diffusive electron motion, the
polarization operator reads [21]

�R
q,ω = −m

π

Dq2

Dq2 − iω
, (A8)

where D = v2
F τe/2 is a diffusion constant of electrons, while

in the ballistic case we have

�R
q,ω = −m/π. (A9)

The permittivity of the exciton gas in normal phase is [22]

εR
ex(q, ω) ≡ εT = 1 + 4

M

me
κd (eTc/T − 1), (A10)

where Tc = πN/2M.
To find the permittivity at low temperatures, it is necessary

to be careful to avoid double counting of the exciton-exciton
interaction. Indeed, the propagators in Eq. (30) already in-
clude it, so the permittivity reads

εR(q, ω) = (
1 − vq�

R
q,ω

) − V 2
q �R

q,ωPR
q,ω, (A11)

where

PR
q,ω = Gq(ω)R + Fq(ω)R + Fq(ω)+,R + G̃q(ω)R

= gsncq2/M

(ω + iγq)2 − ω2
q

(A12)

is the linear response function of the excitonic BEC. Note that
putting b = 1 in order to perform integration in Eqs. (34) and
(40) we, in fact, disregard the second term in Eq. (A11), like
in the case of large temperatures. Indeed, with our parameters
b varies from 0.9 to 1.0, thus putting b = 1 should not lead to
a large error.
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