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Spin-charge conversion in InSe bilayers
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We find that the bilayer InSe possesses an intrinsic Rashba spin-orbit coupling and hence a spin-charge
conversion effect due to the breaking of mirror symmetry. The interplay between the Rashba spin-orbit coupling
and the nonparabolic Mexican hat dispersion leads to an interesting intraband Lifshitz transition and strongly
amplifies the spin-charge conductivity, making it larger than that in conventional two-dimensional electron gas
formed at oxide interfaces. This highlights bilayer InSe as a strong candidate for next-generation spintronic
devices.
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I. INTRODUCTION

Layered III-VI semiconductors such as InSe and GaSe are
well known for their intrinsic outstanding properties and po-
tential applications in nonlinear optics [1–11]. Recently, their
2D counterparts also attracted much attention as the next gen-
eration of graphene-like materials. First-principles calcula-
tions [12–16] reveal an unusual nonparabolic topmost valence
band (sometimes called a Mexican hat) with a large density
of states (DOS) and Van Hove singularity at the top of the
valence band. This leads to an interesting ferromagnetic phase
transition in monolayer GaSe [16]. The recent experimental
growth of few-layer GaSe and InSe [17,18] further aroused
great enthusiasm for these materials [19,20]. All these few-
layer III-VI semiconductors (thickness < 6) share a common
feature; i.e., their topmost valence band exhibits nonparabolic,
Mexican hat dispersion [18]. However, the monolayer is sym-
metric under the reflection about the material plane, while
the AB-stacking bilayer [see Figs. 1(a) and 1(b)] breaks this
mirror symmetry. Such symmetry-breaking [15] bilayer can
be exfoliated from γ and ε InSe bulk material [21,22].

The spin-charge conversion, also known as the inverse
Edelstein effect [23] or the spin-galvanic effect, is the genera-
tion of charge current from a nonequilibrium spin polarization
[24]. The Rashba spin-orbit coupling (RSOC) induced by
the structural inversion asymmetry is responsible for these
effects taking place in quantum wells [25] and interfaces
where RSOC can be tuned by gate voltage [26,27]. Recent
experiments have demonstrated a large conversion efficiency
for the two-dimensional electron gas formed at the interface
between two insulating oxides, LaAlO3 and SrTiO3 [28,29].
In this work, we find an intrinsic Rashba spin-orbit coupling
(IRSOC) and hence spin-charge conversion effect in bilayer
InSe, based on the 20-band k · p Hamiltonian derived by
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the standard invariant theory. This IRSOC arises from the
breaking of the mirror symmetry combined with the atomic
spin-orbit coupling. The interplay of the IRSOC and the Mex-
ican hat dispersion near the topmost of the valence band leads
to intraband Lifshitz transitions and strongly amplifies the
spin-charge conductivity (S-C conductivity), making it five
times higher than that in conventional oxide interface systems
[29]. In addition to the k · p model, we also confirm these
phenomena using the tight-binding model. The intraband Lif-
shitz transition and the giant S-C conductivity peak are very
close (∼3 meV below) to the top of the highest valence band,
so observing this phenomenon only requires a small doping
density (which in turn implies weak scattering and hence
long carrier lifetime) and should be experimentally accessible.
The two key ingredients of these effects—the RSOC and the
Mexican hat dispersion—also exist in other few-layer III-VI
semiconductors and strong RSOC systems, such as polarized
interfaces and narrow band gap semiconductor quantum wells,
so we expect this phenomenon to be universal in these sys-
tems. Since the spin-charge conversion is a central issue in
spintronics [28,30–34], the enhanced S-C conductivity by our
findings highlights few-layer III-VI semiconductors as strong
candidates for next-generation spintronic devices [35].

The rest of this paper is organized as follows. In Sec. II, we
adopt the standard invariant theory to derive the 20-band k · p
Hamiltonian for the InSe bilayer. In Sec. III A, we calculate
the spin-charge conversion of the InSe bilayer based on our k ·
p model and tight binding under the clean-limit condition. In
Sec. III B, we perform further calculations to take into account
the disorder effect. The summary and final conclusions are in
Sec. IV.

II. TWENTY-BAND k · p HAMILTONIAN OF BILAYER
METAL CHALCOGENIDE

As shown in Fig. 1, the unit cell of the bilayer InSe consists
of eight ions in two layers, with four indium and four selenium
in each layer. The point group of bilayer InSe is C3v , which
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FIG. 1. The crystal structure of AB-stacking bilayer InSe shown
in (a) top view and (b) side view. (c) Sketch of the bilayer InSe
electronic bands around the � point, omitting the spin-orbit coupling.

consists of six symmetry operations divided into three classes
and hence three irreducible representations (see Table I). In
the absence of SOC, we consider seven energy bands in the
vicinity of the Fermi level, as shown in Fig. 1(c). Their orbital
wave functions at the � point are (ordered with increasing
energy) as follows:

TABLE I. Character table of group C3v and the basis functions
for each irreducible representation. Here (kx, ky, kz ) are the three
Cartesian components of the momentum (which changes sign under
spatial inversion) and (sx, sy, sz ) are the three Cartesian components
of the spin (which remains invariant under spatial inversion).

C3v E 2C3 σv Basis functions

�1 1 1 1 kz

�2 1 1 − 1 sz

�3 2 − 1 0 (kx, ky ) (sx, sy )

|�v2〉 ∼ kz,

|�v5〉 ≡ (|�v5,x〉, |�v5,y〉) ∼ (kx, ky) or (sx, sy),

|�v4〉 ≡ (|�v4,x〉, |�v4,y〉) ∼ (kx, ky) or (sx, sy),

|�v3〉 ≡ (|�v3,x〉, |�v3,y〉) ∼ (kx, ky) or (sx, sy),

|�v1〉 ∼ kz,

|�c1〉 ∼ kz,

|�c2〉 ∼ kz,

where the symbol “∼” tells us how these basis functions
transform under C3v operations; e.g., |�c1〉, |�c2〉, |�v1〉, and
|�v2〉 remain invariant under all C3v operations, and |�v3〉,
|�v4〉, and |�v5〉 transform like the two transverse components
(x, y) or (sx, sy) of a vector.

In the basis |�v5〉, |�v4〉, |�v3〉, |�v2〉, |�v1〉, |�c1〉, |�c2〉,
the k · p Hamiltonian assumes the 7 × 7 block form:

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Hv5,v5 Hv5,v4 Hv5,v3 Hv5,v2 Hv5,v1 Hv5,c1 Hv5,c2

Hv4,v5 Hv4,v4 Hv4,v3 Hv4,v2 Hv4,v1 Hv4,c1 Hv4,c2

Hv3,v5 Hv3,v4 Hv3,v3 Hv3,v3 Hv3,v2 Hv3,c1 Hv3,c2

Hv2,v5 Hv2,v4 Hv2,v3 Hv2,v2 Hv2,v1 Hv2,c1 Hv2,c2

Hv1,v5 Hv1,v4 Hv1,v3 Hv1,v2 Hv1,v1 Hv1,c1 Hv1,c2

Hc1,v5 Hc1,v4 Hc1,v3 Hc1,v2 Hc1,v1 Hc1,c1 Hc1,c2

Hc2,v5 Hc2,v4 Hc2,v3 Hc2,v2 Hc2,v1 Hc2,c1 Hc2,c2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where Hμν is the block matrix between |�μ〉 and |�ν〉; e.g.,
Hc2,c2 is a 1 × 1 block matrix associated with |�c2〉, Hv4,v4 is a
2 × 2 block matrix associated with |�v4〉, and Hc2,v4 is a 1 × 2
block matrix associated with the coupling between |�c2〉
and |�v4〉.

The theory of invariants provides a standard, systematic
approach to constructing the k · p Hamiltonian based on the
invariance of the crystal Hamiltonian Ĥ under all operations
of the symmetry group C3v . The invariance of the crystal
Hamiltonian under an arbitrary symmetry operation g ∈ C3v

shown in Table I dictates

Dα (g)Hαβ (P̂gKP̂−1
g )Dβ (g−1) = Hαβ (K), (1)

where Dα (g) is the representation matrix of g in �α and
P̂gKP̂−1

g denotes the transformation of K (irreducible ten-
sor components) under the operation g. In addition to the
point group symmetry, the time-reversal symmetry imposes
extra constraints on the k · p Hamiltonian. For bilayer InSe,

we can take all the basis functions shown in Fig. 1(c)
to be real and hence invariant under time reversal, and
then the time-reversal invariance of the crystal Hamiltonian
θ̂Ĥ θ̂−1 = Ĥ dictates the time-reversal invariance of the k ·
p Hamiltonian: θ̂H(K)θ̂−1 = H(K), where θ̂ is the time-
reversal operator.

In the absence of SOC and external fields, only the 2D
momentum operator k ≡ (kx, ky) can appear in the k · p
Hamiltonian of the bilayer InSe. Since [kx, ky] = 0, only three
irreducible tensor operators can be constructed up to O(k2):
(kx, ky) ∼ (x, y), k2

x + k2
y ∼ 1, and (k2

y − k2
x , 2kxky) ∼ (x, y).

Under time reversal, the first one is odd, while the latter two
are even. By combining them with the symmetrized matrices
in Table II, we can readily obtain all the invariants (shown in
Table III) for each block of the k · p Hamiltonian. By using the
invariants listed in Table III, we obtain the k · p Hamiltonian
in Eq. (3):

H = diag{Ev5, Ev5, Ev4, Ev4, Ev3, Ev3, Ev2, Ev1, Ec1, Ec2}
+ Hoff , (2)
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where Ev5, . . . , Ec2 are band-edge energies, and

Hoff =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Cv5k2 + Dv5k2
− −2Dv5kxky iBv4

v5kx −iBv4
v5ky iBv3

v5kx −iBv3
v5ky −iA8ky −iA9ky −iA10ky −iA11ky

Cv5k2 − Dv5k2
− −iBv4

v5ky −iBv4
v5kx −iBv3

v5ky −iBv3
v5kx iA8kx iA9kx iA10kx iA11kx

Cv4k2 + Dv4k2
− −2Dv4kxky iBkx −iBv3

v4ky −iAky −iA2ky −iA3ky −iA4ky

Cv4k2 − Dv4k2
− −iBv3

v4ky −iBv3
v4kx iAkx iA2kx iA3kx iA4kx

Cv3k2 + Dv3k2
− −2Dv3kxky −iA1ky −iA5ky −iA6ky −iA7ky

Cv3k2 − Dv3k2
− iA1kx iA5kx iA6kx iA7kx

Cv2k2 Av1
v2k2 Ac1

v2k2 Ac2
v2k2

Cv1k2 Ac1
v1k2 Ac2

v1k2

C1k2 Ac2
c1k2

C2k2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(3)
where k2

− = k2
y − k2

x . In the above we only keep the lowest-order contribution to each matrix element, and only give the matrix
elements in the upper triangle since the k · p Hamiltonian is Hermitian. The parameters can be determined by comparing the
energy band structure obtained from the k · p Hamiltonian to the first-principles calculations (see Appendix) in the vicinity of the
� point [19,36–40]. The results are listed in Table IV. As shown in Fig. 2(a), our k · p model well reproduces the nonparabolic,
Mexican hat dispersion—a unique feature of III-VI semiconductor few layers.

In the presence of SOC, the spin operator s = (sx, sy, sz ) can appear in the k · p Hamiltonian. Since s is an axial vector, we
have (sx, sy) ∼ (Rx, Ry) and sz ∼ Rz under C3v operations. The nonzero invariants constructed from the electron spin operator
alone are also listed in Table III. Here, we only display the lowest-order spin invariants; higher-order invariants could be obtained
by multiplying the first-order invariants with C-G coefficients. With these invariants, we can construct the lowest-order SOC term
Hsoc. By using the SOC-related invariants, we can construct the lowest-order spin-related term Hsoc as given below:⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −iλv5sz 0 0 0 0 0 iλv1
v5sx 0 0

0 0 0 0 0 0 iλv1
v5sy 0 0

0 −iλv4sz 0 0 0 iλv1
v4sx 0 0

0 0 0 0 iλv1
v4sy 0 0

0 −iλv3sz 0 iλv1
v3sx 0 0

0 0 iλv1
v3sy 0 0

0 0 0 0
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

which contains 6 new parameters. The total Hamiltonian
is Htot = H + Hsoc. These new parameters are obtained by
comparing the energy band structure obtained from Htot to the
first-principles calculations (including SOC) in the vicinity of
the � point. The results are listed in Table IV.

As shown in Fig. 2(b), our k · p model captures two es-
sential features of the InSe bilayer: the nonparabolic Mexican
hat dispersion and the spin splitting due to the IRSOC. To
make the IRSOC explicit, we can use the Lowdin perturbation
theory to eliminate the valence band v3 in favor of the topmost
valence band v1. This gives a second-order correction to the
v1 band: Hv1,v1

eff ∝ Hv1,v3 Hv3,v1 . For the C3v symmetry group

TABLE II. Symmetrized matrices for bilayer InSe, where I2×2

denotes the 2 × 2 identity matrix, τx, τy, τz are Pauli matrices acting
on the orbital-band-edge Bloch states, + = [1, 0], and − = [0, 1].

H�1,�1 �1 ⊗ �∗
1 = �1 �1 : 1

H�1,�3 �1 ⊗ �∗
3 = �3 �3 : (−, −+)

H�3,�3 �3 ⊗ �∗
3 = �1 ⊕ �2 ⊕ �3 �1 : I2×2

�2 : τy

�3 : (τz,−τx )

of bilayer InSe, the Hamiltonian block Hv1,v3 = (Hv3,v1 )† =
[iA5ky − iλv1

v3
sx,−iA5kx − iλv1

v3
sy] contains both (kx, ky) and

(sx, sy) because they belong to the same irreducible represen-
tation �3 (see Table I). As a result, their cross product in Hv1,v1

eff
gives rise to the Rashba SOC term ∝ kxsy − kysx. By contrast,
for the D3h symmetry group of monolayer InSe, the mirror
symmetry σh distinguishes (kx, ky) and (sx, sy) into different
irreducible representations �6 and �5, so they cannot appear

TABLE III. Invariants for each block of the k · p Hamiltonian
constructed from the 2D momentum operator up to the second order
or from the spin operator. Here k2 ≡ k2

x + k2
y , τx, τy, τz are Pauli ma-

trices acting on the orbital-band-edge Bloch states, and H1,1 stands
for Hμ,ν

1,1 , {μ, ν} = {c1, c2, v1, v2}, H1,3 stands for Hμ,ν

1,3 , {μ, ν} =
{v3, v4}, and H3,3 stands for Hμ,ν

3,3 , {μ, ν} = {v3, v4}. The imaginary
factor i ensures that all the invariants remain invariant under time
reversal.

H�1,�1 H�3,�3 H�1,�3

k2I2×2, szτy ikx− − iky+
k2

(k2
y − k2

x )τz − 2kxkyτx isx+ + isy−
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TABLE IV. Nonzero k · p parameters in the bilayer InSe k · p
Hamiltonian.

Parameter Value Unit Parameter Value Unit

Ev5 − 1.369 eV Ev4 − 1.334 eV
Ev3 − 1.272 eV Ev2 − 1.464 eV
Ev1 − 0.6673 eV Ec1 0.5378 eV
Ec2 1.23 eV A − 0.0659 eV Å
A1 − 0.8798 eV Å A2 − 2.29 eV Å
A3 0.3483 eV Å A4 − 4.9788 eV Å
A5 0.1456 eV Å A6 − 6.0990 eV Å
A7 − 0.0740 eV Å A8 1.5251 eV Å
A9 0.1964 eV Å A10 4.0267 eV Å
A11 0.1821 eV Å C2 0.4739 eV Å2

C1 1.0827 eV Å2 Cv1 − 1.3491 eV Å2

Cv2 − 1.0686 eV Å2 Cv3 − 2.9319 eV Å2

Cv4 − 4.4253 eV Å2 Cv5 − 4.2518 eV Å2

Dv3 0.2907 eV Å2 Dv4 − 0.3833 eV Å2

Dv5 − 0.4188 eV Å2 Av1
v2 0.0618 eV Å2

Ac1
v2 − 3.5983 eV Å2 Ac2

v2 0.0382 eV Å2

Ac1
v1 − 0.1010 eV Å2 Ac2

v1 1.006 eV Å2

Ac2
c1 0.0267 eV Å2 Bv4

v5 0.102 eV Å
Bv3

v5 0.0151 eV Å Bv3
v4 0.0739 eV Å

λv3 0.02 eV λv4 0.08 eV
λv5 0.03 eV λv1

v3 0.18 eV
λv1

v4 0.001 eV λv1
v5 − 0.06 eV

in the same Hamiltonian block and the Rashba SOC is absent.
Also the Rashba SOC term kxsy − kysx cannot stay invariant
under the σh operation. As shown in Fig. 1, the breaking
mirror symmetry in bilayer InSe arises from its bilayer struc-
ture (see Fig. 1) and generates a built-in electric field (about
230 kV/cm) that can induce IRSOC. Finally, we notice that
our model does not take into account the Dresselhaus SOC,
which is a high-order term in k. In principle, these high-order

FIG. 2. (a) Energy band structure of bilayer InSe (without SOC)
from our k · p model Hamiltonian (red solid lines) and first-
principles calculations (blue dashed lines). (b) Detailed structure of
the topmost valence band (including SOC) from our k · p model;
k0 = 0.175/Å is the wave vector of valence band maxima.

terms can be included using the invariant theory, but this
would make the multiband k · p model very complicated,
so we choose to neglect these terms in the k · p model, but
include these effects in Sec. III by using the tight-binding
model.

III. SPIN-CHARGE CONDUCTIVITY

According to the Onsager relation, the spin-to-charge con-
ductivity is equal to the charge-to-spin conductivity [23,41].
And the conductivity reads

σ SGE
αβ = − e

2π

∫
d2 p

(2π )2
Tr[JαGR(μ)sβGA(μ)], (4)

where Jα = evα = e∂Htot/∂kα (α = x, y) is the current op-
erator, sβ is the spin operator, and GR(A) is the retarded
(advanced) Green’s function corresponding to the unperturbed
Hamiltonian Htot , taken at the chemical potential μ. For a
clean-limit situation, the S-C conductivity σ SGE

αβ shown in
Eq. (4) becomes infinite.

A. Clean-limit Drude coefficient

In the limit of a clear system, the carrier lifetime τ → ∞
and the conductivity σ SGE

αβ diverges as σ SGE
αβ = DSGE

αβ τ , where

DSGE
αβ = − Re

∫
d2k
2π

[ f (E−k ) − f (E+k )]

× 〈−, k|sα|+, k〉〈+, k|Jβ |−, k〉
E−,k − E+,k + i0+ (5)

is the Drude coefficient for spin-charge conversion [28],
with f (E ) = 1/(e(E−μ)/(kBT ) + 1) the Fermi distribution, E+k
(E−k ) the upper (lower) spin-split branch of the topmost
valence band, and |±, k〉 the corresponding wave functions.
Here the chemical potential μ can be tuned by gate voltages
[29]. Due to the rotational invariance of our k · p Hamiltonian
Htot around the z axis, only DSGE

xy and DSGE
yx are nonzero and

they obey DSGE
xy = −DSGE

yx . At zero temperature, the integral
over the k space in Eq. (5) is limited to a small region in
which E−k < μ < E+k; i.e., the lower spin-split branch is oc-
cupied, f (E−k ) = 1, and the upper spin-split branch is empty,
f (E+k ) = 0. As shown in Fig. 3(a), the zero-temperature
clean-limit spin-charge response as a function of μ exhibits a
giant peak at the first intraband Lifshitz transition point E1 [as
indicated by the black line in Fig. 2(b)] and exhibits a sudden
decrease at the second intraband Lifshitz transition point E2

[as indicated by the green line in Fig. 2(b)].
The variation of DSGE

xy with the chemical potential μ near
the valence band maxima (μ > E1) can be analytically ob-
tained. As shown in Fig. 3(b), when μ slightly intersects
the topmost valence band, the upper spin-split branch of this
valence band gives rise to two concentric Fermi circles (blue
lines). According to Eq. (5), contribution to DSGE

xy comes from
the integral of k over the region obeying E−k < μ < E+k
[shaded region in Fig. 3(b)]. The radius of the outer (inner)
circle is k0 + kF (k0 − kF ), where k0 is the radius of the
Mexican hat indicated in Fig. 2(a) and Fig. 3(b), and kF ≡√

2m∗|μ| is the Fermi momentum relative to the valence band
maxima, with m∗ the effective mass of valence band maxima.
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FIG. 3. (a) Spin-charge response DSGE
xy calculated by using multi-

band k · p model (red solid line) and analytic equation (blue dashed
line) vs chemical potential μ for clean-limit (τ → ∞) InSe bilayer.
The black and green dashed lines are the spin-charge response
for clean-limit two-dimensional electron gas formed at oxide in-
terface (LaAlO3/SrTiO3) and (n-InSb/InxAl1−xSb) quantum well.
(b)–(d) show the spin texture (arrows) on the Fermi circles at
different chemical potentials: blue (black) lines for the upper (lower)
spin-split branch of the topmost valence band. Black dashed line
in Fig. 2(b) indicate the valence band maxima energy Fermi circles
(radius of Mexican hat).

Numerical results show that in the circular region shown in
Fig. 3(b), E+,k − E−,k is almost a constant (denoted by �E ).
For relatively small k, we can approximately describe the
spin texture of |±, k〉 by an effective RSOC term αeff (kxsy −
kysx ), which gives |±, k〉 = (1/

√
2)[1,±ieiφ], and the spin-

dependent part of vy as vy = −αeffsx, with φ the azimuth
angle of k. Then we can use 〈−, k|sx|+, k〉 = −i cos φ and
〈−, k|vy|+, k〉 = −iαeff cos φ to obtain

DSGE
xy ≈ − eαeff

4π�E
A = −eαeff

�E
k0kF , (6)

where A = 4πk0kF is the area of the circular region shown
in Fig. 3(b). By fitting the energy band structure shown in
Fig. 2(b), we obtain �E = 3 meV, k0 = 0.175/Å, and m∗ =
1.418me (me is the free-electron mass). By fitting Eq. (6) to
the numerically calculated clean-limit spin-charge response,
we obtain αeff = −8 meV Å, so that

DSGE
xy = e

2π

1.8

Å
√

eV

√
|μ|.

As shown in Fig. 3(a), this fitting formula (blue dashed
line) agrees well with the exact numerical results from the
multiband k · p model (red solid line) when μ > E1. At the
Lifshitz transition point E1, the Drude coefficient peak of
bilayer InSe (red solid line) is one order of magnitude larger
than that of the LaAlO3/SrTiO3 oxide interface (black dashed
line). According to Eq. (6), this strong enhancement arises
from the large area of the circular region in Fig. 3(b), i.e., the
Mexican hat dispersion of the topmost valence band.

FIG. 4. (a) Spin-charge conductivities DSGE
xy (red), DSGE

yx (blue),
and DSGE

zx (black) from the tight-binding model at T = 5 K. (b)–
(d) show the Fermi contours corresponding to chemical potential
μ1, μ2, and μ3 indicated in panel (a). (e)–(g) show the in-plane spin
texture of the Fermi contour in the green box of (b)–(d).

When μ drops below the first intraband Lifshitz transition
point E1(E2 < μ < E1), the lower spin-split branch begins
to contribute and gives two concentric circles (black lines)
with the same, clockwise spin orientation (black arrows), as
shown in Fig. 3(c). In this case, a contribution to DSGE

xy comes
from the integral of k over the shaded region in Fig. 3(c),
which decreases with increasing |μ|. Moreover, the upper
spin-split branch and the lower spin-split branch have opposite
spin orientations; their contributions to DSGE

xy tend to cancel
each other. These considerations explain the sharp decrease of
DSGE

xy after μ drops below E1. When μ goes further below the
second intraband Lifshitz transition point E2(μ < E2), there
are only two Fermi circles with opposite spin orientations as
shown in Fig. 3(d), and DSGE

xy remains nearly constant, similar
to the case of conventional 2DEGs with Rashba SOC.

Next, we confirm the results above by utilizing the tight-
binding model, which includes anisotropic effects neglected
in our k · p model, such as the Dresselhaus SOC. In Fig. 4(a),
the two intraband Lifshitz transitions E1 and E2, the sharp
peak of the Drude coefficient at E1, and its abrupt change
at E2 can be readily identified, similarly to Fig. 3(a). The
Fermi contours shown in Figs. 4(b)– 4(d) and the spin textures
shown in Figs. 4(e)–4(g) are also qualitatively similar to those
in Figs. 3(b)– 3(d), respectively. For example, in Fig. 4(b),
the spin orientations on the inner dashed circle and the outer
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FIG. 5. S-C conductivity DSGE
yx at different temperatures: T =

10 K (black line), 50 K (red line), 77 K (blue line).

dashed circle are both counterclockwise, consistent with the
results shown in Fig. 3(b). The difference is that the tight-
binding model includes high-order anisotropic effects, which
breaks the relation DSGE

xy = −DSGE
yx , and the corresponding

Dresselhaus SOC effect allows a small out-of-plane Drude
coefficient DSGE

zx [black line in Fig. 4(a)]. The Fermi circles in
Figs. 3(b)– 3(d) also becomes Fermi contours in Figs. 4(b)–
4(d). However, differently from the isotropic situation shown
in Figs. 3(b)– 3(d), the Fermi contours and the spin textures
in Figs. 4(b)–4(g) obtained by using the tight-binding model
indicate a C6 symmetry. The C6 symmetry for in-plane spin
texture stems from the combination of the time-reversal sym-
metry and the C3v symmetry of bilayer InSe (see Appendix).

Finally, we consider the influence of temperature on the
clean-limit response. As shown in Fig. 5, increasing the tem-
perature generally tends to smooth out the peak of the Drude
coefficient. However, the peak still has good visibility even in
the liquid-nitrogen temperature.

B. Disorder effects

In this section, we study the disorder effects on S-C con-
ductivity. For a disordered system, GR(A) in Eq. (4) should be
understood as disorder-averaged Green’s functions:

GR(A) = 1

μ − Htot ± i�
, (7)

where � = h̄/(2τ ) is the level broadening due to the dis-
order. For randomly distributed short-range impurities de-
scribed by a random potential V (r) with Gaussian correlation
〈V (r)V (r′)〉 = niv

2
0δ(r − r′), we can use the Born approxima-

tion to obtain � = niv
2
0N (μ) [23], where ni is the impurity

density, v0 is the disorder scattering potential, and N (μ) is
the density of states (DOS) at the chemical potential μ. As
shown in Fig. 6(a), the DOS (and hence the level broadening
�) shows a sharp peak at the first Lifshitz transition point E1

(indicated by the black line), and then decrease continuously
as the chemical potential μ goes deeper into the valence band.

By using Eq. (4), we calculate the zero-temperature S-C
conductivity vs chemical potential μ for different disorder
strengths and plot the results in Fig. 6(b). Here, the S-C
conductivity is calculated within the Born approximation

FIG. 6. (a) Density of states near the valence band maxima of
InSe bilayer. (b) S-C conductivity σ SGE

xy vs chemical potential μ for
InSe bilayer (solid line), oxide interface LaAlO3/SrTiO3 (dashed
line), and quantum well n-InSb/InxAl1−xSb (dotted line) for different
disorder strengths niv

2
0 = 0.4 × 10−3 (eV Å)2 (red lines), niv

2
0 =

0.8 × 10−3 (eV Å)2 (blue lines), and niv
2
0 = 1.2 × 10−3 (eV Å)2

(green lines).

without using a vertex correction [27]. Compared with the
Drude coefficient shown in Fig. 3(a), the S-C conductivity
shown in Fig. 6(b) exhibits two important differences. First,
the large level broadening � at E1 suppresses the peak at E1

[see Fig. 3(a)] and shifts this peak to a slightly higher chemical
potential [see Fig. 6(b)]. Second, when the chemical potential
μ drops below E1 and goes deeper into the valence band
(E2 < μ < E1), the rapid decrease of the level broadening �

overcompensates the decrease of the Drude coefficient, so that
the S-C conductivity increases with decreasing μ, as opposed
to the Drude coefficient in Fig. 3(a). When the disorder
strength niv

2
0 increases, the level broadening also increases,

so the S-C conductivity decreases monotonically. Importantly,
for the same disorder strength, the S-C conductivity in the
InSe bilayer [solid line in Fig. 6(b)] is nearly five times that of
the oxide interface LaAlO3/SrTiO3 [dashed line in Fig. 6(b)].
Compared with InSe bilayer, the small DOS of quantum well
n-InSb/InxAl1−xSb leads to a much longer lifetime τ , making
the S-C conductivity larger than that in bilayer InSe under the
same disorder strength.

IV. CONCLUSION

We have adopted the standard invariant theory to derive
a 20-band k · p Hamiltonian for the electronic structure of
bilayer InSe. This k · p model shows that an intrinsic Rashba
spin-orbit coupling (IRSOC) in InSe without any external
electric fields is generated by the mirror symmetry breaking
of the bilayer. Interestingly, the interplay between the IRSOC
and unique Mexican hat dispersion at the topmost of the
valence band give rise to a big spin-charge conductivity. We
have confirmed these findings by using the first-principles
calculations and tight-binding model. Since light doping usu-
ally implies a long carrier lifetime, this makes it possible to
observe experimentally the intraband Lifshitz transitions and
the resulting peak in the spin-charge conductivity. Since the
Rashba SOC and the Mexican hat dispersion also exist in other

155402-6



SPIN-CHARGE CONVERSION IN INSE BILAYERS PHYSICAL REVIEW B 99, 155402 (2019)

bilayer III-VI semiconductors, we expect similar phenomena
in these systems. These findings may pave the way for the
application of bilayer III-VI semiconductors in 2D spintronic
devices.
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APPENDIX

1. Detailed information on the first-principles calculations

To obtain the bilayer InSe band structure, we use the
Vienna ab initio simulation package (VASP) [42] within the
local density approximation (LDA) [43] and the projector
augmented wave (PAW) [44] pseudopotential. We set the ki-
netic energy cutoff to 600 eV for the wave function expansion
and the k-point grid is sampled by sums over 12 × 12 × 1.
The electronic self-consistent calculations converge up to a
precision of 10−8 eV in total energy difference. A slab model,
together with a vacuum layer larger than 20 Å, is employed.
The calculated lattice parameters of the bilayer InSe are
a = 3.953Å, dInIn = 2.741 Å, and dSeSe = 5.298 Å. Interlayer
distance parameter d = 8.32 Å. Our numerical results shown
in Fig. 2 (blue dashed lines), with an energy vertical gap at the
� point of 1.205 eV, are in good agreement with the previous
works [15,45].

There are many different minimization methods that can
be used. Here, we perform the least-squares fitting [46] within
the range k < 0.15/Å without taking SOC into consideration,
and the results are shown in Fig. 2(a). Since the spin-charge
conductivity we calculated near the topmost valence band
is induced by Rashba spin-orbit coupling, we fit out the
spin-dependent terms by comparing the spin-splitting energy
calculated by the k · p model including SOC with the splitting
energy obtained from first-principles calculation along the
� → M direction.

2. Tight-binding calculations

For bilayer InSe, the tight-binding Hamiltonian with SOC
taken into account has been developed in this Appendix. In
2016, a 32 × 32 atomic orbital basis tight-binding Hamilto-
nian HTB was constructed [15], and the band structure calcu-
lated by this model without SOC taken into consideration is
shown in Fig. 7(a). We can expand this tight-binding Hamil-
tonian into a 64 × 64 atomic orbital space with spin. The
new Hamiltonian can be developed as HASO

TB = HTB + HASO,
where HASO stands for the SOC Hamiltonian that stems from
on-site atomic spin-orbit coupling.

FIG. 7. (a) Band structure calculated by tight-binding model
without SOC taken into consideration. (b) Band structure calculated
by density functional theory including SOC.

Generally speaking, the SOC appears as an additional term
in the Schrödinger equation given by

ĤSO = 1

2m2c2
(�∇V × �p) · �S, (A1)

where m stands for free-electron mass, c is the light speed,
�p is canonical momentum, and �S = h̄/2�s is the spin vector
operator. The potential gradient �∇V can be seen as an electric
field. Under atomic orbital representation, this SOC operator
can be rewritten as a term that couples the spin and angular
momentum as

ĤSO = ξα
�L · �S = ξα (LxSx + LySy + LzSz ), (A2)

where ξα is the parameter determined by the atomic radial
wave function. We only take the sp orbital into account in
our atomic tight-binding Hamiltonian; therefore parameters
ξα depend only on atoms ξIn, ξSe. Since the SOC has its
largest effect on electrons at the nucleus, the hopping matrix
elements of the SOC Hamiltonian between different atoms are
assumed to be zero. Therefore, the SOC Hamiltonian under
atomic orbit representation has a diagonal block format.

In the atomic basis {1sM1 , 1pM1
x , 1pM1

y , 1pM1
z , 1sM2 , 1pM2

x ,
1pM2

y , 1pM2
z , 1sX1 , 1pX1

x , 1pX1
y , 1pX1

z , 1sX2 , 1pX2
x , 1pX2

y , 1pX2
z ,

2sM1 , 2pM1
x , 2pM1

y , 2pM1
z , 2sM2 , 2pM2

x , 2pM2
y , 2pM2

z , 2sX1 , 2pX1
x ,

2pX1
y , 2pX1

z , 2sX2 , 2pX2
x , 2pX2

y , 2pX2
z }, where the upper indexes

M1/2 and X1/2 stand for indium and selenium atoms located in
the first/second sublayer, front index 1 or 2 represents which
layer the atom is located in, and we can easily write

HASO =
[

1 0
0 1

]
⊗

[
ξInHSO 0

0 ξSeHSO

]
,

HSO =
[

1 0
0 1

]
⊗

⎡
⎢⎣

0 0 0 0
0 0 −isz isy

0 isz 0 −isx

0 −isy isx 0

⎤
⎥⎦,

(A3)

where sx, sy, sz are the Pauli matrix. The direct production
in HASO expands the monolayer SOC Hamiltonian into the
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bilayer SOC Hamiltonian. In our calculation we fit the top-
most valence band spin splitting obtained by using the tight-
binding model with the first-principles calculation results and
finally get ξIn = 0.01 eV, ξSe = 0.02 eV. Under the tight-
binding model with these two atomic SOC parameters, we
can obtain a spin-split band structure, and its topmost valence
band agrees well with the band structure calculated by density
functional theory shown in Fig. 7(b).

By using this tight-binding Hamiltonian, we step forward
and obtain the results shown in Fig. 4. As we can see, in
Figs. 4(b)–4(g) in-plane spin texture indicates a C6 sym-
metry that is not contained in a C3v group. To understand
this, we can define a state ψ1(k, α, θ ) located at definite
energy μ, where α is the angle between the wave vector �k
and the x axis, and the angle between the spin and x axis
is θ . In the C3v lattice, the crystal symmetry operation C3

ensures that there are two other states ψ2(k, α + 2π/3, θ +
2π/3) and ψ3(k, α − 2π/3, θ − 2π/3) also at constant en-
ergy surface μ. In conclusion, a simple equation can be

obtained:
E [ψ1(k, α, θ )] = E [ψ2(k, α + 2π/3, θ + 2π/3)]

= E [ψ3(k, α − 2π/3, θ − 2π/3)] = μ.

(A4)

Besides crystal symmetry, the time-reversal symmetry estab-
lishes a new relationship:

E [ψ4(k, α + π, θ + π )] = E [ψ5(k, α + 5π/3, θ + 5π/3)]

= E [ψ6(k, α − π/3, θ − π/3)]

= μ. (A5)

Hence, for a definite state ψ (k, α, θ ) at constant energy sur-
face μ, five other states are created by the C6 operation still
at energy μ. This proves that the in-plane spin texture at the
constant energy surface shown in Fig. 4 satisfies C6 symmetry,
which was developed by the combination of C3 symmetry and
time-reversal invariance.
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