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Controllable two-qubit swapping gate using superconducting circuits
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In this paper, we investigate a linear chain of qubits and determine that it can be configured into a conditional
two-qubit swapping gate, where the first and last qubits of the chain are the swapped qubits, and the remaining
middle ancilla qubits are controlling the state of the gate. The swapping gate introduces different phases on
the final states depending on the initial states. In particular, we focus on a chain of four qubits and show the
swapping gate it implements. We simulate the chain with realistic parameters, and decoherence noise and leakage
to higher excited states, and find an average fidelity of around 0.99. We propose a superconducting circuit which
implements this chain of qubits and present a circuit design of the circuit. We also discuss how to operate the
superconducting circuit such that the state of the gate can be controlled. Lastly, we discuss how the circuit can
be straightforwardly altered and may be used to simulate Hamiltonians with nontrivial topological properties.

DOLI: 10.1103/PhysRevB.99.134508

I. INTRODUCTION

A universal set of quantum gates can consist entirely of
two-qubit gates [1]. If a quantum information processor is
to be created, it is therefore desirable to have a number of
two-qubit gates which can be implemented without too much
difficulty. One of the most promising candidates for the base
of such a processor is superconducting qubits, where single-
qubit gate operations are performed with gate fidelities well
above 0.99 [2-8], which is the lower bound for performing
fault-tolerant quantum computing, using error correction sur-
face codes [9-12]. However, the fidelity of two-qubit gates are
still trailing behind. In 2011, IBM demonstrated a fixed cou-
pling gate with a fidelity up to 0.81 [13-16], while fidelities up
to 0.994 have been reported in 2014 in a controlled-phase gate
[8,17,18], and in 2016, IBM achieved a fidelity of 0.991 in the
cross-resonance gate [19]. Other notable two-qubit gates that
have performed with a fidelity of above 0.9 are the following:
The iSWAP and +/iSWAP gates [7,20-22], the bSWAP gate [23],
and the resonator-induced phase gate [24].

In this paper, we investigate what kind of quantum mechan-
ical two-qubit gates a linear chain of qubits implements. We
further propose a way of implementing such a chain using
superconducting qubits. We show that such a chain, with an
average fidelity around 0.99, swaps the end qubits which
receive a phase depending on the configuration of the linear
chain. The swapping operation is controlled on the middle
qubits, acting as ancilla qubits. All in all, this implements a
conditional two-qubit swapping gate.

This paper is organized as follows: In Sec. II A, we intro-
duce the Hamiltonian of the system, and the requirements to it.
This is followed by Sec. II B, where we present the swapping
gate which the Hamiltonian implements and perform a nu-

“stig@phys.au.dk
fzinner @phys.au.dk

2469-9950/2019/99(13)/134508(9)

134508-1

merical investigation of the average fidelity of the gate when
varying the parameters of the system. Then, in Sec. III A,
we present a superconducting circuit which implements the
desired Hamiltonian in the case of four qubits. We also present
a chip design of the circuit. We discuss the effect of leakage
and decoherence noise in a realistic implemented system via
a numerical simulation, using realistic parameters related to
the circuit, in Sec. III B. In Sec. IV, we discuss how to mend
the superconducting circuit into simulating other quantum
systems, thus showing the utility of the circuit. Finally, in
Sec. V, we summarize and conclude the paper.

II. THE SYSTEM

We claim that by using a linear Heisenberg model we can
implement a two-qubit swapping gate. We start by presenting
the Hamiltonian of the system, and then explain how it yields
the gate.

A. The Hamiltonian

The Heisenberg model has many interesting applications
on its own, from the study of quantum phase transitions
[25,26] and magnetism [27] to exploring topological states
such as spin liquid states [28]. It is also closely related to the
Hubbard model. Here, we consider a linear Heisenberg spin
chain consisting of N spins (or qubits). In the Schrodinger
picture, the linear Heisenberg spin model takes the form

1 N
H=—-32 90;
j=1

N-1
X X __X y_y 222
+ [ (ool +ojo),) + Tofoi ] (D
j=1
where af"‘"z are the Pauli spin matrices, Q; denotes the fre-

quency of qubit j, and the J;C "“’s denotes the coupling between
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the jth and (j 4 1)-th qubit. This means that we consider
only nearest neighbor XXZ interactions. Note that we use
h = 2e = 1 throughout this paper.

We now follow Ref. [29] and assume a spatially symmetric
spin chain, meaning that Q; = Qy4i—; and J}"Z = J;f,’fj. In or-
der to study the role of the interactions, we transform into the
interaction picture, choosing the noninteracting Hamiltonian
as

Hy=—=Q, ) o}, @)

+) Vilofof +ojol,,) + Tioioi, ], 3)

where the detuning is A; = Q; — € and we have used the ro-
tating wave approximation to neglect interaction terms which
obtain a time-dependent phase of ¢*%%, This is justified
under the assumption that £2; 3> J;, which we assume for the
rest of the paper.

Although the result of Ref. [29] is valid for any N > 4, we
will now focus on the case of N = 4. This is partly because
it simplifies the arguments while the ideas remain intact,
and partly because a physical implementation, as discussed
in Sec. III, is more easily done with fewer qubits. See the
Supplementary Material [30] for a discussion of the case
of five qubits. With only four qubits, we are left with just
one detuning, why we drop the subscript, A = A,, and four
interaction terms, J;5. The last requirements for the gate
relates these paramefers; the first is A = Ay =2(J; £J3),
in accordance with Ref. [29], while the second requirement
is J; = J{ = J;. For a derivation of these requirements, see
the Supplementary Material [30]. A schematic model of the
system is seen in Fig. 2(a).

B. The two-qubit swapping gate

We claim that the above Hamiltonian, consisting of four
qubits, implements a two-qubit swapping gate, where the first
and the last qubits are the swapped qubits, while the middle
ancilla qubits control the state of the gate. We thus have
a multiqubit controlled gate, where the combined state of
the control qubits determine the state of the gate, effectively
working as a single control qubit [31-33]. The control qubits
then constitute a switch which can either be in an “open” state,
which, in the case of four qubits, i.e., two control qubits, is
|0)c = |00)¢, or a “closed” state, which in this case is the Bell
states |1%)¢ = (|10)¢ + |01)c)/\/§, depending on the choice
of A.. Note that the subscript C denotes the (N — 2)-qubit
state of the control qubits, while we use T for the target,
i.e., first and last, qubits. In the computational basis of the
target qubits, {|00)7, [01)7, [10)7, |11)7}, the open gate can

be expressed as

1 0 0 O
0 0 1 0

Uopen = 0 :Fl :FO ol 4
0 0 0 i

where the choice of A dictates the phase on the swap. The
closed state of the gate is simply the identity Ugjosea = 14. The
open gate will entangle the input and output qubits. This can
be quantified using the entanglement power [34], which in our
case is 1/9.

In order to quantify the effectiveness of the gate, we use
numerical simulations with realistic gate parameters for state-
of-the-art superconducting circuits. In Fig. 4, we show sim-
ulations of the gate in a circuit with specific superconducting
circuit parameters. We include decoherence noise occurring in
superconducting circuits by considering the Lindblad master
equation

|
p=—ilH pl+y) [Asz,' - E{p,A}Az}], ®)
J

where p is the density matrix, H is the Hamiltonian in Eq. (3),
the curly brackets indicate the anticommutator, and the sum
is taken over the eight collapse operators A;: aj inducing

dephasing, and ;" inducing photon loss, with j running over
all qubits. We take the decoherence rate, y, to be identical on
all qubits with a state-of-the-art rate of y = 0.01MHz, giving
the qubits a lifetime of 100us [35].

In order to measure the quality of the gate, we consider the
average fidelity [36]

16

_ 1 .
F(t)= +%2Tr[umgetv; Ubrga&(UDL, (6)
j=1

1
5
which evaluates how well a quantum map, &, approximates
the target gate, Uager, Over a uniform distribution of input
quantum states, U;. The target operator is either Ugpen or
Utlosed, depending of the state of the control qubits, which
is encoded in the initial density matrix p(0). By solving
the Lindblad master equation, Eq. (5), we obtain the density
matrix at a later time, p(¢). This is done using the PYTHON
toolbox QUTIP [37]. Having obtained the full density matrix
we can then trace out the control degrees of freedom, yielding
the desired quantum map & (0(0)) = Trr[p(f)]. We chose the
basis, U;, of the average fidelity as all two-qubit Pauli oper-
ators on the form (o7 ) (o} )Z(a,’\j)m(olf, )" for all combinations
ofk,l,m,n € {0, 1}.

Thus, given a set of model parameters, the average fidelity
can be calculated as a function of time for both set of gate
configurations. In the case of the open gate, i.e., configuration
|0)¢, the average fidelity rises from some initial value to
a maximum (unity for the perfect gate) at the gate time,
which we denote #,. Analytically, we expect this to be (see
Supplementary Material [30] for a derivation of this)

T

te = —:; 7
£ 2

however, for the simulations we find the best gate time nu-
merically. In the case of the closed gate, i.e., the configuration
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FIG. 1. [(a)—(c)] Gate time as a function of the model parameters J,, 1/J;, and A. The blue lines indicates the analytical result of Eq. (7)
and the red lines indicates the point of maximum average fidelity. [(d)—(e)] Average fidelities at the numerical gate time as a function of the
model parameters J,, 1/J;, and A, both with (dashed lines) and without (solid lines) decoherence noise. The yellow lines indicates the fidelity
when the gate is in the open configuration, while the purple line indicates that it is in the closed configuration.

[1)c, the average fidelity is initially unity and deviates only
from this value due to leakage to the control qubits or as a
result of decoherence noise.

In order to investigate the sensitivity of the parameter
space, we vary the parameters Ji, J», and A and show the
gate time and average fidelities at the gate time in Fig. 1.
The simulation is done both with and without noise. In
Figs. 1(a) and 1(d), we vary the coupling of the control qubits,
J, =J5 = J5, in the configuration |17)c, while keeping the
remaining coupling constants at J; = 30MHz. Setting J; = J3
is merely done for the simplicity of the numerical investiga-
tion and is not a requirement, as we will exploit later. From
this simulation, we observe that the numerical gate time is
about 5% faster than the analytical, and for large J,/J; we
observe almost unity average fidelity for the closed configu-
ration of the gate, and between 0.98 and 0.99 for the open
configuration. In Figs. 1(b) and 1(e), we vary the coupling
between the target qubits and the control qubits, i.e., J;, while
keeping the coupling between the control qubits constant at
Jo» = 750MHz, in the configuration |17)¢. Again, we observe
a slightly shorter numerical gate time, and fidelities of close
to unity and just between 0.98 and 0.99 for the closed and
open configuration respectively. In Figs. 1(c) and 1(f), we vary
J5 and keep J; = 600MHz in the case of the gate being in
the configuration |17 )¢ in order to effectively vary A around
zero. We observe that the gate completely fails around zero,
as it should, but we also conclude that we achieve a larger
average fidelity (just above 0.99) for a positive detuning, i.e.,
J5 > J5, rather than a negative detuning. However, for the
case of [17)¢, we find that the average fidelity is slightly
larger when J; < J3. From the simulations, we also find that
a different sign on the couplings J; and J, yields a slightly
larger average fidelity.

The above-mentioned simulations beg the question of why
the average gate fidelities do not approach unity, even when
the requirements mentioned in Sec. II A are fulfilled. The
answer to this question is found together with the answer as
to why the numerical gate time is shorter than the analytical
gate time in Eq. (7). It all comes down to the fact that even
though the state |1)|0)¢|1) is indeed an eigenstate of the
Hamiltonian, it is also degenerate with the states [1)|17)¢|0)

and |0)|1F)¢|1) depending on the choice of AL (note that
these states are not the same as the configurations of the closed
gate). This means that the system will oscillate between these
three states, in a manner similar to how the open gate oscillates
between states with a single excitation. However, the time
scale for the oscillation of the double excitation is less than for
the single excitation, with an oscillation time of about 90% of
the analytical gate time. This means that some time between
0.9¢, and t, we will observe maximum average fidelity, less
unity, depending on the configuration of the system.

This does, however, not mean that it is impossible to
achieve perfect transfer for some states, in a well-configured
system. Namely, as long as not both the input and output qubit
are in a superposition state, the state is transferred perfectly,
when disregarding decoherence noise.

Note that the resonance of the eigenstates mentioned above
is the same resonance that makes the gate work to begin
with; in that case, it is the states |1)]|0)¢|0), |0)|0)¢|1), and
[0)|1F)¢|0) that are in resonance.

II1. POSSIBLE PHYSICAL REALIZATION

We wish to implement the Hamiltonian in Eq. (3), and thus
the swapping gate, using superconducting circuits. As in the
previous section, we will focus on implementing the case of
N = 4, but the idea is easily expanded to larger N.

A. Superconducting circuit

The circuit used to implement the system can be seen in
Fig. 2(b). The circuit consists of four transmon-type qubits
[38], which are all grounded and connected in series through
Josephson junctions, with as small of a parasitic capaci-
tance as possible. In parallel with the connecting Josephson
junctions is either a capacitor or an inductor, alternating
between these two. Additional qubits are added to the chain
by connecting them through a Josephson junction and either
a capacitor or an inductor. It is important that two connecting
capacitances are not next to each other, since this will induce
cross talk between the nodes. When there is only a capacitor
between every other pair of nodes, the capacitance matrix
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FIG. 2. (a) The desired spin model as seen in Eq. (3). (b) The
lumped circuit model for the superconducting circuit used to im-
plement the above system. The crossed boxes represent Josephson
junctions, the parallel lines are capacitors, and the curled wires are
inductors. (c) Possible circuit design, consisting of four X-mon-style
superconducting islands, all grounded and with control lines from
below. The small green patches indicate Josephson junctions, while
the bent wires represent inductors. The first and last qubits are
connected to a readout resonator as well. The colors indicates which
parts of the three models correspond to each other.
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becomes block diagonal, which means that its inverse will
be block diagonal as well. However, had there been capac-
itors between all nodes, the capacitance matrix would have
been tridiagonal, and its inverse would not necessarily be
tridiagonal, which possibly yields cross talk, i.e., couplings
other than nearest neighbor coupling. In reality, there will
always be a parasitic capacitance between two nodes con-
nected through a Josephson junction; however, not including
these are equivalent to assuming C; > C; 11, where C; is
the shunting capacitance of the ith qubit and C; ;1 is the
parasitic capacitance between the ith and (i + 1)th node. See
Appendix for a discussion on the emergence of cross talk due
to capacitive couplings.

Instead of transmon qubits, one could, in principle, have
used other types of superconducting qubits such as the C-
shunted qubit (or floxmons) [39-43] or fluxonium [44].

For each node in the circuit, we have a related flux degree
of freedom, which we denote ¢; [45]. Interactions between the
qubits are induced by capacitors and inductors, which induce
XX couplings, and Josephson junctions, which induce both
XX and ZZ couplings. A detailed calculation going from the
circuit design to the Hamiltonian in Eq. (3) can be found in
the Supplementary Material [30]. Since Josephson junctions
are nonlinear inductors and thus induce both XX and ZZ cou-
plings between the qubits, it might seem redundant to include
inductors or capacitors in parallel with these. However, these
are included such that it is possible to tune the XX coupling
without affecting the ZZ coupling significantly.

e

Q22 +2J5 5 — 2J5 5]
1%) e = 5 (101)¢ + [10)¢)

€22 — 2J5 5 + 2J3 5

0} = 100)¢

FIG. 3. Sketch of the state of the control qubits. The states of the
target qubits have not been added since J; < J,, and the fact that we
wish to operate the gate on a timescale where the target qubits are
stationary, i.e., irrelevant for the difference in energy of the gate’s
energy levels. One can further detune the gate from the target qubits
by using the flux lines depicted in Fig. 2, thus effectively eliminating
the coupling between the gate and the target qubits.

In order to operate the gate successively, i.e., opening and
closing the gate in an uninterrupted sequence, we need a
scheme for preparing the state of the gate. We would like to
be able to address the control qubits exclusively, i.e., opening
and closing the gate independently of the target qubits. This is
possible when the target qubits are detuned from the control
qubits, i.e., A is sufficiently large, compared to the couplings
between the control qubits and the target qubits. A large de-
tuning can, in experiments, be obtained by tuning the external
fluxes.

We can achieve control of the gate by driving the middle
nodes. The driving is performed by adding an external field to
the nodes through capacitors. The control lines are depicted
in Fig. 2(c) as the wires left of the ground. This introduces an
extra driving term to the Hamiltonian, which in the interaction
picture takes the form

Ha(6) = S10[(03 + 03) cost — (oF + o3) sinr], (8)

for an in-phase driving, where we have defined § = w — Q;, w
is the driving frequency, and /(¢) is the envelope of the driving
pulse. Like the rest of the Hamiltonian, this term preserves the
total spin of the two gate qubits, and hence it does not mix the
singlet and triplet states. We can therefore ignore the singlet
state |17), when starting from any of the triplet states shown
in Fig. 3.

Rabi oscillations between the closed and open states are
then generated by the driving, provided the driving frequency
matches the energy difference w = |2 — 2J5 +2J5] and A <
J;. A 7 pulse would then shift between the |0)- and |17)
states in a few microseconds depending on the size of A. The
energy difference between the open or closed states and the
last state |11), are far enough from w such that we do not
populate this state by accident. Thus, using this scheme, we
can drive between an open and closed gate using merely an
external microwave drive. For a detailed calculation of the
driving force, see the Supplementary Material [30].

If we were to drive the system for an intermediate time
between zero and one 7 pulse, we would obtain a superposi-
tion of the open and closed gate. Suppose that we drive the
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Rabi oscillation for half a = pulse, t = 7w /2A: In this case, we
would get the superposition

1
%) — 7§(|1+)c +i|0)¢). 9

In this case, the gate would permit a superposition of the
system being transferred and not. In the same way that the
transferred state accumulates a phase during the transfer,
so does the superposition gate. The phase obtained by the
superposition gate is simply the energy difference between the
open and closed state. Thus, we must include a phase factor of

e—i(Qg—ZJé-FZJ‘Z‘)t (10)

on the gate when evaluating the state.

A lumped circuit diagram is not enough for a possible
realistic implementation, and we therefore propose an exper-
imental realistic chip design, which can be seen in Fig. 2(c).
The chip consists of four X-mon- like superconducting islands
[46], each connected to the ground through a transmon qubit,
and each connected to a control line. All qubits are connected
to its neighbor through a Josephson junction, and the two
middle are close to one another in order to create a capacitive
coupling, while the outer islands are farther from the middle
islands in order to minimize the capacitive coupling, while
being connected through an inductor each. The outer islands
corresponds to the target qubits and are therefore connected
to an LC-resonator each, in order to be able to perform
measurements on them. The two middle islands correspond
to the control qubits.

B. Leakage and infidelities

Because we require a large coupling coefficient between
the two control qubits, J,, the superconducting circuit is
vulnerable to leakage to higher excited states than the two
lowest states. In order to investigate the amount of leakage
in our system, we simulate it with the control qubits being
qutrits, i.e., including the three lowest states of the system.
The simulation is done for realistic parameters which can be
found in Table S1 of the Supplementary Material [30]. The
average fidelity is shown in Fig. 4, together with the results
for the system with purely qubits.

From Fig. 4, we observe that the average fidelity is not
affected significantly in the large picture; however, if we zoom
in on the peak of the average fidelity in the open state, we
observe that the average fidelity has indeed decreased in both
cases of the open gate and the case of the |17)-closed gate,
while the fidelity of the |17)-closed case has increased. In gen-
eral, whether the inclusion of the second excited state in the
gate will increase or decrease the fidelity is dependent on the
parameters of the gate. However, as long as the anharmonicity
remains large (A" 2 0.1% [38]), the effect will be minimal,
not changing the overall picture.

Besides leakage to higher excited states, capacitive cou-
plings beyond nearest neighbor qubits possess the biggest
threat to gate fidelity. We therefore consider the effect of
cross talk on the average gate fidelities, as seen in Fig. 5. From
the simulation, we see that next-to-nearest couplings have no
effect on the gate when it is in its closed configurations |1¥),
and have only little effect when it is in its open configuration

=
o

o
o0
T

Fidelity, F;_f(t)
(=)
D

<
iy
T

0-%.0 0.2 0.4 0.6 0.8 1.0
Time, t/t,

FIG. 4. Average fidelity of the system with realistic parameters
as a function of time. The simulations are done both for control
qubits (solid lines) and qutrits (dashed dotted lines). The average
fidelity is plotted for all possible configurations of the control qubits
and qutrits. The |0%)¢ indicates the choice of detuning A and thus
which of the open gates in Eq. (4) the simulation is done for. The
inset shows a zoom of the peak of the average fidelity in the open
configuration |0)c, i.e., around ¢t ~ t,.

|0)c. In fact, the average fidelity increases a tiny amount until
the next-to-nearest neighbor coupling is ~3% of the nearest
neighbor coupling between the target qubits and the control
qubits. This is consistent with the result of Ref. [47]. Next-
to-next-to-nearest couplings, on the other hand, have a much
more significant influence on the system when the coupling
strength is above 2% of the target-control coupling, and we
conclude that the gate fidelity decreases as the square of
the next-to-next-to-nearest coupling strength. This is expected
since the next-to-next-to-nearest coupling is a direct coupling
of the input and output qubits.

IV. EXTENSIONS AND OUTLOOK

Besides being used for the above-mentioned swapping
gate, the superconducting circuit is interesting in many other
settings because it implements the most fundamental of all
spin model structures: the linear spin chain. The linear chain is
the obvious choice for a “quantum wire” in an implementation
of quantum information processing, especially if configured
for perfect state transfer over a fixed period of time [48].

0 PR
= 000 — 10
= + 1
S g
f ——————
=TT T = -

0.98 - - - -

0.00 0.01 0.02 0.03 0.04 0.05

Cross coupling, J./.J1

FIG. 5. Average fidelities of the control qubits in both states for
increasing strength of coupling beyond nearest neighbor coupling,
J.. The solid line is with next-to-nearest couplings included, and
the dash-dotted lines are with up to next-to-next-to-nearest neighbor
coupling.
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The superconducting circuit in Fig. 2 is a possible candidate
for this application because of its straightforward scaling.

Consider the case where we want a model without any ZZ
couplings. One way to achieve this is simply to fine-tune the
system and thus suppress the ZZ couplings. However, there
is an easier way: All the contributions to the ZZ coupling
stem from the Josephson junctions, and thus removing those
will create a purely X X-coupled spin chain. One could even
remove the capacitors and just couple the qubits through a
series of inductors similar to the chain in Ref. [49] or the
one-dimensional tight-binding lattice for photons mentioned
in Ref. [50], but with superconducting qubits instead of LC
resonators in order to create a spin model and not a boson
model. This circuit could also be used to investigate the
Su-Schrieffer-Heeger (SSH) model [51,52] defined on the
dimerized one-dimensional lattice with two sites per unit cell,
both in the strong and weak coupling limit in relation the the
Zak phase as considered by Ref. [53]. It should be mentioned
that we were not able to reproduce the lattice in Ref. [53] using
their suggested circuit because of the previously mentioned
fact that the inverse of the capacitance matrix, with couplings
entirely with capacitors, is not tridiagonal, which induces non-
negligible cross talk, especially in the strong coupling limit.
The occurrence of this problem is illuminated in Appendix.
Our circuit does not introduce this cross talk and is therefore
more suitable for the investigation of the SSH model.

The superconducting circuit presented here can also easily
be molded into a box model where each qubit corresponds
to a corner of the box and each edge a coupling. This is
done simply by connecting the first and last superconducting
island of the circuit, i.e., the blue and red islands in Fig. 2,
with a Josephson junction and/or a capacitor depending on
which kind of coupling one wishes to implement. In a realistic
implementation, it might be necessary to place the X-mon
superconducting island in a square pattern instead of a linear
pattern, as seen in Fig. 2(c). Such a system could be used to
engineering quantum spin liquids and many-body Majorana
states [54].

Lastly, we mention that even though we have tried to
avoid cross talk up until now, it is possible to modify the
circuit into having all-to-all XX couplings by connecting all
superconducting islands with capacitors. The most effective
implementation of this would be in the box shape, since this
avoids the use of 3D integration [55,56]. For all-to-all ZZ
couplings, one would have to use 3D integration as all super-
conducting islands must be connected directly via Josephson
junctions.

V. CONCLUSION

We have investigated a linear chain of qubits and found
that under the right configuration these can operate as a two-
qubit swapping gate with different phases depending on the
initial conditions. In particular, we have focused on the case
of four qubits and shown that it can create a swapping gate
with a fidelity around 0.99, even when including realistic
decoherence noise and leakage to higher excited states.

Furthermore, we have proposed a superconducting circuit
which realizes the four-qubit spin chain. Both a lumped circuit
model and a possible chip design using X-mon-style qubits

FIG. 6. The circuit consists of N qubits connected through ca-
pacitors of size C;. Each transmon consists of a capacitor of size C;
and a Josephson junction (usually a SQUID) of size E;. The nodes of
the circuit are denoted n;.

have been presented and we have discussed how to operate
this circuit between the different configurations of a given
gate. Finally, we have discussed how the superconducting
circuit can be modified in a simple manner to realize other
models with Hamiltonians that have attracted considerable
interest in recent times. This shows that the basic model and
layout we propose may have extended utility in both quantum
processing and quantum simulation research directions.
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APPENDIX: FULL CAPACITIVE COUPLINGS

In this Appendix, we consider different cases of capacitive
couplings between qubits. We consider both cases which yield
couplings beyond nearest neighbor couplings and cases which
yields only nearest neighbor couplings, as is desired in our
case.

Consider the circuit in Fig. 6, which is N qubits in series
coupled with capacitors. This circuit yields a Lagrangian of

N
|
L= ~Cip? + E; i), Al
;(2 o; + cosqb) (A1)
which yields a Hamiltonian of
N
H =4p" K 'p — ZEi cos ¢;. (A2)

n=1

Now consider that we want identical couplings between all
of the qubits: We therefore set C; = C; = C, which yields the
following inverse capacitance matrix here for the simple case
of N = 4:

L0 -1 1
1o o0 1 -1
1—_
K ==1-1 1 o o (A3)
-1 0 1

From this, we see that the desired nearest neighbor coupling
simply disappears between some of the qubits, while cou-
plings beyond nearest neighbor are significant. Increasing the
number of qubits does not fix this. In fact, in all cases where
N + 1 is dividable with 3, the matrix is even singular. One
could try to fix this simply by increasing size of the shunting
capacitor C; of the qubit compared to the coupling capacitor
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C;. Thus, for C] = 10C; = 10C, we get

1 —0.1 0.01 —0.001
_ 1[-0.1 1 —0.1 0.01
L~
K —c| 0.01 —0.1 1 —0.1 - (A4
—0.001 0.01 -0.1 1

which does indeed seem to fix the problem. Consider now the
case where we want to make a SSH chain, such as in Ref. [53].
In this case, we alternate the coupling between the qubits such
that in the case of N = 6

cC c 0 0 0 0

cC ¢ 20 0 0 0

o 2¢ ¢ ¢ o o
K=o o ¢ ¢ 2 o (A3)

0 0 0 20 ¢ C

o 0 0 0 C c

For C! = C, we obtain a result similar to Eq. (A3) in the
first example where some of the nearest neighbor couplings
disappear, and couplings beyond this become large. This can
be fixed using the approach mentioned above with C <« C;.
The proposal of Ref. [53] suggests to take C > le in order
to enter the strong-coupling regime and realize a linear SSH
chain. Given the above analysis, we cannot see how this is
feasible without some other modifications to the circuit.

In order to avoid couplings beyond nearest neighbor cou-
plings, the superconducting qubits should instead be con-
nected with inductors or connected with alternating inductors
and capacitors in order to avoid cross talk. However, if one
desires a SSH model, it is still not enough to alternate between
the sizes of the inductors or capacitors if the chain is of finite
length, due to end-point irregularities.

If the circuit is constructed with only capacitors on every
other coupling between the qubits, the capacitance matrix
becomes block diagonal. Consider a block-diagonal matrix

consisting of invertible matrices K;

K, O 0 0
0 K, O 0
k=120 0 Kj 0 ’ (A6)
)
0 0 0 0 Ky
which yields an inverse capacitance matrix of
Kl_' 0 0 e 0
o K' o - 0
k1=10 0 K;l 0 1, (A7)
. . . 0

0 0 0o 0 K
which is block diagonal as well. If the matrices K; are 2 x 2,
the capacitance matrix yields only nearest neighbor couplings.
The lack of couplings between the blocks of the matrix can be
fixed by adding inductors between the blocks of qubits.
In the specific case of N = 4 qubits discussed in the main
text, the capacitance matrix is given as

C 0 0 0
10 GH+Gs —Cy3 0
K= 0 —C3 G+Gs 0 (AB)
0 0 0 C
which yields an inverse capacitance matrix of
1/C, 0 0 0
k-] 0 G+C)/G —G3/Co 0
0 —3/Co G+G3)/C 0
0 0 0 1/Cy
(A9)

where Cy = C; + 2C,3C,. This yields only couplings be-
tween the middle two qubits.
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