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Renormalized dispersing multiplets in the spectrum of nearly Mott localized systems
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The spectrum of the strongly correlated systems usually shows resonant peaks at finite energy, with examples
in the 115 Ce family which are reproduced by the dynamical mean-field theory. A similar structure has been
seen recently in the orbitally selective Mott phase of the two-band model, known as the doublon-holon bound
state, with implications for the fate of such phase in the zero Hund’s coupling limit. We show that these features
can be captured with the slave-particle methods once their Hilbert space is taken into account. We use slave-spin
calculations, justifiable in the limit of large dimensions, to explicitly demonstrate this and compare the results
with dynamical mean-field theory.
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I. INTRODUCTION

The study of the properties of quantum materials, includ-
ing high-temperature superconductors, requires understand-
ing strongly correlated systems in two or three dimensions,
a task which is theoretically very challenging. Dynamical
mean-field theory (DMFT) [1], one of the very few tools
at our disposal, provides a systematic interpolation between
the atomic limit where the correlations are important and the
noninteracting limit of band theory, and is exact in the limit of
infinite dimensions. However, analytical insight into the result
is often formidable as a result of the self-consistency loop.

There have been lots of efforts to produce analytically
tractable understanding using slave-particle mean-field the-
ories [2–7]. While when treated exactly all these meth-
ods in principle agree, the approximation schemes used for
analytical/numerical tractability cause discrepancies, for ex-
ample for the fate of the so-called orbitally selective Mott
(OSM) phase in the absence of Hund’s coupling, which has
been a source of confusion. The simplest version of the phe-
nomena appears in a two-band Hubbard model with orbital-
dependent tunneling and local interaction. Slave-spin methods
[4,8] predict that when the ratio of the bandwidths of the
two bands r = t2/t1 is close to one, the two bands undergo
a transition between Mott phase and the metallic phase at
the same value of Hubbard U , the so-called locking effect,
whereas when the bandwidth ratio is smaller than a threshold
of about rc = 0.2, there is a region of the OSM phase in the
phase diagram in which one band is metallic and the other
band is itinerant. This agrees with some [4] and disagrees
with other DMFT calculations [9–12]. Moreover, the general
consensus is that Hund’s coupling JH favors the OSM phase
and decreases rc.

In a recent study, some of us [13,14] used a density-matrix
renormalization group (DMRG) impurity solver [15] to obtain
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very accurate DMFT results on the two-orbital problem. In
the absence of a Hund’s interaction, Núñez Fernández et al.
[13] found locking, irrespective of the ratio of the bandwidths.
Moreover, when including an interorbital Coulomb interaction
U12, they identified a resonant feature in the spectral function
of the localized orbital in the OSM phase, dubbed the holon-
doublon excitonic peak corresponding to a virtual bound state
at energy scales of about � = U − U12. Additionally, the
two-site, two-orbital model studied in [13] shows that this
bound state corresponds to the empty state in one orbital and
double occupancy of the other orbital at the same site or
vice versa. This is different from previous studies of holon-
doublon peaks in the single-band Hubbard model [16–18]
where, due to the limited size of the local Hilbert space, the
holon-doublon bound state necessarily forms between nearby
sites.

The problem of understanding the origin of finite-energy
multiplets in the spectrum of the strongly correlated quantum
materials [19,20] is general and not limited to the two-orbital
case mentioned above. Here, we show that slave-particle
mean-field methods are fully capable of capturing these finite-
energy spectral features, and in particular, the holon-doublon
peak. Similar methods have been applied in the past to analyze
the spectrum of mixed valence compounds, including Pu pnic-
tides and chalcogenides [21] and the 115 Ce family: CeIrIn5,
CeCoIn5, and CeRhIn5 [22].

The structure of the paper is the following: In Sec. II, we
describe the general formalism of the method, as well as var-
ious approximation schemes. Section III applies the general
method of Sec. II to study the spectral functions of single- and
two-band lattices, including the holon-doublon bound state,
using the Z2 slave-spin method. In Sec. IV we compare numer-
ical results from the slave-spin method to DMFT. Appendix A
contains a comparison between exact diagonalization and the
slave-spin method applied to the two-orbital two-site problem.
Appendixes B and C contain diagonalization of the slave-
spin Hamiltonian and the spectral representation of the slave-
particle Green’s function, respectively.
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II. GENERAL FORMALISM

We consider tight-binding models with the general Hamil-
tonian

H =
∑

〈i j〉αβ

tαβd†
iαd jβ +

∑
j

Hint [ j], (1)

where d†
iα creates an electron of spin/orbital α at site i of

the lattice and the interaction Hint [ j] is assumed to be local,
expressed in terms of d†

jα and d jβ only, but otherwise general.
In slave-particle methods we introduce a parton construction
for the fermionic operator d jα = ẑ jα f jα , where ẑ jα has its
own Hilbert space (without loss of generality we restrict our
discussion to the simpler cases in which z and f share the
same index). As a result, the Hilbert space is enlarged to the
tensor product of that of the f and z particles, which is larger
than the original Hilbert space by the gauge transformations
that leave the physical operators invariant. Correlation func-
tions of d jα are gauge-invariant and can be studied using a
representative slave-particle state |�0〉 = | f jα〉|ẑ jα〉 [23]. A
constraint (usually imposed on average via a few Lagrange
multipliers) ensures that the averaged physical parameters are
computed in the originally restricted part of the extended
Hilbert space. The real advantage is that the constraints can
be used to express Hint [ j] entirely in terms of slave-particle
ẑ variables. As a next step the Hamiltonian (1) is mean-field
decoupled into HMF = Hf + Hz, where

Hz =
∑

〈i j〉αβ

Jαβ
i j ẑ†

iα ẑ jβ +
∑

i

Hint [i] (2)

and

Hf =
∑

〈i j〉αβ

t̃αβ
i j f †

iα f jβ (3)

with the parameters given by

t̃αβ
i j = tαβ

i j 〈ẑ†
iαz jβ〉, Jαβ

i j = tαβ
i j 〈 f †

iα f jβ〉. (4)

Here, Hf describes the renormalized fermionic bands,
whereas Hz describes renormalized atomic structure. Using
the constraints, Hint [i] can be entirely absorbed into Hz. The
ordered (disordered) phases of the z lattice are usually asso-
ciated with itinerant (Mott-localized) phases of the original
electrons. Note that HMF breaks gauge symmetry, but can be
used to give approximate expression for |�0〉.

The mean-field decoupling mentioned above neglects fluc-
tuations in time that couple Hf and Hz, whereas these fluc-
tuations are captured in DMFT. On the other hand long-
wavelength spatial fluctuations are present in Eq. (2) and
absent in single-site DMFT. However, Eq. (2) is still a many-
body spin-lattice problem which can be studied numerically,
and except for special symmetric cases [24] difficult to treat
analytically. In practice, in order to solve the resulting inter-
acting Hamiltonian in Hz one uses a single-site approximation,
so that Hz is transformed to

Hz,ss =
∑

α

(hα ẑ†
α + H.c.) + Hint , hα =

∑
jβ

Jαβ
i j zβ, (5)

where zβ ≡ 〈ẑ jβ〉 and we have used that due to translational
invariance hα and zα are independent of position. Equations

(2)–(5) provide a closed set of equations that can be solved for
zα . The spatial correlations are lost in this process, similarly to
the single-site DMFT. Systematic approaches to improve this
result have been achieved by (i) cluster extensions [3,25] or
(ii) long-wavelength magnon-like excitations [23].

An energetic competition between these Hf and Hz,ss

leads to itineracy or localization. Using the assumption of
the mean-field decoupling between z-s and f -s, the single-
particle Green’s function Gd,αβ ( j, τ ) = 〈−T djα (τ )d†

0β〉, with
site index j and imaginary time τ , can be written

Gd,αβ ( j, τ ) = �αβ ( j, τ )G f ,αβ ( j, τ ), (6)

where G f ,αβ ( j, τ ) = 〈−T f jα (τ ) f †
0β〉 and �αβ ( j, τ ) =

〈T ẑ jα (τ )ẑ†
0β〉. Within the single-site approximation,

〈ziα (τ )z†
jβ〉 = 〈ziα (τ )〉〈z jβ

†〉 for i �= j, so that we can write

�αβ ( j, τ ) =
{

Zαβ, j �= 0,

�αβ (τ ), j = 0,
(7)

where Zαβ = zαz∗
β . Without lack of generality, in the following

we restrict the discussion to the diagonal α = β elements.
The function �αα (τ ) “knows” about the renormalized atomic
physics as seen from its spectral representation

�αα (iνp) = e−	/T
∑
nm

e−En/T − e−Em/T

iνp + En − Em
|〈n|ẑα|m〉|2, (8)

where T is the temperature, νp = 2π pT are Matsubara fre-
quencies, and 	 is the Gibbs free energy. This atomic structure
in �(τ ) is reflected in Gd after convolution with the renormal-
ized dispersing band G f . If the renormalized band is narrow
enough (at, or close to, a partial Mott transition), the atomic
features of the Gd can be resolved, whereas in the metallic
regime usually G f is broad and those features are washed out
after convolution. We use this method to show that various
(renormalized) atomic multiplets can be identified in the
complex many-body spectrum of the multichannel Hubbard
model. In addition to the bare atomic orbitals, this contains
additional multiplets arising due to an interplay between Mott
localization in one band and itineracy in the other band [13].
We demonstrate this explicitly, by comparing slave-particle
methods to the solution of a two-site problem considered
before [13] and then generalizing to the lattice.

Inserting (7) in (6) and going to momentum space,

Gd,αβ (k, τ ) = ZαβG f ,αβ (k, τ )

+ [�αβ (τ ) − Zαβ ]
∑

q

G f ,αβ (q, τ ); (9)

i.e., Gd contains a k-dependent part coming from renormal-
ized noninteracting band G f plus some k-independent atomic
structure in the last term. In particular in the Mott phase Z = 0
no k dependence exists. The atomic multiplets are obviously
not dispersing in this expression, a consequence of the single-
site approximation in Eq. (5) reflected in the local form of
the dynamical part of �αβ ( j, τ ) in Eq. (7). A more accurate
treatment of spatial correlations in Eq. (2) is expected to lead
to dispersing multiplets.

A second point of this paper is that the two limits of
mean-field decoupling and single-site approximation gener-
ally do not commute with each other. This is schematically
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FIG. 1. A representation of noncommutativity of the two approx-
imations: mean-field decoupling and single-site approximation.

represented in Fig. 1. To see this, consider doing a single-
site approximation first. This is achieved by the single-site
DMFT, according to which the lattice problem is mapped to
an effective impurity problem embedded within a conduction
bath:

Himp =
∑
kαβ

(Vkαβd†
αckβ + H.c.) + Hint + Hc, (10)

where Hc = ∑
kα εkαc†

kα
ckα

and the hybridization function
�(z) = ∑

k |Vkαβ |2/(z − εk ) is chosen so that locally, the
Green’s functions of the lattice and impurity are equal:

Gloc(z) ≡
∑

k

Glat (k, z) = Gd (z). (11)

The impurity problem is solved first. Extracting �I (z) from
the G−1

d (z) = z − �(z) − �I (z), and assuming �lat (k, z) =
�I (z) is local, the lattice Green’s function G(k, z) = [z − εk −
�I (z)]−1 is computed. From this and Eq. (11), a new hy-
bridization function �(z) is extracted and the loop is repeated
until convergence is reached.

The slave-particle methods can be used as an impurity
solver for this DMFT loop. The resulting Hamiltonian

Himp =
∑
kαβ

(Vkαβ ẑ†
α f †

α ckβ + H.c.) + Hint {ẑα} + Hc (12)

is still interacting. Various approximate schemes exist to
solve this impurity problem, including the noncrossing ap-
proximation (NCA) [26,27] and one-crossing approximation
(OCA) [27]. For the purpose of studying multiplets and the
comparison to the mean-field solution above, it suffices to
settle on a mean-field decoupling. As a result, Eq. (12) gives
Himp = Himp, f + Hz,ss, where Hz,ss is the same as in Eq. (5),
except that the expression for hα is modified to

hα =
∑
kβ

Vkαβ〈 f †
α ckβ

〉, (13)

and Himp, f is given by

Himp, f =
∑
kαβ

(Ṽkαβ f †
α ckβ + H.c.) +

∑
kα

εkαc†
kα

ckα
, (14)

where Ṽkαβ = Vkαβz∗
α . The impurity Green’s function is then

G f ,αβ (z) = 1

z − �̃αβ (z)
, Gd,αβ (τ ) = �αβ (τ )G f ,αβ (τ ).

(15)

It is clear that even though Gd (τ ) is factorizable, in this
scheme Glat (k, τ ) does not factorize, as opposed to (6), and
consequently the multiplets are generally dispersing. Another
manifestation of the noncommutativity of the two approxima-
tions is difference in Z computed from the two approaches.
We present a comparison of the two approaches for the single-
orbital case in the next section.

It is noteworthy that under the commonly used simplifi-
cation �(n, τ ) ≈ Z , then �I (z) = �lat (z) = (1 − Z )z and the
two approximation schemes discussed above are equivalent
as can be shown explicitly [8]. But the multiplets (the central
focus of this paper) would be lost in this approximation.

In the Kotliar-Ruckenstein four-boson method [2] or in ro-
tationally invariant slave bosons [3], the bosons are condensed
(treated as c-numbers) at zero temperature, which is another
(third) level of approximation, equivalent to �(n, τ ) ≈ Z
mentioned above. Since the time dependence of �(τ ) is lost
in this process, no atomic multiplet shows up in the spec-
tra. Gaussian corrections to the condensate simultaneously
(a) retrieve the Hilbert space of bosons and (b) account for
spatial and (c) temporal fluctuations mentioned before.

III. Z2 SLAVE-SPIN MEAN FIELD

The above discussion was general. In this section, we focus
on the Z2 slave-spin method [4], where at half filling ẑα = τ x

α

and the constraint 2 f †
α fα = τ z

α + 1 is applied on average, via
a Lagrange multiplier λα . Here τ a

α with a = x, y, z are Pauli
matrices that square to 1. Due to particle-hole symmetry, these
Lagrange multipliers vanish λα = 0 at the saddle point [8].

The fact that the U (1) charge is carried by the fα in this
method indicates that as long as t̃i j = ti j〈τ x

i τ x
j 〉 is nonzero

(even if 〈τ x〉 = 0) the bulk is conducting and the system is
not in a Mott phase [28]. Therefore, we only consider the
limit of large dimensions where the single-site approximation
is valid, the relation 〈τ x

i τ x
j 〉 = 〈τ x〉2 is satisfied, and 〈τ x〉 = 0

is equivalent to Mott localization [8,29].

A. Single band

In the single-band case, the Hamiltonian has the general
impurity form of Eq. (10) with α =↑,↓ and the interaction
Hint = Uñ↑ñ↓, where ñσ = d†

σ dσ − 1/2. Using the slave-spin
method we identify ñσ = τ z

σ /2, so that

Hz,ss = a↑τ x
↑ + a↓τ x

↓ + Uτ z
↑τ z

↓, (16)

where aσ = 2hσ = 2J zσ and J = −0.212D is the average
kinetic energy for a Bethe lattice of bandwidth D = 2t . A
better choice of basis is

|ψ±
1 〉 = |⇑↑ ⇓↓ ± ⇓↑⇑↓〉√

2
, |ψ±

2 〉 = |⇑↑ ⇑↓ ± ⇓↑⇓↓〉√
2

.

(17)

Here, |⇑σ 〉 or |⇓σ 〉 refers to the eigenstates of the
τ z
σ operator, where σ =↑,↓. In the paramagnetic regime
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a↑ = a↓ = a. Due to particle-hole symmetry |ψ−
1,2〉 decouples

and in the basis of |ψ+
1,2〉 the Hamiltonian reduces to Hz,ss =

ατ x + (U/4)τ z with α = 2a. This two-state problem can be
diagonalized with an SO(2) rotation(|ψg〉

|ψe〉
)

=
(

cos θ sin θ

− sin θ cos θ

)(|ψ+
1 〉

|ψ+
2 〉

)
, (18)

where tan 2θ = 2α/(E2 − E1) and the eigenenergies are

Eg/e = U/4 ∓
√

(U/4)2 + α2. (19)

Note that Eg(α → 0) ≈ −2α2/U . The mean-field study of
this problem has been discussed in the past [4,8,30]. In
the case of the Hubbard model, zσ = 〈ψg|τ x

σ |ψg〉 = sin 2θ .
By minimizing the free energy, it can be shown that Z ≡
|zσ |2 = sin2 2θ follows the Brinkman-Rice theory [31] Z =
[1 − u2]θ (1 − u), where θ (x) is the Heaviside step function,
u = U/Uc, and Uc = 16|J | = 3.36 × 2t .

In the case of an Anderson impurity, Z = |zσ |2 plays the
role of an “order parameter” for the Kondo physics. The
relation between aσ and zσ in Eq. (16) in this case can be
extracted from Eq. (13) or a minimization of the free energy
F = Ff + Fz(a) − 2az, and is given by [8]

aα = − 2

zα

∫
dω

π
f (ω)Im

[
Gαα

f (ω + iη)
]
. (20)

In both cases, the function �(τ ) at low temperature is equal
to

�(τ ) = 〈T τ x
↑(τ )τ x

↑〉 = Z + (1 − Z )e−|τ |�E , (21)

where �E = Ee − Eg and Z = sin2(2θg). Multiplying by
G f (τ ) and Fourier transforming,

G′′
d (ω) = ZG′′

f (ω) + (1 − Z )[G′′
f (ω + �E )θ (ω < −�E )

+ G′′
f (ω − �E )θ (ω > �E )]. (22)

Here, θ (ω) appears as a low-temperature limit of f (ω ±
�E ) + nB(±�E ) (Appendix C). The real part G′

d (ω) follows
from Eq. (22) using Hilbert transform.

On a Bethe lattice of bandwidth 2t with density of states
ρ(ε) = (πt )−1

√
1 − (ε/2t )2, we can plot the spectrum as

a function of frequency ω and the Bethe lattice energy ε.
Figure 2 shows a comparison between the (ε-resolved and
integrated) spectral function, as computed from Eq. (22) with
a Brinkman-Rice Z and a lattice G f , vs a DMFT calculation
with a slave-spin impurity solver where G f is the Green’s
function of the impurity. Overall, the two results look quite
similar. Note that the Hubbard bands are featureless in (a) but
disperse in (c) and there are slight differences in Z . From this
and the sum rules we expect the integrated area of the Hubbard
peaks to be similar in the two approaches; however more has
to be done to understand the similarity in their widths.

Since we do not have access to the exact many-body result,
an unbiased assessment of the relative accuracy of result
1 vs result 2 is beyond the scope of this work. However,
close to the Mott transition, slave spins behave poorly as the
impurity solver for DMFT due to the fact that �(z) = z −
�I − G−1

loc is nonanalytical, the so-called noncausality of the
impurity solver, which limits the practicality of the approach
2. Moreover, the necessity of a numerical implementation of

FIG. 2. A comparison of results 1 and 2 of Fig. 1 for a single-
band system at U = 4.5t . (a) The slave-spin mean-field spectral
function −G′′(ε, ω + iη) as a function of frequency and the Bethe
lattice energy ε. (b) The local spectral function, with Z = 0.56.
(c) The result of using slave spins as the impurity solver for DMFT
which gives Z = 0.63. (d) The local spectral function from DMFT.

the Hilbert transform obscures the analytical tractability of the
method in the second approach. Therefore, in the following
we use the analytical approach 1 and compare it to a DMFT
study with an exact impurity solver.

B. Two-band model

In the two-band model, the impurity problem is given by
Eq. (10) with α = 1 ↑, 1 ↓, 2 ↑, 2 ↓. To make a connection to
Ref. [13] we choose the same form of simplified interaction,

Hint = U
∑

i

2∑
m=1

ñim↑ñim↓ + U12

∑
i

∑
σσ ′=↑,↓

ñi1σ ñi2σ ′

=
∑

i

{
U

2
(ñi1↑ + ñi1↓ + ñi2↑ + ñi2↓)2 − U

2

−�(ñi1↑ + ñi1↓)(ñi2↑ + ñi2↓)

}
, (23)

where ñα ≡ n f α − 1/2 and � = U − U12 is the difference
between the intra- and interorbital Coulomb couplings. We
will drop the −U/2 constant term in the following. While this
form of the interaction is simpler to follow, we have obtained
qualitatively similar results with a more general Kanamori
Hamiltonian.

Within the slave-spin method this becomes

Hz,ss =
∑
mσ

amσ τ x
mσ + Hint

[
ñα → τ z

α

]
. (24)

As before, amσ = 2Jmzmσ and Jm ∝ Dm and in the paramag-
netic regime, amσ = am and zmσ = zm. The Hamiltonian is a
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FIG. 3. The relevant sector of the slave-spin Hamiltonian (see
Appendix B), with states given in Eqs. (25). The black circles
represent atomic states at the atomic energies, corresponding to the
diagonal part of the slave-spin Hamiltonian. The quantities 2a1,
2a2, . . . represent the off-diagonal elements of the slave-spin Hamil-
tonian coupling the atomic states, as a result of which the eigenstates
will shift accordingly. At OSM phase a2 = 0, and the Hamiltonian
breaks into C1 and C2 sectors, with the ground state in sector C1 due
to larger level repulsion and lower energies. The transitions caused
by τ x

1σ and τ x
2σ are indicated by blue and red arrows, respectively. The

bright red arrow is to the holon-doublon bound state |ψ21〉.

16 × 16 matrix, and the full calculation of the wave functions,
eigenenergies, and correlation functions �11(τ ) and �12(τ ) is
done numerically.

Here in order to get an analytical insight, we rather make a
simplifying assumption that the system is already in an OSM
regime, a2 = 2J2z2 = 0. As a result, the relevant sectors of
the Hamiltonian (Appendix B), shown diagrammatically in
Fig. 3, break into two 2 × 2 matrix blocks with level repulsion
α1 = 2a1 and α2 = √

2a1. The vertical axis is the energy. The
diagonal elements of the matrix are represented by black/gray
dots and the off-diagonal matrix elements are represented by
the black/gray lines connecting the dots. The basis and the
diagonal energies are

|ψ11〉 = | ⇑↑⇓↓ + ⇓↑⇑↓〉1√
2

| ⇑↑⇓↓ + ⇓↑⇑↓〉2√
2

, E11 = 0,

|ψ21〉 = | ⇑↑⇑↓〉1| ⇓↑⇓↓〉2+| ⇓↑⇓↓〉1| ⇑↑⇑↓〉2√
2

, E21 =�,

|ψ12〉 = | ⇑↑⇑↓ + ⇓↑⇓↓〉1√
2

| ⇑↑⇓↓ + ⇓↑⇑↓〉2√
2

, E12 = U

2
,

|ψ22〉 = | ⇑↑⇓↓ + ⇓↑⇑↓〉1√
2

| ⇑↑⇑↓ + ⇓↑⇓↓〉2√
2

, E22 = U

2
,

|ψ3〉 = | ⇑↑⇑↓〉1| ⇑↑⇑↓〉2+| ⇓↑⇓↓〉1| ⇓↑⇓↓〉2√
2

, E3 =2U .

(25)

In the following we assume that the fully empty/filled states
|ψ3〉 can be discarded. This is justified close to the Mott
transition [8]. In terms of these, the eigenfunctions j = 1, 2
for the sector i = 1, 2 are(|ψ̃i1〉

|ψ̃i2〉
)

=
(

cos θi sin θi

− sin θi cos θi

)(|ψi1〉
|ψi2〉

)
, (26)

where tan 2θi = 2αi/(E2i − E1i ) and the eigenenergies

Ẽi j = Ei1 + Ei2

2
− σ j

√
[(Ei1 − Ei2)/2]2 + α2

i , (27)

where σ1 = −σ2 = 1. The level repulsions are α1 = 2a1 and
α2 = √

2a1. The ground state belongs to the sector i = 1. The
correlation functions �ii(τ ) ≡ 〈T τ x

i↑(τ )τ x
i↑〉 are then

�11(τ ) = Z1 + (1 − Z1)e−|τ |(Ẽ12−Ẽ11 ),

�22(τ ) = e−|τ |(Ẽ21−Ẽ11 ) sin2(θ2 + θ1)

+ e−|τ |(Ẽ22−Ẽ11 ) cos2(θ1 + θ2), (28)

where as before Z1 = sin2(2θ1).

1. Holon-doublon peaks in orbital-selective Mott phases

Equations (25) and (28) show that the lowest-energy in-
termediate state accessed by �22 is the doublon-holon state
|ψ21〉. Whereas the other states are product states of two
different orbitals, the doublon-holon state (as well as the
high-energy state |ψ3〉) is an entangled state of a doublon
occupancy in either the first or second orbital and a holon in
the other one.

This state is only accessible to the spectral function via the
excited state |ψ12〉, i.e., when the first (wider) band is metallic.
It is instructive to study this effect on a two-site problem
where one site is interacting and the other site plays the role
of a noninteracting bath [13]. This is studied explicitly in
Appendix A, and here we discuss the main result. Figure 4
shows the relevant sectors of a two-site Hamiltonian when
t2 = 0 (emulating Mott localization of the second band). The
states of the impurity α1 and α2 and the bath β1 are indicated
in the form |α1α2, β1〉. The blue and red arrows are the transi-
tions caused by d†

1σ and d†
2σ , respectively. The ground state is

in the central sector and contains an admixture of the excited
state due to the off-diagonal mixing 2t1. The spectral function
of the first (delocalized) orbital, probed by the blue arrows,
contains renormalized Hubbard peaks as well as a peak near
zero frequency which would evolve into an Abrikosov-Suhl
resonance when the number of bath sites increases [32]. The
holon-doublon state |02, 2〉 is only accessible via the excited-
state admixture (shown in bright red) and would disappear for
t1 = 0. In other words, in the fully atomic limit, |02, 2〉 is a
dark state and is only visible when t1 �= 0.

The slave-spin method is capable of capturing the correla-
tions discussed above in the two-site problem (Appendix A)
as well as the DMFT results of Núñez Fernández et al. [13]
for the Hubbard model. Within the single-site approximation,
the Hamiltonian of the slave-spin sector is the same in all
these cases [Eq. (24) and Fig. 3], while the mean values of
the parameters a1 and a2 are different. The transitions probed
by the τ x

2σ in the slave-spin Hilbert space are marked by red
in Fig. 3. The action of τ x

2σ on |ψ11〉 leads to |ψ21〉 whereas

125150-5



KOMIJANI, HALLBERG, AND KOTLIAR PHYSICAL REVIEW B 99, 125150 (2019)

FIG. 4. Exact diagonalization of a two-site problem. The relevant
sectors of the Hamiltonian of a two-orbital impurity with one bath
site (Appendix A) when t2 = 0. The states of the impurity α1 and α2

and the bath β1 are indicated in the form |α1α2, β1〉. Blue and red
arrows indicate the transitions caused by d†

1σ and d†
2σ , respectively.

The bright red transition is to the holon-doublon state at energy �,
only accessible from the ground state if t1 is nonzero. The ellipses
on the left and right indicate other sectors of the Hamiltonian, not
involved in the ground state and not accessible with d†

1,2.

its acting on |ψ12〉 leads to |ψ22〉 (bright red). Therefore, only
if the ground state contains an admixture of |ψ12〉, i.e., when
θ1 �= 0 and the first band is metallic, does the holon-doublon
state appear in the spectral function of the second orbital, or
vice versa.

Assuming that the second orbital is in the Mott phase, in the
impurity model G f 2(τ ) = −sgnτ/2, and in the lattice model
G f 2(n, τ ) = −δn0sgnτ/2. Multiplying by �22(τ ) and Fourier
transforming we find

2Gd2(z) = sin2(θ2 + θ1)

z − (Ẽ21 − Ẽ11)
+ cos2(θ1 + θ2)

z − (Ẽ22 − Ẽ11)
− (z → −z).

(29)

The first term is the doublon-holon peak observed by the
DMFT [13] in the spectrum of the narrow band in the OSM
regime. The spectrum of the wider (itinerant) band is not
affected and is essentially given by the results of previous sec-
tion, Eq. (22), up to an enhancement of the effective Coulomb
energy U/2 → U/2 + � by the interorbital interaction.

2. Comparison with DMFT and discussion

Figure 5 compares the result of the calculation of the spec-
trum from the slave-spin method with that of DMRG+DMFT
[13]. Figure 5(a) shows a comparison of the spectra in the
OSM-phase regime in the presence of interorbital interaction
� = 0.3 and t2/t1 = 0.5. The incoherent broadening of the
Hubbard peaks are not captured in the mean-field theory.
However, a zoom into the low-frequency part in Fig. 5(b)
shows that there is a good agreement on the position and the
amplitude of the holon-doublon resonance between the two
methods.

FIG. 5. A comparison of the spectral results between slave-spin
mean field (continuous lines in dark color) and DMFT+DMRG
(dashed lines without/with data points in left/right panels in bright
color). The spectra of wider/narrower channels are shown in
blue/red color. (a) In the presence of interorbital interaction � = 0.3,
t2/t1 = 0.5, U = 3, and t1 = 0.5. (b) A zoom into the low-frequency
part of (a). (c) No interorbital interaction � = 0, t2/t1 = 0.05, U =
3.2, and t1 = 0.5. (d) A zoom into the low-frequency part of (c).

In spite of the qualitative agreements for � �= 0, there are
some disagreements for � = 0 between slave-spin mean-field
predictions and the DMFT+DMRG numerics. Figure 5(c)
compares the spectra for � = 0 and large anisotropy t2/t1 =
0.05. The slave-spin mean-field predicts the OSM phase in
this regime, whereas DMFT predicts a finite Z . A zoom
into the low-frequency part of the spectra in Fig. 5(d) shows
that in contrast to the DMFT result, for � = 0 the spectrum
of the narrow band remains gapped and the wave-function
renormalization remains zero [also Fig. 5(a)] in the mean-field
solution.

The origin of this gap can be traced back to the pole z =
Ẽ21 − Ẽ11 in Eq. (29). When � → 0, this gives

z →
√

(U/4)2 + 4a2
1 −

√
(U/4)2 + 2a2

1. (30)

If a1 � U this is at z = (2 − √
2)a1 and for a1 � U is z →

4a2
1/U , which linearly or quadratically depends on the width

of the wider channel (or TK1 in the case of impurity). There-
fore, the peak is expected to remain at finite frequency and
follow the width of the coherent band in the wider channel.

Equations (28) and (29) show that although the total spec-
tral weight of the two orbitals is equal to one, sin(2θ1) �=
sin(θ1 + θ2) and thus the weight of two holon-doublon peaks
in the second orbital is not equal to the weight of the coher-
ence band in the first orbital, in contrast to the observation
of Ref. [13]. θi ∈ (0, π/4) quantifies the admixture of the
high-energy state in the ground state of block i. For �/U � 1,
we have θ2 < θ1 and the coherence peak has higher spectral
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FIG. 6. The spectrum of the two bands in the absence of in-
terorbital interaction � = 0 from slave-spin mean-field method.
(a), (b) OSM phase driven by bandwidth anisotropy and t2/t1 = 0.1.
The middle inset shows the wave-function renormalizations vs U/Uc1

for the first (blue) and second (red) bands. (c), (d) The locking
regime t2/t1 = 0.3. The doublon-holon peaks develop into bands in
the spectrum of the narrower band in addition to the coherence band.
Middle inset: Wave-function renormalizations.

weight than the doublon-holon peaks. But for 2�/U > 1 −
1/

√
2 this trend reverses.

When both bands are metallic, all five states mix to create
various eigenstates. When a2 is small, we can assume that the
energies of |ψ̃i j〉 are only slightly modified from the OSM-
phase regime and |ψ̃11〉 is still the ground state. However,
the low-lying excited state |ψ̃21〉 receives some admixture of
|ψ12〉 of O(a2). Therefore, 〈ψ̃21|τ x

1σ |ψ̃11〉 = O(a2) is nonzero
leading to the appearance of a weak resonance feature in the
function �1(z) at energy Ẽ21. This feature is further weakened
due to convolution with the coherence band G f (z) and appears
as slight modulation of the coherence band in the wider
orbital.

3. Further numerical results from slave spin

In this section, we summarize the numerical solution to the
slave-spin mean-field equations. Figure 6 shows the evolution
of quasiparticle peaks with Hubbard U for � = 0, equivalent
to zero Hund’s coupling in the Kanamori-Hubbard model.
Figures 6(a) and 6(b) show the case of t2/t1 = 0.1 which
contains the OSM-phase regime (according to mean field).
The wide-band spectrum shows the coherent peak as well as
renormalized Hubbard peaks. In the narrow-band spectrum
the coherent peak disappears at U/Uc1 ∼ 0.2 (top inset) while
a doublon/holon resonant feature appears at ω/t1 ∼ 0.5 which
follows the evolution of the coherent band in the first (wider)
orbital, and going to zero when the first orbital enters the
Mott phase. Figures 6(c) and 6(d) show the case of t2/t1 = 0.3
which is the locking regime (bottom inset). The spectrum of

FIG. 7. The spectrum of the narrower band in the presence
of interorbital interaction � = 0.05Uc1 from slave-spin mean-field
method: (a) t2/t1 = 0.1 and (b) t2/t1 = 0.3. OSM phase driven by
bandwidth anisotropy and �. The insets shows the wave-function
renormalizations vs U/Uc1.

the wide band is similar to before, but the narrow band is
different in that (a) there is a coherent peak at ω ∼ 0. Instead
of doublon-holon peak, we have a doublon-holon band whose
splitting follows the width of the coherent band in the first
orbital. There are additional fine structures in the Hubbard
peaks in this case.

Figures 7(a) and 7(b) show the evolution of quasiparticle
peaks in the narrower (second) band in presence of the in-
terorbital interaction �/Uc1 = 0.05 for (a) t2/t1 = 0.1 and (b)
t2/t1 = 0.3 with the wave-function renormalizations shown in
the insets. The spectrum of the wider band is similar to the
� = 0 case. In both cases the doublon/holon quasiparticles
are present but they disappear (at the Mott transition of the
wider band) while their splitting is still finite.

IV. CONCLUSIONS

We have introduced a general formalism by which slave-
particle methods capture atomic multiplets in the spectrum of
nearly Mott localized orbitals. We studied the commutativity
of the mean-field decoupling and single-site approximation,
showing that the multiplets get renormalized and acquire
dispersion within DMFT. We used slave spins and applied our
formalism to reproduce the holon-doublon peak found in the
DMFT results of Núñez Fernández et al. [13] for the two-band
Hubbard model. Overall there is a good agreement between
DMFT and slave-spin mean field. However, in contrast to
DMFT, the splitting between holon-doublon peaks in slave-
spin mean-field solution does not go to zero in the limit of zero
Hund’s coupling, in consistency with an OSM phase. This
raises the question of whether quantum fluctuations beyond
mean field can destroy the OSM phase in the absence of
Hund’s coupling, which we leave for the future.
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two-site problem. |α, β〉 = |α〉d |β〉c are the atomic states of the dot
d and conduction site c, where α, β = 0,↑, ↓, 2. Each atomic state
is marked by a filled circle at the corresponding atomic energy. The
black line denotes the transitions caused by tunneling, whereas the
blue lines are transitions probed in the Green’s function.
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APPENDIX A: TWO-SITE PROBLEM

1. Single-orbital case

The Hamiltonian is H = H0 + HT + Hc, where

H0 = U

2
(n↑ + n↓)2, HT =

∑
σ

(td†
σ cσ + H.c.). (A1)

In the two site problem, at half filling we have Hc = 0. The
Hamiltonian has SUcharge(2) ⊗ SUspin(2) symmetry. Anticipat-
ing future symmetry-lowering additions, we use a smaller
Ucharge(1) ⊗ Uspin(1) symmetry to label states with Qz and
Sz. The distinct atomic states are denoted by filled circles at
corresponding energy in Fig. 8, and the transition between
them by HT are marked in black. As a result, the Hamiltonian
is block diagonal and the largest block is 2 × 2 corresponding
to three two-level systems on the right of Fig. 8. Each group
of atomic states connected by lines forms a block. The larger
the off-diagonal element of the block, the larger is the level re-
pulsion. Therefore, the ground state is given by the rightmost
block:

Eg = U/4 −
√

(U/4)2 + 4t2
1 , (A2)

|ψg〉 = cos θg
|↑,↓〉 + |↓,↑〉√

2
+ sin θg

|2, 0〉 + |0, 2〉√
2

(A3)

with θg = tan−1(Eg/2t1). The Green’s function is

G(τ ) = 〈−T d↑(τ )d†
↑(0)〉. (A4)

At zero temperature and positive time τ > 0 we have

GD(τ ) ≡ G(τ > 0) = −〈ψg|eτH d↑e−τH1d†
↑|ψg〉. (A5)

The blue lines in Fig. 8 show the transition caused by acting
with d†

1 on the ground-state block. The result is creation of a
“doublon” at the impurity site, which belongs to the second
rightmost block. The intermediate states in 1 are

|ψ±〉 = cos θ±|σ, 2〉 + sin θ |2, σ 〉 (A6)

with the energies

E± = U/4 ±
√

(U/4)2 + t2
1 , (A7)

where θ± = tan−1(E±/t1). Therefore, we find

Gd (z) = 1

2

∑
a=±

[
sin2(θg + θ±)

z − (Ea − Eg)
− (z → −z)

]
, (A8)

where we used that the matrix element is given by
〈ψa|d†

↑|ψg〉 = sin(θa + θg)/
√

2. This spectrum is composed
of two resonances symmetric with respect to ω = 0. The two
energies have simple approximations in the limit of large U :
one at ∼t2/U and the other at ∼U/2. The low-frequency
resonance at ω = E− − Eg is the single-bath site signature of
the Abrikosov resonance peak (metallic regime), whereas the
high-frequency resonance at ω = E+ − Eg is the renormalized
Hubbard peak.

Slave spin

It is remarkable that the same structure comes from the
slave-spin method. After mean-field decoupling of slave spins
and the quasiparticles we find H = Hf + Hz,ss − 2az, where
Hf = ∑

σ (t̃ f †
σ cσ + H.c.) and t̃σ = zσ t . Diagonalizing Hf us-

ing molecular bonding/antibonding states we find

H = t̃ ( f †
+σ f+σ − f †

−σ f−σ ),
√

2 f± = f ± c. (A9)

The mean-field parameter z can be worked out from minimiz-
ing F (a, z) = Ff + ES (aσ ) − �σ aσ zσ . Eliminating a gives [8]

ES = U

4

[
1 − 1√

1 − z2

]
(A10)

and

F (z) = Ff (z) − U

4
[1 −

√
1 − z2]. (A11)

In the present problem Ff = −2stz. Therefore,

z = [1 + (U/8t )2]−1/2. (A12)

The Green’s function G f (τ ) = 〈−T f (τ ) f †〉 for τ > 0 is

G f (τ ) = −1

2
sgnτe−t̃ |τ |. (A13)

Multiplying this by �(τ ) from Eq. (21) we find

Gd (z) = 1

2

[
Z

z − t̃
+ 1 − Z

z − (t̃ + �E )
− (z → −z)

]
,

which again has the two peak structure we saw previously.
Figure 9 shows a comparison of the exact solution to the

one obtained from the slave-spin method in the single-orbital
two-site problem for U = 10t . It can be shown that when
U/t � 1 or U/t � 1 the two plots coincide.

2. Two-orbital problem

In the two-orbital case, we can again diagonalize the
Hamiltonian and the states are of the form |α1α2, β1, β2〉.
Assuming t2 = 0, the state |β2〉 factors out and we can drop
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FIG. 9. A comparison of the exact vs slave-spin solutions of the
single-orbital two-site problem for U = 10t . The smaller hybridiza-
tion gap and the larger Hubbard gap are seen in the spectra. For
U � t and U � t the two solutions agree much better than the
intermediate regime shown here.

it. The remaining states depend on whether α2 =↑,↓ or α2 =
0, 2. In the former case, again |α2〉 factors out (does not mix):

∀α2 =↑,↓, |α1α2, β1〉 = |α2〉|α1, β1〉, (A14)

since as long as α2 is singly occupied, the interaction is
blind to the spin of α2, and we get again the representation
of Fig. 8 for each α2 =↑,↓. However, for α2 = 0, 2 the
states mix and we find a new set of atomic states shown in
Fig. 10. Each block has distinct Qz and Sz quantum numbers.
The rightmost block of Fig. 8 has the lowest energy and is
the ground state (degenerate due to α2 =↑,↓). The Green’s
function Gd1(τ ) = 〈−T d1(τ )d†

1 〉 is, therefore, as calculated
before. In order to calculate Gd2(τ ) = 〈−T d2(τ )d†

2 〉, we need
to see which transitions are causes when d†

2 acts on the ground

FIG. 10. A block-diagonal diagrammatic representation of the
sectors of the Hamiltonian for two-orbital two-site problem, assum-
ing t2 = 0 and the second orbital, denoted by α2 in |α1α2, β1〉, is
restricted to empty or fully occupied states α2 = 0, 2 due to the
choice t2 = 0. For each of the α2 =↑,↓ states, the Hamiltonian
becomes a copy of single-orbital physics in Fig. 8. Again the black
circles show the diagonal entries of the Hamiltonian matrix with
the corresponding energy and the lines between the circles show the
off-diagonal entries of the Hamiltonian.

FIG. 11. A combination of Fig. 8 and Fig. 10 to highlight the
ground-state (middle) block for the two-site problem. The creation
operators d†

1 and d†
2 cause transitions marked in blue and red,

respectively. See the main text.

state. This is shown in Fig. 11 where the right side of Fig. 8 is
shown in combination with the left side of Fig. 10. Transitions
caused by d†

2 to the states with a doublon at orbital 2 are
shown in red color in this diagram. The transition caused by
d†

1 follows the same blue arrows we had before, and therefore
G1(τ ) is not modified. For G2(τ ) we have

G2(τ > 0) = −e−β	〈ψg|eτH d2↑e−τH1d†
2↑|ψg〉. (A15)

The intermediate states appearing in 1 are indicated in the
figure, have energies En for n = 1, 2, 3, and are of the form

|ψn〉 = αn|02, 2〉 + βn
|↑ 2,↓〉 + |↓ 2,↑〉√

2
+ γn|22, 0〉.

(A16)

The parameters αn, βn, γn, En have to be determined by diag-
onalizing the corresponding 3 × 3 matrix. As a result

G2(z) = 1

2

∑
n

[ |mng|2
z − (En − Eg)

− (z → −z)

]
. (A17)

Using Eqs. (A3) and (A16) we have

mng = 〈ψn|d†
2↑|ψg〉 = βn cos θg + αn + γn√

2
sin θg, (A18)

where θg determines the degree of the admixtures in the
ground state.

Slave spin

The diagrammatic representation of the slave-spin Hamil-
tonian is shown in Fig. 3 with the states listed in Eq. (25).
Most generally, at zero temperature the doublon part of �2(z)
is given by

�2(z) = |m21,g|2
z − �E21

+ |m22,g|2
z − �E22

+ |m3,g|2
z − �E3

+ (z → −z),

where �En ≡ En − Eg. The lowest-energy resonance is in the
first term. Keeping only that term and writing both doublon
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FIG. 12. A representation of the atomic states of the slave-spin
Hamiltonian. The blue/red lines are transitions caused by τ x

1σ and
τ x

2σ , respectively, with amplitudes indicated. The dashed lines have
an amplitude with a sign that depends on σ and they all drop out in
the paramagnetic phase of the Hamiltonian.

and holon contributions we have

�(z) = |m+2,g|2
[

1

z − �E21
− 1

z + �E21

]
. (A19)

APPENDIX B: DIAGONALIZING THE
SLAVE-SPIN HAMILTONIAN

Using the notation

|↑1〉 = |⇑1↑ ⇓1↓〉, |21〉 = |⇑1↑ ⇑1↓〉, |01〉 = | ⇓1↑⇓1↓〉,
a simplified choice of basis for atomic states is given by

|ψ11±〉 = |↑1〉 + |↓1〉√
2

|↑2〉 ± |↓2〉√
2

, (B1)

|ψ13±〉 = |↑1〉 − |↓1〉√
2

|↑2〉 ∓ |↓2〉√
2

, (B2)

|ψ12±〉 = |21〉 ± |01〉√
2

|↑2〉 + |↓2〉√
2

, (B3)

|ψ22±〉 = |↑1〉 + |↓1〉√
2

|22〉 ± |02〉√
2

, (B4)

|ψ23±〉 = |21〉 ∓ |01〉√
2

|↑2〉 − |↓2〉√
2

, (B5)

|ψ24±〉 = |↑1〉 − |↓1〉√
2

|22〉 ∓ |02〉√
2

, (B6)

|ψ21±〉 = |21〉|02〉 ± |01〉|22〉√
2

, (B7)

|ψ3±〉 = |21〉|22〉 ± |01〉|02〉√
2

, (B8)

and their energies are shown in the vertical axis in Fig. 12. The
transitions caused by acting on these atomic states with τ x

1σ

and τ x
2σ are indicated in blue and red, respectively, with the

indicated amplitudes. Since the kinetic Hamiltonian arτ
x
rσ has

equal amplitudes for σ =↑,↓, the dashed lines cancel each
other and they drop out.

For the purpose of the paper note that when t2 = 0 or a2 =
0, all the red lines (as well as all the blue dashed lines) drop
out and the Hamiltonian becomes a doubly degenerate (plus
and minus sectors) version of Fig. 3. Moreover, a chemical
potential μ couples the two sectors.

APPENDIX C: SPECTRAL REPRESENTATION OF Gd

Equation (6) in the real frequency reads

G′′
d (ω) = −

∫
dx

π
G′′

f (ω − x)�′′(x)[ f (ω − x) + nB(−x)],

where G′′(ω) ≡ Im[G(ω + iη]. This can be combined with
Eq. (8), but to go to zero temperature, we need to separate
out the wave-function normalization part. Assuming that the
slave-spin Hamiltonian has a nondegenerate ground state, the
resulting spectrum at zero temperature is

G′′
d (ω) = ZG′′

f (ω)

+
∑
n �=g

[G′′
f (ω + �En)θ (−ω > �En)|〈n|zα|g〉|2

+ G′′
f (ω − �En)θ (ω > �En)|〈g|zα|n〉|2]. (C1)

Here, �En = En − Eg and the ground state is treated sepa-
rately and excluded from the summation.
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