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Microscopic theory of electric polarization induced by skyrmionic order in GaV4S8
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The lacunar spinel GaV4S8 was recently suggested to be a prototype multiferroic material hosting skyrmion
lattice states with a sizable polarization P coupled to magnetic order. We explain this phenomenon on the
microscopic level. On the basis of density functional theory, we construct an effective model describing
the behavior of magnetically active electrons in a weakly coupled lattice formed by molecular orbitals of
the (V4S4)5+ clusters. By applying superexchange theory combined with the Berry-phase theory for P, we
derive a compass model relating the energy and polarization change with the directions of spins ei in magnetic
bonds. We argue that, although each skyrmion layer is mainly formed by superexchange interactions in the
same plane, the spin dependence of P arises from the stacking misalignment of such planes in the perpendicular
direction, which is inherent to the lacunar spinel structure. We predict a strong competition of isotropic, ∼eie j ,
and antisymmetric, ∼ei × e j , contributions to P that explains the experimentally observed effect.
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Introduction. In recent years, magnetic skyrmions [1,2],
topologically protected spin textures, have attracted high lev-
els of interest due to their various potentials in the emerging
field of spintronics [3]. In most cases, they are stabilized by
Dzyaloshinskii-Moriya (DM) interactions in compounds with
macroscopically broken inversion symmetry [4,5]. Owing
to their topology and nanometer size, skyrmions behave as
particle objects that can be moved over macroscopic distances
by applying low-density electric currents [6,7] making them
suitable candidates for applications in low-power nanoelec-
tronics and data storage [8].

Skyrmionic states have been theoretically predicted to oc-
cur in crystals belonging to certain crystallographic classes,
which can be either polar or nonpolar [1]. Being mostly ob-
served in nonpolar chiral structures, skyrmions in polar crys-
tals are also of great interest due to their interplay with electric
polarization, giving rise to fascinating multiferroic properties.
Until recently, Cu2OSeO3 was the only known multiferroic
material hosting a skyrmionic state [9,10]. Shortly after its
first observation, an electric field control of the skyrmion
lattice in Cu2OSeO3 has been reported, indicating that many
emergent properties of the skyrmion state can be tailored to
the properties of a host material [11,12]. Overall, multiferroic-
ity may give rise to many new prospects in a nondissipative
electric field control of magnetic objects, and the existence
of skyrmionic states in insulating magnetoelectric materials
holds many potential applications for new-generation elec-
tronic devices.

Recently, a novel host material has been reported to exhibit
these properties [13]. GaV4S8 is a member of the lacunar
spinel family with a noncentrosymmetric nonpolar cubic
F 4̄3m structure, which at 38 K undergoes a structural transi-
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tion to the polar rhombohedral R3m phase [14], giving rise to
the ferroelectric polarization ∼6000 μC/m2 along the rhom-
bohedral direction z ‖ [111] [15]. A complex phase diagram
comprising paramagnetic, ferromagnetic (FM), skyrmion, and
cycloidal states has been demonstrated, where the spin-driven
excess polarization was assigned in each magnetic phase with
a total value of ∼100 μC/m2, almost two orders of magnitude
larger than that of Cu2OSeO3 [15].

The existence of multiple ferroelectric phases in GaV4S8

indicates a complex interplay of charge, spin, and lattice
degrees of freedom, making their theoretical description ex-
tremely important. Nevertheless, a rigorous theory of mag-
netoelectric coupling in skyrmion materials is lacking. It
remains largely unknown what mechanisms are responsi-
ble for this coupling, what aspects of the crystal structure
play an essential role, and how a spin texture contributes
to electric polarization in each ferroelectric phase. Thus,
the purpose of this Rapid Communication is to fill this
gap and explain the multiferroic properties of GaV4S8 on a
microscopic level, through the rigorous Berry-phase theory
of electric polarization combined with a realistic modeling
approach.

Electronic model. According to electronic structure calcu-
lations within the local density approximation (LDA) [16],
as implemented in the VASP [17] and QUANTUM ESPRESSO

[18] packages, the group of bands near the Fermi level is
dominated by the V 3d states [Fig. 1(a)], which strongly
hybridize within each of the (V4S4)5+ clusters, thus form-
ing molecular-type orbitals. The hybridization between these
molecular orbitals is considerably weak and leads to weakly
dispersive bands. In the F 4̄3m phase, the molecular states
belong to the a′

1, e′, and t2 representations and are filled
with seven electrons. Thus, the low-lying a′

1 and e′ states are
double occupied and do not contribute to magnetism, while
the highest threefold degenerate t2 level accommodates one
unpaired electron. The rhombohedral distortion in the R3m
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FIG. 1. (a) Bands located near the Fermi level as calculated
within LDA including spin-orbit coupling for the low-temperature
GaV4S8. (b) Wannier functions representing the high-lying a1 and e
states. (c) Density of states as obtained from LDA and Hartree-Fock
calculations. (d) Schematic view of the V4 clusters with nearest
neighbors.

phase lifts the degeneracy of the t2 level, splitting it into a
single a1 and twofold degenerate e states.

Carrying a local S = 1
2 moment, the (V4S4)5+ clusters

can be regarded as magnetic building blocks, and the corre-
sponding molecular a1 ⊕ e orbitals associated with the lat-
tice of the V4 tetrahedra can be chosen as a proper basis
for the low-energy electronic model. In this regard, conven-
tional band-structure methods may fail to properly include
the electronic correlations between these composite molec-
ular orbitals. Moreover, the complexity of skyrmion lattices,
including hundreds of magnetic sites, is beyond the current
abilities of ab initio techniques, and a model Hamiltonian
approach turns out to be an essential tool to study the magnetic
properties of GaV4S8. Thus, our first goal is to construct an
effective Hubbard-type model while taking full advantage of
the ab initio calculations in the Wannier basis,

Ĥel = Ĥkin + ĤCF + ĤSO + ĤU . (1)

The kinetic energy, Ĥkin = ∑
i �= j

∑
abσ t ab

i j ĉσ†
ia ĉσ

jb , crystal-field

splitting, ĤCF = ∑
i,a∈e,σ � ĉσ†

ia ĉσ
ia , and spin-orbit coupling

(SOC) terms are identified through the matrix elements of
the LDA Hamiltonian in the basis of molecular-type Wannier
orbitals [19,20]; ĉσ†

ia (ĉσ
ia ) are the corresponding creation

(annihilation) operators of an electron with spin σ at site i and
orbital a [a = 1 stands for the a1 = dz2 orbital, and a = 2 and
3 stand for, respectively, e = dxy and dx2−y2 orbitals, carrying
also some weight of the yz and zx symmetry [21], as shown in
Fig. 1(b)].

The full set of model parameters is presented in the
Supplemental Material [22]. The polar rhombohedral
distortion gives rise to the crystal-field splitting,
� = 98.1 meV. The site-diagonal part of ĤSO includes
a conventional “spherical” term and the Rashba-type
(R) contribution arising from the distortion [23],
ĤSO = ζSO

∑
i L̂i · Ŝi − ζ R

SO

∑
i (L̂x

i Ŝx
i + L̂y

i Ŝy
i ), where the

angular momentum operator is given in a compact form
in terms of the antisymmetric Levi-Civita symbol as
(L̂x

i )
ab = −iε2ab, (L̂y

i )
ab = −iε3ab, and (L̂z

i )
ab = iε1ab, and

the calculated SOC constants are ζSO = 23.0 meV and
ζ R

SO = 1.3 meV. The theory of superexchange (SE) used
below utilizes only those hopping parameters that involve the
occupied a1 orbital,�ti j = (t11

i j , t12
i j , t13

i j ). For the in-plane bonds
[ j = 1–6 in Fig. 1(d)] these parameters are given by �t0 j =
(−1) jt S

‖ (0, sin π j
3 , cos π j

3 ) + tA
‖ (θ‖, cos π j

3 ,− sin π j
3 ), where

t S
‖ = −25 meV and tA

‖ = −16 meV stand for symmetric and
antisymmetric parts, respectively, and θ‖ = 0.25. For the
out-of-plane bonds [ j = 1′–6′ in Fig. 1(d)] we have �t0 j =
(−1) jt S

⊥(0, − sin π j
3 , cos π j

3 ) + tA
⊥(θ⊥, − sin π j

3 , cos π j
3 ),

where t S
⊥ = −23 meV, tA

⊥ = −22 meV, and θ⊥ = 0.15.
Finally, the screened on-site Coulomb interactions,

ĤU = 1

2

∑

i

∑

σσ ′

∑

abcd

U abcd ĉσ†
ia ĉσ ′†

ic ĉσ
ib ĉσ ′

id , (2)

were evaluated by using the constrained random phase ap-
proximation (cRPA) [24]. The calculated values are U ≡
Unnnn = 0.68 eV and J ≡ Unmmn = 0.08 eV for the intraorbital
Coulomb and Hund’s rule exchange interactions, respectively.
These values are not particularly strong because the molecular
t2 orbitals are rather extended in space, considerably reducing
the bare interactions compared to their regular atomic values.
Furthermore, the bare interactions are efficiently screened
in cRPA due to the proximity of the target t2 bands to the
occupied a′

1 and e′ bands of the same V 3d character [25].
Nevertheless, U remains the largest parameter of the model
that justifies the use of SE theory for constructing the spin
model in the limit t̂i j 
 U [26].

The electronic model (1) can be solved in the mean-field
Hartree-Fock approximation [25], and the FM state with the
indirect band gap of 0.15 eV is found to be the ground
state for the low-temperature phase of GaV4S8 [Fig. 1(c)].
Given the large hopping parameters between occupied a1 and
empty e states, the FM ground state is also favored by the
Goodenough-Kanamori rule [27,28].

Spin model. In the atomic limit, a single t2 electron resides
at the lowest Kramers doublet of ĤCF + ĤSO, |αi〉, and the
corresponding Wannier function at site i, |wi〉 = |αi〉, spec-
ifies the direction of spin as ei = 〈αi|σ|αi〉/|〈αi|σ|αi〉|. The
inclusion of t̂i j will induce the tails |αi→ j〉 of |wi〉 spreading
to neighboring sites j,

|wi〉 ≈ |αi〉 + |αi→ j〉, (3)

which can be evaluated within perturbation theory to first
order in t̂i j by considering virtual hoppings into the subspace
of unoccupied states at the neighboring sites (and vice versa)
as |αi→ j〉 = M̂ j t̂ ji|αi〉, where

M̂ j =
∑

M

P̂ j | jM〉〈 jM|P̂ j

E jM
,

EjM and | jM〉 are, respectively, eigenvalues and eigen-
functions of the excited two-electron states at site j, con-
structed from ĤCF + ĤSO + ĤU in the basis of Slater de-
terminants by using Slater-Condon rules, and P̂ j is the
projector operator in the form of two-electron Slater de-
terminants, constructed from the occupied orbital |α j〉 and
basis orbitals at site j (thus enforcing the Pauli principle)
[29–31]. Then, the kinetic energy gain can be expressed as

100401-2



MICROSCOPIC THEORY OF ELECTRIC POLARIZATION … PHYSICAL REVIEW B 99, 100401(R) (2019)

Ekin = ∑
〈i j〉 (〈αi|t̂i j |αi→ j〉 + i ↔ j). By considering all pos-

sible combinations of |αi〉 and |α j〉, corresponding to the x, y,
and z directions of spins at sites i and j, Ekin can be mapped

onto the spin model HS = ∑
〈i j〉 ei

↔
J i je j , which is further

rearranged as [22]

HS =
∑

〈i j〉
(−Ji jeie j + Di jei × e j + ei	

↔
i je j ), (4)

in terms of the isotropic exchange constants Ji j , antisymmetric
DM vectors Di j , and the traceless symmetric anisotropic

tensors 	
↔

i j . Using parameters of the electronic model (1), we
obtain J‖ = 0.180 meV and J⊥ = 0.217 meV for the nearest-
neighbor in-plane and out-of-plane interactions, respectively
[ j = 1–6 and 1′–6′ in Fig. 1(d)]. The corresponding Curie
temperature TC ∼ 10 K estimated in the random phase ap-
proximation [32] is close to the experimental value of 13 K.
The resulting DM interactions can be written in compact form
as D0 j = d‖[sin π j

3 , cos π j
3 , (−1) jδ] for j = 1–6, where d‖ =

0.073 meV and δ = 0.137, and D0 j = d⊥(cos π j
3 , sin π j

3 , 0)

for j = 1′–6′, where d⊥ = 0.057 meV. The parameters of 	
↔

i j

can be neglected on account of their smallness [22].
Electric polarization. Such a theory of SE interactions is

well established and constitutes the basis of the so-called
anisotropic compass model, which is widely used for the
analysis of magnetic properties of 5d iridium oxides [33].
In the following, we formulate a similar anisotropic compass
model for electric polarization. The rigorous Berry-phase
theory relates the polarization change with expectation values
of the position operator, calculated in the Wannier functions
basis for the occupied states [34],

P = − e

V

occ∑

i

〈wi|r|wi〉, (5)

where −e and V is the electron charge and the unit cell vol-
ume, respectively. By this definition, all spin dependencies of
P are incorporated in |wi〉, so one needs to evaluate the change
in the distribution of |wi〉 caused by the change of magnetic
order. In the lattice model, this change can be described by
the tails of Wannier functions |αi→ j〉 spreading to neighboring
sites. Then, substituting Eq. (3) in Eq. (5), electric polarization
can be expressed as a sum of bond contributions P = ∑

〈i j〉 Pi j

[35], where

Pi j = e

V
τ ji(〈α j→i|α j→i〉 − 〈αi→ j |αi→ j〉), (6)

and τ ji = R j − Ri is the bond vector connecting neighboring
sites [36–38]. The quantity 〈αi→ j |αi→ j〉, which is merely
the Wannier weight transfer from site i to site j, can be
obtained in the framework of SE theory as 〈αi→ j |αi→ j〉 =
〈αi|t̂i jM̂2

j t̂ ji|αi〉. By considering different directions of spins
for |αi〉 and |α j〉, the spin-driven part of electric polarization

can be written as P = ∑
〈i j〉 ε ji(ei

↔
P i je j ) or

P =
∑

〈i j〉
ε ji(Pi jeie j + P i jei × e j + ei

↔
�i je j ), (7)

where ε ji = τ ji/|τ ji|. This is an analog of Eq. (4), where

ε jiPi j , ε jiP i j , and ε ji
↔
�i j stand for isotropic, antisymmetric,

and anisotropic symmetric contributions, respectively [39].

Importantly, since Pi j ‖ ε ji, only the out-of-plane bonds can
contribute to the polarization change along z.

In order to clarify the microscopic origin of electric po-
larization in GaV4S8, it is useful to consider an analyt-
ical expression for Pi j , which can be easily obtained in
the absence of SOC. To first order in J/(U + �), it yields
[22] Pi j ≈ (e|τ ji|/V )Ti jJ/(U + �)3, where Ti j = (t12

ji )2 +
(t13

ji )2 − (t12
i j )2 − (t13

i j )2 is the antisymmetric tensor (Ti j =
−T ji). Thus, in order to have finite Pi j , it is essential that
(i) the Hund’s rule coupling J should be finite, and (ii)
inversion symmetry of the bond connecting neighboring sites
i and j should be crystallographically broken (otherwise,
Ti j = T ji and, therefore, Ti j = 0, as indeed happens in the
high-temperature F 4̄3m phase). These two properties hold
even in the presence of SOC. Particularly, if J = 0, the entire
tensor

↔
P i j is identically equal to zero, as confirmed by our

calculations. Furthermore, for equivalent bonds in the positive
(+) and negative (−) directions of z, we have T − = −T +,
which is the direct consequence of translational invariance and
the antisymmetry of Ti j . In combination with ε ji = −εi j , it
results in a finite contribution to P.

The calculated parameters for j = 1′–6′ are P0 j =
(−1) jP⊥ and P0 j = (−1) j p⊥(cos π j

3 , sin π j
3 , 0), where P⊥ =

−362 μC/m2 and p⊥ = 41 μC/m2. As we will see below,
they are mainly responsible for the magnetic state depen-
dence of Pz. The corresponding polarization in the FM phase
is calculated from Eq. (7) as Pz = 3εz

01′P⊥ = 889 μC/m2

(where εz
01′ = 0.819 [14]), while its thermal average in the

paramagnetic state yields Pz = 0. As a result, we expect a
large spin-driven excess polarization in the FM phase. The
effect is very generic and can readily take place in other polar
magnets [40,41]. For the in-plane bonds j = 1–6, we have
P‖ ≡ 0 and P0 j = (−1) j p‖(cos π j

3 ,− sin π j
3 , 0), where p‖ =

30 μC/m2. Since εz
0 j = 0, these bonds do not contribute to

Pz. Nevertheless, P0 j can give rise to small Px,y, provided that
the symmetry is lowered by magnetic order, as in the proper-
screw spin spiral [36,42]. Finally, in the multidomain samples
[13], the value of Pz will be deteriorated: In the domains
[11̄1̄], [1̄11̄], and [1̄1̄1], P is parallel to the corresponding
rhombohedral axes, whose z component is opposite to the
one of the main domain [111]. Moreover, since P‖ = 0, there
are no other contributions to Pz coming from the domains
[11̄1̄], [1̄11̄], and [1̄1̄1]. This can explain a relatively small
value of spin-driven polarization (∼100 μC/m2) observed
experimentally [15], in comparison with the results of our
theoretical calculations.

Phase diagram. We perform classical Monte Carlo cal-
culations for the spin model (4) with an applied magnetic
field h ‖ z by using a heat-bath algorithm combined with
overrelaxation [22,43]. In these calculations, we assume that
DM interactions are mainly responsible for the in-plane non-
collinear alignment of spins and neglect possible spatial mod-
ulations of the magnetic textures along z. This is consistent
with experimental neutron scattering data [13] that report no
magnetic superstructures along the direction of the magnetic
field. The results calculated for supercells with the minimal
periodicity along z are shown in Fig. 2(a) and nicely reproduce
the main sequence of cycloidal→skyrmionic→FM states in
the phase diagram of GaV4S8 with the increase of h [15].
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FIG. 2. (a) Spin patterns as obtained in Monte Carlo calculations
for the model (4) with an applied magnetic field h ‖ z at temperature
T = 0.1J‖ for the supercell of 72 × 72 × 3 spins with periodic
boundary conditions. In these notations, a “skyrmion lattice” means
the lattice of well-distinguished skyrmionic tubes of the same size,
while a “cycloidal phase” includes large interconnected regions with
the same direction of spins. The corresponding h dependence of
(b) the magnetization and (c) electric polarization: total and partial
contributions, calculated from Eq. (7) relative to the FM state.

As seen, the two-dimensional spin patterns tend to stack
ferromagnetically along z, that is naturally explained by J⊥.
In the GaV4S8 structure, this stacking of monolayers is mis-
aligned by the rhombohedral translations, so that the adjacent
skyrmionic layers experience an additional shift in the xy
plane. Therefore, there will always be some noncollinearity
of spins between the adjacent layers [44] that, according to
Eq. (7), will contribute to the excess spin-driven polarization.

In order to describe this effect quantitatively, we evaluate
the total and partial contributions to Pz by using Eq. (7)
and the distribution of spins {ei} obtained in Monte Carlo
calculations. The results are summarized in Fig. 2(c), where
we use the FM state as the reference point. Particularly,
we note a strong competition of the isotropic (∼eie j) and
antisymmetric (∼ei × e j) contributions, while the anisotropic

symmetric part (∼ei
↔
�i je j) is negligibly small. As expected,

the antisymmetric contribution decreases with the increase of
h and vanishes in the collinear FM state. On the contrary,
the isotropic contribution takes its maximal value in the FM
state and is further reduced by a noncollinear alignment of
spins. Since the change of ei × e j and eie j is proportional to
φi j and φ2

i j , respectively (with φi j being the angle between ei

and e j , which is induced by DM interactions and proportional
to ζSO), both the isotropic and antisymmetric mechanisms
are of second order in ζSO, while the change of ei

↔
�i je j is

only of third order. This naturally explains the hierarchy of
partial contributions to �Pz in Fig. 2(c). Furthermore, the
antisymmetric mechanism dominates when the skyrmions are
large and the spin texture slowly varies in space. In this region,
electric polarization decreases with h, in agreement with the
experimental observation [15]. The corresponding polariza-
tion change of about 4 μC/m2 is also consistent with experi-
mental data [15]. Finally, our conclusion clearly differs from
the phenomenological analysis presented in Ref. [15], arguing
that the antisymmetric DM interactions are solely needed
to stabilize the cycloidal and skyrmion phases, while the
corresponding polarization change is driven by the isotropic
and anisotropic symmetric terms. In fact, we also expect a
small region in the phase diagram, where the magnetization
is nearly saturated [Fig. 2(b)] and the skyrmion size is small,
so the polarization change is mainly governed by the isotropic
mechanism and is expected to increase with h. Overall, the h
dependence of spin-driven polarization in the skyrmion phase
depends on the skyrmion size and the way a skyrmion lattice
is packed, leading to different competing scenarios. Finally, it
is worth noting that spin structure modulations driven by the
out-of-plane DM interactions may also take place and increase
the antisymmetric contribution to spin-driven polarization.

Conclusion. We have presented the microscopic theory of
spin-driven electric polarization in GaV4S8. Based on the re-
alistic model derived from first-principles electronic structure
calculations, we have shown that the spin-excess polarization
along the rhombohedral z axis associated with the ferromag-
netic, skyrmionic, and cycloidal states, is given by the inter-
layer electron transfer and originates from the strongly com-
peting isotropic and antisymmetric contributions. The pro-
posed theory is very general and can be applied to other mul-
tiferroic materials, including those hosting skyrmionic states.
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[11] J. S. White, I. Levatić, A. A. Omrani, N. Egetenmeyer, K. Prša,
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