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Probing many-body interactions in monolayer transition-metal dichalcogenides
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Many-body interactions in monolayer transition-metal dichalcogenides are strongly affected by their unique
band structure. We study these interactions by measuring the energy shift of neutral excitons (bound electron-hole
pairs) in gated WSe2 and MoSe2. Surprisingly, while the blueshift of the neutral exciton X 0 in electron-doped
samples can be more than 10 meV, the blueshift in hole-doped samples is nearly absent. Taking into account
dynamical screening and local-field effects, we present a transparent and analytical model that elucidates the
crucial role played by intervalley plasmons in electron-doped conditions. The energy shift of X 0 as a function of
charge density is computed showing agreement with experiment, where the renormalization of X 0 by intervalley
plasmons yields a stronger blueshift in MoSe2 than in WSe2 due to differences in their band ordering.
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I. INTRODUCTION

Monolayer transition-metal dichalcogenides (ML-TMDs)
offer unique opportunities to test many-body interactions
through changes in the charge density [1–12]. Their two-
dimensional (2D) character and reduced screening enable
the formation of tightly bound excitons [13–35], whose re-
sponse to electrostatic doping provides valuable informa-
tion on the Coulomb interactions of few-particle complexes
[36–40], or many-body effects when excitons interact with
the background charge [41–48]. The dependence of the spec-
tral position of the neutral exciton X 0 on the gate-induced
charge density is usually governed by two competing effects:
screening and band-gap renormalization (BGR) [49–52]. The
background charge screens the electron-hole interaction of
photoexcited bound pairs, thereby reducing the binding en-
ergy and causing X 0 to blueshift towards the continuum
of free electron-hole pairs. On the other hand, Coulomb
exchange and correlation interactions between gate-induced
charges shrink the band-gap energy and redshift the overall
optical spectrum. Because long-wavelength charge excitations
(intravalley plasmons) dominate both screening and BGR, the
two effects almost completely compensate each other and the
overall outcome is a nearly fixed spectral position of X 0.

The above description is common in conventional
semiconductors and can be modeled by a quasistatic
Bethe-Salpeter equation (BSE) [49,50]. However, it cannot
explain why the blueshift of X 0 is much stronger for
electron-doped ML-TMDs compared with hole-doped ones.
In fact, there are two compelling reasons that long-wavelength
charge excitations should yield similar rather than different
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energy shifts in the two doping cases. The first reason is
that the electron and hole effective masses are similar and
the second one is that neither the conduction nor valence
band is degenerate. Accordingly, all that the long-wavelength
charge excitations can explain in ML-TMDs is the BGR and
the eventual merging of the exciton into the continuum at
elevated charge densities [48].

In this work, we first experimentally quantify the blueshift
of excitons in ML-MoSe2 and ML-WSe2 by optical re-
flectance spectroscopy. We then present an analytical model
that quantifies the coupling between low-energy exciton states

Δ−Δ

FIG. 1. [(a) and (b)] Low-energy band structure around the K/K ′

points for WX2 and MoX2 MLs, respectively, where X denotes S
or Se. Direct and indirect excitons are shown, where the spin of
the bands is color coded. |�| is the conduction-band spin-splitting
energy. (c) The intervalley Coulomb interaction in ML-TMDs due to
spin-conserving charge excitations from the K ′ to the K valleys. εF

is the Fermi energy, while mb and mt are the effective masses in the
bottom and top valleys, respectively. (d) A cartoon of the resulting
charge density short-wave in the monolayer.
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and intervalley plasmons in ML-TMDs (Fig. 1) [53,54]. One
advantage of the theory is that it readily calculates many-body
interactions in the exciton spectrum without the need to invoke
a computationally intensive dynamical BSE model [41]. Most
importantly, the interaction between the exciton and the short-
wave plasmons is shown to explain on equal footing both the
blueshift of X 0 in electron-doped MLs and the emergence of
the optical sideband in electron-doped tungsten-based MLs.
The theory captures the observations that the blueshift of X 0

is stronger in ML-MoSe2, that it is absent in hole-doped ML-
TMDs, and that the optical sideband neither emerges in hole-
doped MLs nor in electron-doped molybdenum-based MLs.

This paper is organized as follows. We first present the
experimental results (Sec. II), followed by a detailed analysis
of the theoretical model in Sec. III. We present results that can
be directly compared to our experimental results in Sec. IV,
which also concludes this work. Appendix includes technical
details of the calculation of the BGR.

II. EXPERIMENT

We measure the evolution of the exciton spectra in ML-
MSe2 and ML-WSe2 as a function of the gate-induced elec-
trostatic doping through reflection contrast measurements per-
formed on dual-gate field-effect transistors. The devices were
fabricated by the dry transfer technique, making use of ∼20-
nm-thick hexagonal boron nitride (h-BN) as top and back gate
dielectric [55,56]. Few-layer graphene is used for both top
and back gate electrodes. Few-layer graphene is also used
for source and drain contacts to monolayer WSe2 (MoSe2).
Atomically thin flakes of h-BN, graphene, and WSe2 (MoSe2)
were first mechanically exfoliated from bulk crystals onto
silicon substrates covered with a 280-nm layer of thermal
oxide. Their thickness was first estimated from the optical
contrast and then confirmed by the atomic force microscopy
or photoluminescence spectroscopy. The chosen flakes were
then picked up layer by layer with a stamp made of a thin layer
of polypropylene carbonate (PPC) on polydimethylsiloxane.
Using a micromanipulator under a microscope, we were able
to align the flakes with the accuracy of ∼1 μm. The stack
was then released onto a silicon substrate with prepatterned
gold electrodes to form the dual gate field-effect transistors.
The PPC residue on the device was removed before the optical
measurements by dissolving it in anisole. Figure 2 shows an
optical microscope image of a device in which ML-WSe2

serves as the active layer.
The reflection contrast measurement was performed in a

close-cycle cryostat from 4 to 300 K. Broadband radiation
from a supercontinuum light source was focused by a 40x
objective onto the sample to a spot diameter of ∼1 μm.
The reflected light was collected by the same objective and
detected by a spectrometer equipped with a charge-coupled-
device (CCD). The excitation power on the device was kept
below 10 μW. The reflection contrast spectrum δR/R was
obtained by measuring the reflectance from the part of the
device with and without ML-WSe2 (ML-MoSe2).

With the combination of the top and back gates, the doping
density and the vertical electric field in monolayer WSe2

(MoSe2) can be tuned independently. We focus on the doping
effects in this study. The vertical electric field was kept at zero
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FIG. 2. Optical microscope image of a dual-gate device of a ML-
WSe2. The boundary of each component is shown in dashed lines.
The scale bar is 10 μm.

by applying the same voltage on both the top and back gate
since the top and back h-BN dielectric layer have the same
thickness. The doping density (including both the free and
localized charge carriers) can be evaluated by n = εε0V/et ,
where e = 1.6 × 10−19 C is the elementary charge, ε0 =
8.85 × 10−14 F/cm is the vacuum permittivity, and ε is the
relative dielectric constant of h-BN. The latter is found from
the in-plane and out-of-plane components according to ε =√

ε‖ε∞, and it becomes ∼3.8 in the high-frequency regime
and ∼4.9 in the static limit [57]. The thickness of the h-BN
layer is t ∼ 20 nm, and V is the combined top and back gate
voltage. We then get that 1 V is equivalent to a doping density
of ∼1012 cm−2.

Results

Figure 3 shows the measured reflectance contrast spectra in
the energy range of X 0 in gated ML-WSe2 and ML-MoSe2. To
increase the contrast for the resonance features, the derivative
of the reflectance contrast is shown in Figs. 3(a) and 3(d).
The measurements clearly show that X 0 exhibits a blueshift
with electron doping [positive gate voltage; Figs. 3(b) and
3(e)], where the shift is ∼20 meV for the shown range of
gate voltages in electron-doped ML-MoSe2 and ∼5 meV in
electron-doped ML-WSe2. Hole-doped samples, on the other
hand, exhibit no or at most a tiny blueshift, while X 0 decays
with increasing hole doping [Figs. 3(c) and 3(f)]. In addition
to X 0, Fig. 3 also shows positively and negatively charged
excitons, X ± or their singlet and triplet spin configurations,
X −,S and X −,T , in electron-doped ML-WSe2 [11,58,59]. Also
shown is the optical sideband, X−’, that we have recently
associated to the unique coupling of neutral excitons and
intervalley plasmons in W-based compounds [41].

III. THEORY

We focus on the behavior of neutral excitons as a function
of the background charge density in the ML. The X 0 peak in
ML-TMDs originates from bright direct 1s excitons, which
mainly arise from the optical transition between the topmost
spin-split valence band and the conduction band with the same
spin and valley quantum numbers [26]. As shown in Figs. 1(a)
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FIG. 3. Measured blueshift of X 0 in gated ML-TMDs. (a) A color map of the energy derivative of the reflectance contrast spectra
[∂ (δR/R)/∂ h̄ω] at 4 K in WSe2. [(b) and (c)] δR/R of electron-doped and hole-doped cases for different gate voltages. The diamond symbols
show the peak position of X 0. (d)–(f) show the respective measured results but for MoSe2.

and 1(b), Mo- and W-based compounds are different in that di-
rect optical transitions in the former (latter) involve the bottom
(top) spin-split valleys of the conduction band [24,60–65].
Therefore the direct-exciton mass is Md = mct + mvt for
WSe2 or Md = mcb + mvt for MoSe2, where mct (mcb) denotes
the electron effective mass in the top (bottom) valley of the
conduction band, and mvt is the hole effective mass in the top
spin-split valence band. Conversely, the mass of the indirect
exciton is Mi = mcb + mvt for WSe2 or Mi = mct + mvt for
MoSe2, as shown in Figs. 1(a) and 1(b).

The behavior of X 0 is studied from the relation between
absorption of a photon with energy h̄ω and the direct-exciton
Green’s function [50],

α(h̄ω) ∝ −Im[Gd (q = 0, h̄ω − Eg,d )]. (1)

q is the exciton’s center-of-mass wave vector, where the
limit q → 0 applies for excitons in the light cone. Eg,d is the
band-gap energy between the valence- and conduction-band
valleys from which the direct exciton arises. The Green’s
function reads

Gd (q, E ) = [E − Ed,q − 	s(q, E ) + i
(E )]−1, (2)

where 
 denotes broadening, 	s is a self-energy correction to
be discussed later, and

Ed,q = Ed + h̄2q2/2Md . (3)

Here, Ed is the direct-exciton energy level below the
continuum (i.e., |Ed | is its binding energy). The pole of
Gd (q = 0, E ) is at h̄ω = Eg,d + Ed + 	s. The sum Eg,d + Ed

is largely unaffected when the charge density in the ML
increases because of the offset between shrinkage of the band
gap and smaller binding energy due to screening [50].

The blueshift in the absorption spectrum mostly arises
from the exciton’s self-energy, 	s. We consider the

self-energy correction from virtual transitions between direct
and indirect excitons mediated by short-wave (intervalley)
plasmons [41]. The plasmon wave vector, K0 + q̄, is the
sum of a small component q̄, and the large central wave
vector K0 that connects the centers of the time-reversed
valleys (K0 = 4π/3a where a 	 3.2 Å is the triangular lattice
constant). Using the finite-temperature Green’s function
formalism [66], the self-energy of direct excitons due to
short-wave plasmons follows from

	s(q,�) = −kBT
∑
q̄,�′

|Mq̄|2D(�−�′, q̄)Gi(q̄+q,�′). (4)

Here, kBT is the thermal energy and �,�′ denote
even (boson) imaginary Matsubara energies that will
eventually be analytically continued into the real-energy
axis (� → E + i
	). The sum over q̄ is restricted to the
range of damping-free plasmon propagation range [67].
D(�, q̄) is the intervalley-plasmon propagator

D(�, q̄) = 2h̄ωq̄

�2 − h̄2ω2
q̄

, (5)

where ωq̄ is the collective excitation frequency to be defined
in Sec. III A along with the exciton-plasmon interaction
matrix element, Mq̄. Finally, Gi(q̄,�) is the unperturbed
indirect-exciton Green’s function (prior to renormalization by
intervalley plasmons),

Gi(q̄,�) = 1

� − Ei,q̄
. (6)

The energy Ei,q̄ = Ei + h̄2q̄2/2Mi is defined similarly to Ed,q

in Eq. (3), but with indirect exciton parameters.
The self-energy computation is greatly simplified by using

the approximated form of Gi(q̄,�) in Eq. (6) instead of calcu-
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lating its values from an intensive dynamical BSE model [41].
The summation over �′ in Eq. (4) can be transformed into
contour integration in the complex plane by using the identity

ikBT
∑
�′

F (�′) =
∮

C

d�′

2π

F (�′)
e�′/kBT − 1

, (7)

where the contour encircles the poles of F (z) in the positive
sense. Considering direct excitons in the light cone [q → 0 in
Eqs. (1) and (4)], we then get that

	s(�) =
∑

q̄

|Mq̄|2

×
[

g(Ei(q̄)) − g(h̄ωq̄)

� + h̄ωq̄ − Ei(q̄)
− g(Ei(q̄)) − g(−h̄ωq̄)

� − h̄ωq̄ − Ei(q̄)

]
.

(8)

Noting that Ei(q̄) is negative, the low-temperature Bose-
Einstein distributions follow g(Ei(q̄)) → −1, g(h̄ωq̄) → 0,
and g(−h̄ωq̄) → −1. Using these limits, we finally arrive at

	s(�) = −
∑

q̄

|Mq̄|2
� + h̄ωq̄ − Ei,q̄

. (9)

A. Intervalley plasmons in ML-TMDs

Both the exciton-plasmon matrix element, Mq̄, and the
collective excitation frequency, ωq̄, are related to the dynam-
ical Coulomb potential in its short-wave limit. We provide a
brief summary below and refer interested readers to Ref. [67]
wherein a comprehensive analysis of intervalley plasmons can
be found. The dynamical Coulomb potential,

W (q, ω) = Vq

ε(q, ω)
, (10)

is expressed through the bare Coulomb potential Vq and the
dynamical dielectric function ε(q, ω). Plasmons are found
from the solution of ε(q, ω) = 0. The damping-free propaga-
tion range, q < qmax, is defined by solutions with real-value
plasmon frequency for a given q. Focusing on the short-
wave limit, q = K0 + q̄ where K0 
 q̄, and making use of
the single-plasmon pole (SPP) approximation, the excitation
spectrum of the dynamical dielectric function is replaced by a
single collective excitation frequency [67],

Vq

ε(q, ω)
	 VK0

(
1 + r(q̄)

ω2 − ω2
q̄

)
. (11)

We have used the fact that Vq 	 VK0 for the bare Coulomb
potential (K0 
 q̄). The residue, r(q̄), is found from the
conductivity sum rule, or equivalently, from the asymptotic
behavior of the dynamical dielectric function at high fre-
quencies, ω2 
 ω2

q̄. When the zero-temperature dynamical
dielectric function under the RPA is replaced with the SPP
form, we find that [67]

rs(q̄) = 2α0εF

h̄2

×
[

(1−c0)�c +
(

1 + c0

1 + β

)
εt,q̄ + β

(
1−c2

0

)
2

εF

]
.

(12)

Using Fig. 1(c) as a guide, we first explain the meaning of
these parameters. εF is the Fermi energy measured from the
edge of the bottom valley in the conduction band and �c is
the spin-splitting energy between the bottom and top valleys.
εt,q̄ = h̄2q̄2/2mct is the kinetic energy in the top valley, and
β = mcb/mct − 1 is the valley mass asymmetry between the
bottom and top valleys. c0 = 0 when εF < �c or c0 = (εF −
�c)/(β + 1)εF when εF > �c.

The parameter α0 in Eq. (12) deserves special attention.
Intervalley plasmons can propagate without damping in the
range q̄ � qmax, where qmax is commensurate with both α0 and
the charge density. As such, α0 is a measure for the importance
of intervalley plasmons in a multivalley 2D crystal. Their
effect is measurable when α0 is comparable or larger than
unity. This parameter is defined by [67]

α0 = mcb

h̄2

AVK0

2πηc
= mcb

h̄2

e2

ηcK0εd (K0)
, (13)

where A is the sample area and εd (K0) is the nonlocal dielec-
tric constant at q = K0. The nonlocal dielectric function is not
related to the static limit ω → 0 of the dynamical dielectric
function. The role of the former is to capture the q dependence
of the effective dielectric constant due to material parameters
of the ML and its surrounding. The dynamical dielectric
function, on the other hand, describes the response of the
delocalized electrons (or holes) in the ML to a test charge,
and in the limit of zero charge density we get ε(q, ω) → 1.

Next, we discuss the local-field-effect parameter ηc in
Eq. (13). Its general form follows [67]:

1

ηc
=

∑
G

VK0+G

VK0

|Fc(K0 + G)|2 , (14)

where the sum runs over reciprocal lattice vectors (G) and

Fc(K0 + G) = 〈K′
c|ei(K0+G)r|Kc〉. (15)

|Kc〉 and |K′
c〉 are the conduction-band states at the valley

center, governed by the orbital dz2 of the transition-metal
atom. Local-field effects play an important role because the
ratio VK0+G/VK0 in Eq. (14) is not negligible: K0 is comparable
to |K0 + G| for the first few umklapp processes (when the
amplitude of G is comparable to that of the reciprocal lattice
basis vectors).

Having found the residue and explained the physical mean-
ing of all of its related parameters, we can find the collective
excitation frequency from the asymptotic behavior of the
dynamical dielectric function at the static limit, ω2 
 ω2

q̄.
When the dynamical dielectric function under the RPA is
replaced with the SPP form, we find that [67]

ω2
q̄ = r(q̄)

[
1 + |β|

2α0Gq̄

]
, (16)

where

Gq̄ = ln
1 + |β|R(�c + εt,q̄, (1 + β )εt,q̄, εF )

1 + |β|�(εF − �c)R(�c − εb,q̄, εb,q̄, c0εF )
. (17)
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�(εF − �) is the step function and εb,q̄ = h̄2q̄2/2mcb is the
kinetic energy in the bottom valley. Finally,

R(ε1, ε2, ε3)=
√

(ε1 + βε3)2−4ε2ε3−(ε1−|β|ε3)

(|β| + β )ε1 − 2ε2
. (18)

1. The interaction of intervalley plasmons with excitons

Similar to the case of x-ray catastrophe in metals, the
electron Fermi sea from which the plasmons emerge is shaken
up during photoexcitation. We first discuss the interaction
of intervalley plasmons with a test charge such as a remote
electron that impinges on the crystal, followed by the changes
needed to evaluate the interaction with excitons. Using second
quantization and defining the plasmon creation and annihi-
lation operators by b† and b, the interaction between a test
charge and intervalley plasmons reads [67]

Hp(r) =
∑
qG

Vqλq̄F (q)(b−q̄ + b†
q̄)e−iqr, (19)

where

λq̄ =
√

Amcbr(q̄)

4πα0 h̄ωq̄
. (20)

The sum in Eq. (19) runs over qG = G + q̄. Here, q = K0 +
qG can take values outside the first Brillouin zone because the
test charge is not part of the Fermi sea of electrons from which
the plasmons emerge. Alternatively, we say that the test charge
can be everywhere in the crystal and not only in lattice sites.

The plasmon-exciton interaction is different from the inter-
action between a plasmon and a test charge because the wave
functions of the electron and hole in the exciton are not plane
waves but rather Bloch waves. To derive the exciton-plasmon
interaction matrix element, we assume that the short-range
Coulomb interaction associated with intervalley plasmons
does not allow for one charge in the exciton to screen the
interaction of the opposite charge with the plasmon; K0aX ∼
7.8, where aX ∼ 1 nm is the exciton Bohr radius [68]. When
the coupling is between direct and indirect excitons (Fig. 1),
the electron component of the exciton goes through a spin-
conserving intervalley transition while the hole is a spectator.
The matrix element reads

Mc,q̄ = 〈Xd , nq̄ ± 1|Hp(r)|Xi(q̄), nq̄〉 , (21)

where Xd denotes a direct exciton in the light cone and
Xi(q̄) denotes an indirect exciton. nq̄ = 〈b†

q̄bq̄〉 denotes the
plasmon number where the + (-) sign is for plasmon emission
(absorption). To evaluate this matrix element, we consider the
Bloch wave of the electron component in the exciton,

ψe(k) =
√

1

N

∑
j

exp(ikR j )φk(r − R j ) . (22)

Here, N is the number of unit cells, R j are the lattice points,
and φk is the orbital composition of the state (governed by the
orbital dz2 ). Considering a simple tight-binding model where
the overlap between atomic orbitals of different lattice sites is

neglected, the matrix element in Eq. (21) becomes

Mc,q̄ = λq̄

∑
G

VKG |Fc(KG)|2 =
√

πα0h̄3

Amcb

r(q̄)

ωq̄
, (23)

where KG = K0 + G. We have made use of the facts that q̄ 

K0, and thus, Fc(q) 	 Fc(KG) and Vq 	 VKG .

2. Hole-doped ML-TMDs

The formalism and parameters so far assume electron-
doped ML-TMDs. The case in hole-doped conditions is sim-
ilar but with the following changes. Conduction-band sub-
scripts are replaced by valence-band ones (c → v). The index
of the top and bottom valleys is exchanged (b ↔ t) because
electrons first populate the bottom valleys in the conduction
band, while holes populate the top valleys in the valence band.
Finally, we use the orbital d(x±iy)2 to evaluate local field effects
of the valence-band states instead of dz2 [69]. The matrix
element for the exciton-plasmon interaction becomes

Mv,q̄ =
√

πα̃0 h̄3

Amvt

r(q̄)

ωq̄
. (24)

The residue and single collective frequency in Eqs. (12) and
(16) are now evaluated with valence-band parameters, and

α̃0 = mvt

h̄2

e2

η̃K0εd (K0)
, (25)

where

1

η̃
=

∑
G

VK0+G

VK0

Fv (K0 + G)Fc(K0 + G) . (26)

Here, the component Fc(K0 + G) stems from the elec-
tron component of the exciton when it goes through a
spin-conserving intervalley transition, while the component
Fv (K0 + G) stems from the intervalley plasmon part that is
now governed by the Fermi sea of holes. We note that a term
|Fv (K0 + G)|2 is expected in a Fermi sea of holes when the
scattering is between type-A and type-B excitons instead of
direct and indirect ones. That is, if the electron component
of the exciton is a spectator while the hole component goes
through a spin-conserving intervalley transition. In this case,
however, the transition is governed by the large spin-split
energy of the valence band (�v,0 
 �c,0).

B. Parameters

We have used a = 3.2 Å for the triangular lattice con-
stant for both ML-WSe2 and ML-MoSe2 (distance between
transition-metal atoms), leading to K0 = 1.3 Å−1 for the wave
number that connects the valley centers. In addition, we have
assumed that εd (K0) = 2.5 in both materials, following DFT
calculations of the nonlocal dielectric function in ML-MoS2

[70,71]. The materials below and above the ML have weak
influence on the nonlocal dielectric constant at these large
wave-number values. Other parameters needed to evaluate the
exciton self-energy and absorption spectrum are listed below.
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1. Mass parameters

The effective mass parameters at the edges of the con-
duction and valence bands are taken from DFT calculations
following Ref. [72]. The effective masses in the top and
bottom valleys of the conduction band in ML-WSe2 (ML-
MoSe2) are 0.29m0 and 0.4m0 (0.58m0 and 0.5m0), respec-
tively. The effective masses in the top and bottom valleys
of the valence band in ML-WSe2 (ML-MoSe2) are 0.36m0

and 0.54m0 (0.6m0 and 0.7m0), respectively. The masses are
used when we calculate the exciton states and their masses
(Mi and Md ). The charge neutrality of the exciton, smallness
of exciton radius in ML-TMDs [68], and similar ballpark ef-
fective masses of electrons and holes suggest that the exciton
only weakly interacts with the polar ML. When we calculate
plasmon quantities, on the other hand, we further increase the
band-edge effective masses of electrons or holes in the Fermi
sea because of their Fröhlich interaction with the lattice. The
amount by which we increase the effective mass is found from
matching the trion (charged exciton) binding energy to the
empirical values [57]. Very good agreement is achieved when
the polaron effect amounts to an increase of ∼17% in the
effective mass of charged particles in ML-WSe2 and ∼25%
in ML-MoSe2. The larger mass increase in ML-MoSe2 stems
from the larger Fröhlich interaction in this material [73].

2. Binding energies in charge neutrality conditions

We have employed the stochastic variational method calcu-
lations and parameters from Ref. [57], and got the following
binding energies of direct and indirect excitons in charge-
neutrality conditions. |Ed | and |Ei| are 178 and 195 meV,
respectively, in h-BN/WSe2/h-BN. Their respective values are
|Ed | = 203 meV and |Ei| = 211 meV in h-BN/MoSe2/h-BN.
The result for the direct-exciton in encapsulated ML-WSe2

is also available experimentally and matches our calculated
value of |Ed | [74]. When calculating the absorption spectrum,
we consider the band-gap energy at charge-neutrality condi-
tions, such that the direct-exciton peak emerges at 1.725 eV
in ML-WSe2 and at 1.65 eV in ML-MoSe2. These values are
just reference energy levels.

3. Local-field effect parameters

We have calculated the values of ηc and η̃ in Eqs. (14)
and (26) by employing hydrogen-like 5d (4d) orbitals in
tungsten (molybdenum). The calculation method is detailed
in Ref. [67], and it yields that ηc ≈ 0.2 and η̃ ≈ 0.42 in
both materials. As a result, electrons in ML-TMDs generate
intervalley collective excitations more effectively than holes
because of the orbital composition of electronic states in
the conduction and valence bands [67]. We get that for the
aforementioned parameters, α0 = 1.35 in ML-WSe2 and α0 =
1.8 in ML-MoSe2 for electron-doped conditions whereas their
respective values in hole-doped conditions are α̃0 = 0.58 and
α̃0 = 1.03. The enhanced values in electron doping stems
from the slower decay of Fc(q) compared with Fv (q) when
q is increased, governed by the different orbital compositions
in the conduction and valence bands [67]. In addition, Fv (q)
oscillates between positive and negative values when q is
increased while Fc(q) is kept positive. As a result, the inter-
ference between various umklapp processes is constructive in

Eqs. (14) vs destructive in Eq. (26), indicating that higher-
order umklapp processes |K0 + G| > K0 are more effective in
enhancing the damping-free propagation range of intervalley
plasmons in electron-doped conditions (1/ηc > 1/̃η).

4. Spin-splitting energy

The energy splitting between the top and bottom valleys in
the conduction band has a dominant contribution from spin-
orbit coupling as well as contributions from long-wavelength
and short-wave exchange interactions [48,67],

�c = |�c,0| + (1 − δv )(1 − c0)

(
1

2
− ηcα0

)
εF . (27)

Here, �c,0 is the spin-splitting energy in the conduction band
due to spin-orbit coupling, and δv = 1 (0) for hole- (electron-)
doped conditions. To evaluate �v , we exchange the indices
c ↔ v and replace α0 and ηc with α̃0 and η̃. The valence-band
values for �v,0 are taken from DFT-based calculations, where
|�v,0| = 427 meV in ML-WSe2 and 185 meV in ML-MoSe2

[72]. These values match very well the empirical energy
difference between type-A and type-B excitons (optical tran-
sition from the top and bottom valleys of the valence band).
The values of |�c,0| in the conduction band were extracted by
assuming that dark excitons have the same binding energies
as the indirect ones (because the electron effective masses
are the same in both cases: dark excitons are formed when
the electron and hole reside in the same valley but their
spin configuration forbids optical transitions for out-of-plane
propagating photons). Using the empirical value for the dark
excitons; 40 meV below the neutral direct-bright exciton
in ML-WSe2 [75–77] and about the same energy as that
of the neutral direct-bright exciton in ML-MoSe2 [78], we
have extracted the spin-orbit contribution to the spin-splitting
energy from |�c,0| = 40 − |Ei − Ed | = 23 meV in ML-WSe2

and |�c,0| = |Ei − Ed | = 8 meV in ML-MoSe2.

C. Broadening

The final piece in our model is the choice of broadening
parameters. For the direct-exciton case in Eq. (2), we use [49]


(h̄ω) = 
1 + 
2

1 + exp[(Eg(n) − h̄ω)/
3]
, (28)

where 
1 is broadening due to radiative decay and band-gap
fluctuations of the ML because of charged defects in the sub-
strate. 
2 and 
3 describe enhanced homogenous broadening
when h̄ω crosses into the continuum, h̄ω > Eg(n) [49,79–81].
The density-dependent band gap, Eg(n), is calculated through
the screened exchange and Coulomb-hole correlation due to
long-wavelength plasmons (see Appendix for details). We
use 
1 = 3 meV, 
2 = 30 meV, and 
3 = 10 meV in the
simulations below. In addition, due to the energy dependence
of the broadening function, the absorption of photons with
energies close to the band gap energy is strongly suppressed
compared with the absorption of photons with energies far
below the band gap. As a result, this energy-dependent broad-
ening introduces an artificial redshift of up to 5 meV, when the
density increases from 0 to 5 × 1012 cm−2. To compensate
for this small redshift, we add a small density-dependent
blueshift to |Ed | that keeps the peak position constant in the
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FIG. 4. The exciton self-energy in electron-doped ML-WSe2 and
ML-MoSe2 at n = 5 × 1012 cm−2. The energy difference between
the direct exciton (X 0; vertical line) and the self-energy pole is larger
in ML-WSe2.

absorption spectrum when the charge density increases and
when 	s = 0. This correction has no bearing on the many-
body effects we study, and it is not needed if one employs an
energy-independent broadening function instead of Eq. (28).

The broadening employed for the self energy function in
Eq. (9), � → E + i
	 , is dealt differently in ML-MoSe2 and
ML-WSe2. A large broadening is needed in ML-MoSe2 due
to the energy proximity of direct and indirect excitons. In
detail and using Fig. 1(b) for guidance, the indirect exciton
in ML-MoSe2 is heavier than the direct one because mct ≈
0.58m0 whereas mcb ≈ 0.5m0 [72]. The resulting larger bind-
ing energy of the indirect exciton is offset by a larger band-
gap energy, and consequently, Eg,i + Ei is close to Eg,d + Ed .
Further support for this spectral overlap can be found from the

absence of a spectrally resolved dark exciton in ML-MoSe2

[78]. In the context of our perturbative-based calculation, we
use large broadening to avoid numerical instabilities in the
renormalized Green’s function when Eg,i + Ei and Eg,d + Ed

are nearly degenerate. This problem does not arise in ML-
WSe2 [Fig. 1(a)], where mcb ≈ 0.4m0 and mct ≈ 0.29m0 [72],
and as a result, Eg,i + Ei is well below Eg,d + Ed . Indeed,
experiments find that the dark-exciton energy is ∼40 meV
below the bright one in ML-WSe2 [40,75–78]. Figure 4 shows
the calculated self energies in ML-WSe2 and ML-MoSe2 with

	 = 1 and 20 meV, respectively.

IV. RESULTS AND CONCLUSIONS

Figure 5 shows the calculated absorption profile of neutral
excitons, revealing good agreement with the experimental re-
sults in Fig. 3. The only free parameters pertain to broadening.
The theory confirms that the blueshift of X 0 is observed only
in electron-doped TMDs [Figs. 5(e) and 5(f)] and that it is
larger in ML-MoSe2 than in ML-WSe2 [Figs. 5(c) and 5(d)].
The latter stems from the proximity between energies of direct
and indirect excitons in ML-MoSe2. The blueshift is weaker in
hole-doped TMDs because of a smaller local-field effect and a
mismatch between the plasmon energy when it is governed by
�v,0 and the tenfold smaller energy difference of direct and
indirect excitons, governed by �c,0 (Fig. 1). Our analytical
model captures the observed emergence and redshift of the
optical sideband in ML-WSe2 (X−’). The spectral position of

FIG. 5. Calculated absorption spectrum of the neutral exciton X 0 for ML-WSe2 (top) and ML-MoSe2 (bottom). [(a) and (b)] The absorption
as functions of charge density and photon energy. The white lines trace the peak position. In addition, the exciton-plasmon interaction
corresponds to X−’ in the low-energy side of the spectrum in electron-doped ML-WSe2. [(c) and (d)] Cross sections from (a) and (b) for
different electron densities. [(e) and (f)] The blueshift dependence of X 0 on charge density, where solid (dashed) lines denote electron (hole)
doping.
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this many-body feature is about one plasmon energy below the
indirect exciton, which in WSe2 lies at a lower energy than the
direct exciton. A clear advantage of our theoretical model is
its exceptional efficiency: All of the density-dependent many-
body effects in Fig. 5 are computed within seconds on a simple
computer.

In conclusion, we have measured the doping density de-
pendence of the neutral-exciton energy shift in ML-TMDs. By
using a transparent model, we can explain several many-body
effects. While the competition between BGR and screening
of the electron-hole interaction well describes the nearly
constant position of the X 0 peak for hole doping, intervalley
plasmons play a crucial role to describe X 0 in electron-doped
samples. Renormalization of the pronounced X 0 absorption
peak by these plasmons results in a blueshift with increasing
doping density, which we can also observe experimentally.
Ultimately, the strong exciton optical transitions in these ma-
terials will find use in a variety of optoelectronic applications
[23,26,34,82–85], offering a wide range of wavelength tuning
controlled by a gate voltage in van der Waals heterostructures.
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APPENDIX: BAND-GAP RENORMALIZATION

To calculate the broadening from Eq. (28), we need to
evaluate the density-dependent shrinkage of the band-gap
energy between the top valley in the valence band and bottom
one in the conduction band. As the charge density is increased,
the redshifting continuum renders the exciton more prone
to scattering and dephasing processes. We model this effect
through the enhanced broadening. The band-gap renormal-
ization (BGR) is governed by the long-wavelength part of
the dynamically screened Coulomb potential, W (q, ω), where
qa 
 1 (q is the wave number of the charge excitation and a is
the lattice constant). Below we provide a brief summary of the
BGR calculation. Interested readers can find a comprehensive
analysis of this subject in Ref. [48].

The BGR has contributions from screened-exchange and
Coulomb-hole energies. The former affects the populated bot-
tom valley in the conduction band for electron-doped samples
or populated top valley in the valence band for hole-doped
samples. The shift is largely the same for all of the low-energy
states of the populated valleys, and therefore, we assume a
rigid energy shift. The screened-exchange energy is simply

FIG. 6. The Coulomb-hole contribution to the band-gap renor-
malization. (a) and (b) show the results for ML-WSe2 and ML-
MoSe2, respectively. Solid (dashed) lines correspond to electron-
(hole-) doped samples. The results are shown for MLs encapsulated
in h-BN, supported on SiO2, and suspended in air. See Ref. [48] for
further details.

half the Fermi energy in 2D systems [48]

	sx ≈ − 1
2εF . (A1)

Next, we evaluate the Coulomb-hole energy due to long-
wavelength plasma excitations, which is by far the dominant
contribution to the BGR. The term Coulomb-hole refers to
the lack of charge next to a charged particle due to the
Pauli exclusion principle. Unlike the screened-exchange con-
tribution, the Coulomb-hole energy is largely the same for
populated and unpopulated valleys. Conduction bands shift
down in energy, while valence bands shift up, and the shift has
similar magnitude in ML-TMDs. The Coulomb-hole energy
reads [48]

	ch ≈ −e2

2

∫ qc

0

dq

εd (q)

[
1+ q

κ (q)
+Ceff

(
εb,q

ω�(q)

)2]−1

, (A2)

The integration cutoff qc denotes the fact that plasmons whose
energy is much larger than the Fermi energy experience
Landau damping due to single-particle excitations. Ceff is
a constant of the order of unity needed to compensate for
the fact that the static approximation from which we have
calculated the Coulomb-hole energy typically overestimates
the screening effect. h̄ω�(q) is the energy of 2D plasmons in
the long-wavelength limit [49],

h̄ω�(q) =
√

2e2εF q

εd (q)
, (A3)

and the parameter κ (q) in Eq. (A2) is the screening length
calculated from the static limit of the RPA dielectric
function [86],

κ (q)= gsgve2m∗

h̄2εd (q)

⎡⎣1 −
√

1−
(

2kF

q

)2

�(q−2kF)

⎤⎦. (A4)

gs = 1 and gv = 2 are the spin and valley degeneracies,
respectively. m∗ = mcb in electron-doped samples, while
m∗ = mvt in hole-doped samples. Finally, εd (q) in
Eqs. (A2)–(A4) is the nonlocal dielectric function in the
long-wavelength limit. This function can be described
through the Rytova-Keldysh potential of a thin semiconductor
[87–91], first-principles calculations [70,71], or a model that
considers a ML-TMD as a system made of three atomic
sheets [57]. All of these nonlocal dielectric function models
converge to the value given by the average effective dielectric
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constants of the materials below and above the ML when
q → 0. Therefore they yield qualitatively similar results
for the Coulomb-hole energy. Here, the nonlocal dielectric
function and its parameters are taken from Ref. [57].

All in all, we get that Eg(n) in Eq. (28) follows:

Eg(n) = Eg,0 + 2	ch + 	sx , (A5)

where Eg,0 is the reference level for the band-gap energy
at vanishing densities. Figure 6 shows the Coulomb-hole
contribution to the band-gap renormalization 2	ch, where the
factor of 2 comes from the simultaneous energy downshift
and upshift of the conduction and valence bands, respectively.
We have used Ceff = 4 and h̄2q2

c/2mb = 0.12 eV in all of the
calculations.
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