
PHYSICAL REVIEW B 99, 081111(R) (2019)
Rapid Communications

Honeycomb lattice type charge density wave associated with interlayer
Cu ions ordering in 1T -CuxTiSe2
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The phase transition phenomenon in a semimetallic 1T -TiSe2 has attracted attention as an excitonic insulator.
However, as the phase transition accompanying superlattice peaks has the q vector connecting the Fermi surfaces
of the three-dimensional shape of hole and electron pockets, it also assumes the charge density wave (CDW)
state owing to the electron–phonon interaction. To understand the electronic state at the low temperature, control
of the chemical potential was attempted by electronic doping through Cu+ intercalation. Physical properties
measurements and synchrotron x-ray diffraction experiments in CuxTiSe2 (x = 0–0.35) were performed. The
phase transition was determined to occur as a cooperative phenomenon between the honeycomb lattice type
CDW corresponding to the nesting vector and the ordered state of the Cu+ ions between TiSe2 layers at a
specific doping amount (x = 1/3). The behavior of Cu+ ions in highly doped regions suggests the occurrence
of a two-dimensional liquid-solid state transition based on the temperature dependence of the x-ray diffuse
scattering.
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Introduction. The study of charge density waves (CDWs) is
a longstanding but still attractive research topic in condensed
matter physics [1]. Transition-metal dichalcogenide (TMD)
series show various CDW states, such as the incommensurate-
CDW state in 2H-NbSe2 [2] and Star-of-David clusters in
1T -TaS2 [3]. Moreover, as TMDs have two-dimensional (2D)
layered structures, their electronic states can be controlled
by intercalation or pressure, and superconductivity (SC) fre-
quently appears around the CDW state [4].

From this viewpoint, 1T -TiSe2, which shows a characteris-
tic triple-q CDW state [5–7], is an interesting stage, in which
a second-order phase transition with a superlattice structure of
2aα × 2bα × 2cα is known to occur from the semimetal state
(α phase) to the triple-q CDW state (β phase) at the β phase
transition temperature Tβ ≈ 200 K [8]. This is because of the
ordering of vectors between hole pockets of the Se-4p band
at the � point and electron pockets of the Ti-3d band at the
L points [9]. However, as the Fermi surface (FS) in 1T -TiSe2

has 3D shapes and the size of two Fermi surfaces contributing
to the nesting between electron and hole is different, the
triple-q nesting condition is not satisfactory and the CDW
is not simple. In this CDW phase transition, the softening
of the transverse optical phonon mode is observed by the
inelastic x-ray scattering measurement [10]. This is a mode
in which Ti and Se vibrate in the opposite direction in the
plane and this structure is not accounted for by the charge
disproportionation in the unit cell. Thus, the electron-hole

*Corresponding author: z47827a@cc.nagoya-u.ac.jp

(excitonic) interaction [11–15] and/or the electron-phonon
coupling (EPC) [5–7,10,16,17] are considered important in
this phase transition; however, this mechanism is still contro-
versial.

This characteristic electronic state in 1T -TiSe2 can be
changed through Cu intercalation corresponding to electron
doping from Cu atoms to 1T -TiSe2. Indeed, the SC in
CuxTiSe2 was reported at 0.04 � x � 0.10 (T max

SC = 4.15 K
in x = 0.08) [18]. Many experiments and theoretical calcula-
tions about this electronic state have been actively performed
[19–28] and are actively being conducted. In addition, the SC
was also reported in this system by pressure [29] and electric
field effect [30].

In contrast to well-studied CuxTiSe2 on the low-doped
region, only a few studies have reported on the CuxTiSe2 in
high-doped regions (x > 0.10) [31–33]. It is interesting how
the electronic state of 1T -TiSe2, comprising two carriers of
electrons and holes, would change if the chemical potential
was greatly moved by electron high doping from Cu atoms.

In this work, we succeeded in synthesizing single-crystal
samples of CuxTiSe2 (x = 0–0.35) and measured physical
properties and analyzed the crystal structure through syn-
chrotron x-ray diffraction (XRD). We found that x = 1/4 and
1/3 were magic numbers in this system and phase transitions
were caused by the interaction among Cu atoms.

Experiment. Eleven kinds of CuxTiSe2 samples were syn-
thesized with reference to a previous study [31]. The amount
of Cu in CuxTiSe2 was determined through the crystal struc-
tural analysis by using synchrotron XRD. DC magnetiza-
tion measurements were conducted using a superconducting
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FIG. 1. (a) Lattice parameters of CuxTiSe2 in 0 � x � 0.35
at room temperature. Inset: The volume of TiSe6 octahedrons.
(b) Temperature dependence of the magnetic susceptibility under 1
or 5 T. (c) Temperature dependence of the intensity of the superlattice
reflections for x = 0, 0.24, and 0.33. The intensity in x = 0 is shown
as 20 times larger. The intensity of superlattice reflections is scaled
with the intensity of each main reflection (0, 0, 2) at 30 K. (d),(e)
Temperature dependence of the electric resistivity, and the DSC
signals. (f) The x–T phase diagram of CuxTiSe2. The supercon-
ductivity dome represented by the red line is taken from Ref. [18].
White squares indicate that there are no superlattice reflections and
no diffuse scattering above 25 K from our XRD experiments. The
crystal structure of CuxTiSe2 in the high-temperature phase is also
shown in the figure.

quantum interference device magnetometer in a Quantum
Design MPMS instrument. Electric resistivity measurements
were performed in a Quantum Design PPMS instrument by
using the standard four-probe technique. Differential scan-
ning calorimetry (DSC) was performed using DSC 204F1
Phoenix (Netzsch). The XRD experiments were conducted
using a BL02B1 beam line equipped at the synchrotron fa-
cility SPring-8 in Japan [34]. A helium-gas-blowing device
was employed to decrease the temperature to 25 K. A CCD
camera, PILATUS, or 2D imaging plate was used as the
diffractometer’s detector. A density-functional-theory (DFT)
calculation was performed using the full-potential linearized
augmented-plane-wave method with the generalized gradient
approximation [35] in the WIEN2K code [36].

Result and discussion. Figure 1(a) shows lattice parameters
of CuxTiSe2 in 0 � x � 0.35 at room temperature (RT). By
increasing x, the c-axis parameter remarkably increases, while
the a-axis parameter also monotonically increases. These
results are consistent with the reported data [18,31]. Diffuse
streaks with a very weak intensity appeared in a∗b∗ planes

in Cu0.33TiSe2, and Cu0.35TiSe2 at RT in the XRD data (see
Supplemental Material [37]); however, the crystal structural
analysis was performed by ignoring this intensity. A crystal
structure, which was almost the same as that of 1T -TiSe2 at
the high-temperature phase (P3̄m1), was confirmed for each
CuxTiSe2 in 0 � x � 0.35 [inset of Fig. 1(f)]. Cu exists at
the 1b site (Wyckoff letter), which is the site between TiSe2

layers. The inset of Fig. 1(a) shows the volume of TiSe6

octahedrons at RT. The TiSe6 volume corresponding to the
ionic radius of Ti increases with the increase in x, indicating
the decrease of the valence of Ti. This corresponds to the
electron doping from Cu atoms to TiSe2 layers. This electron
doping has also been verified through the DFT calculation
[38] (see Supplemental Material [37]).

Figure 1(b) shows the magnetic susceptibility of CuxTiSe2.
The magnetic susceptibility increases with increasing x at RT,
which suggests the enhanced Pauli paramagnetic contribution
from the itinerant electrons. The density of state (DOS) in
the TiSe2 layers is assumed to increase because of electron
doping. The magnetic susceptibility for x � 0.08 is in good
agreement with the reported data [18] and the SC was also
confirmed from our measurements in x = 0.05 and 0.08. De-
creases in the magnetic susceptibility corresponding to the β

phase transition were confirmed at 200 and 80 K in x = 0 and
0.05, respectively, but not in 0.08 � x � 0.24. In addition,
a clear decrease in magnetic susceptibility was confirmed at
approximately 200 K in x = 0.33.

The temperature dependence of the XRD data was investi-
gated for each x content in CuxTiSe2. The superlattice reflec-
tions corresponding to the β phase (2aα × 2bα × 2cα: P3̄c1)
were observed at Tβ ≈ 200 and 80 K for x = 0 [Fig. 1(c)] and
0.05, respectively. This result is consistent with the previous
XRD data [27]. The β phase transition was suppressed with
increasing x and was not observed in 0.08 � x � 0.13 above
25 K. Although this is not consistent with the previous XRD
data [27], the present data shows good agreement with the
previous result of Raman scattering [23] and inelastic x-ray
scattering [25]. One possible scenario is that as the hole carrier
at the � point is reduced because of electron doping from
Cu atoms, the energy gain due to the excitonic interaction
decreases and the β phase transition is suppressed [19,20].

In x = 0.18, 0.21, and 0.24, superlattice reflections corre-
sponding to 2aα × 2bα × 2cα, the unit cell size of which is the
same as that of the β phase, were observed at Tγ 1 ≈ 205, 250,
and 280 K, respectively. The blue dots in Fig. 1(c) show the
temperature dependence of the intensity of a superlattice re-
flection (3/2, −3/2, 1/2) of Cu0.24TiSe2. This intensity (3/2,
−3/2, 1/2) is approximately four times that of the intensity
(1/2, 3/2, 5/2) of 1T -TiSe2. Furthermore, their temperature
dependences differ. Later in the text, we show that the origin
of the new γ 1 phase transition is different from the β phase
transition.

Moreover, another phase was confirmed in higher-doped
regions of Cu. In x = 0.33 and 0.35, superlattice reflections
corresponding to the

√
3aα × √

3bα × 2cα structure were ob-
served at Tγ 2 ≈ 200 K. This new γ 2 phase has a different
superlattice structure from the β and γ 1 phases. Intensity
(4/3, 1/3, 1/2) of Cu0.33TiSe2 [red dots in Fig. 1(c)] sharply
increased from approximately 200 K and is approximately
seven times stronger than that of Cu0.24TiSe2.
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The results so far are summarized as the x–T phase dia-
gram in Fig. 1(f). In the present study, we could not prepare
CuxTiSe2 samples with 0.24 < x < 0.33 and x > 0.35. Even
if we tried to synthesize single crystals with 0.24 < x < 0.33,
the synthesized sample was always x < 0.24 or x > 0.33. In
our synthesis method, it is considered that phase separation
occurs in the region of 0.24 < x < 0.33. To investigate the
difference between the physical properties for Cu0.24TiSe2

and Cu0.33TiSe2, the temperature dependence of the electric
resistivity and the DSC signals was measured [Figs. 1(d) and
1(e)]. The behavior of the phase transitions greatly differs
between Cu0.24TiSe2 and Cu0.33TiSe2. The change corre-
sponding to the γ 1 phase transition could not be confirmed
from the magnetic susceptibility, the electric resistivity, and
the DSC signals in Cu0.24TiSe2, whereas clear signals were
obtained at Tγ 2 ≈ 200 K for Cu0.33TiSe2. The electric resis-
tivity shows a discontinuous decrease at Tγ 2 in Cu0.33TiSe2.
A sharp peak was observed from DSC signals and the in-
crease of entropy was �S = 0.96 J mol−1 K−1 in Cu0.33TiSe2.
Although this behavior appeared as a first-order transition,
the hysteresis loop was not observed to occur around Tγ 2 in
Cu0.33TiSe2 from the magnetic susceptibility and the elec-
tric resistivity. In addition, the SC was absent down to
120 mK for all samples with x � 0.13 in the electric resistivity
measurement.

To understand the difference in the electrical states for the
γ 1 and γ 2 phases, we performed synchrotron XRD exper-
iments. First, we show the XRD pattern and the results of
the structural analysis for Cu0.33TiSe2 with stronger intensity
of superlattice reflections. Figures 2(a)–2(c) show the XRD
data in-plane of Cu0.33TiSe2. The insets of Figs. 2(a) and
2(c) show the data in the c∗ direction. At 205 K, the diffuse
streaks appear in the in-plane directions; this does not spread
along the c∗ direction. The intensity of the diffuse scattering
develops toward the γ 2 phase transition. The XRD data of
Fig. 2(b) will be mentioned later. Below Tγ 2, the diffuse
streaks condense to form superlattice reflections [Fig. 2(c)],
resulting in a unit cell of

√
3aα × √

3bα × 2cα. In contrast,
the very weak diffuse streaks appear in the c∗ direction. This
implies that the complete order state is realized in-plane,
whereas the disorder remains in the stacking direction in the
γ 2 phase. In this case, as the extinction rule of c-glide (hh2hl :
l = 2n + 1) exists in the pattern of superlattice reflections and
the disappearance of the inversion center is not confirmed, we
conclude that the space group is P3̄1c.

As the full width at half maximum of the superlattice
reflections in the c∗ direction was almost the same as that
of the main reflections at 30 K (see Supplemental Material
[37]), the intensity of these peaks could be correctly extracted.
As a result of the structural analysis including the inten-
sity of superlattice reflections, the structure of TiSe2 layers
hardly changed and Cu atoms were ordered with a pattern of√

3aα × √
3bα in the layer [Fig. 2(d)]. In the γ 2 phase, two

kinds of TiSe6 octahedrons exist with volumes of 22.318 and
22.572 Å

3
, and composition ratio of 1:2. Furthermore, as Cu

atoms do not exist continuously at the same (x, y) coordinates
in the next layer reflecting the symmetrical operation of the
c-glide, a double period is formed in the stacking direction
(2cα).

FIG. 2. (a)–(c) XRD data in-plane of Cu0.33TiSe2 at 205, 205 (en-
larged), and 31 K, respectively. (e) XRD data in-plane of Cu0.24TiSe2

at 37 K. The insets of (a), (c), and (e) show the c∗ direction. (d),(f)
Cu-ordering patterns in x = 1/3 and 1/4, respectively.

Next, we show the XRD pattern for Cu0.24TiSe2.
Figure 2(e) shows the XRD data in-plane of Cu0.24TiSe2 at
37 K. The diffuse scattering was hardly observed in-plane
above Tγ 1. Below Tγ 1, a superlattice structure of 2aα × 2bα ×
2cα is realized in Cu0.24TiSe2. As these reflections break
the extinction rule of c-glide (hh̄0l : l = 2n + 1), the space
group is not P3̄c1. Thus, the γ 1 phase differs from the β

phase. In this case, there was a characteristic extinction pattern
(h, k = 2n and l = 2n + 1) in the superlattice reflections. The
calculated crystal structure factor [37] is consistent with the
condition that Cu atoms order at an interval of 2aα × 2bα in
layer [Fig. 2(f)], and Cu atoms do not exist continuously at
the same (x, y) coordinates in the next layer. The Cu-ordering
state, which is different from the γ 2 phase, is also realized in
the γ 1 phase. In the γ 1 phase, as the shape of the superlattice
peaks was very broad in the c∗ direction [inset of Fig. 2(e)]
and their intensity was weak, the atomic positions could not
be obtained even through synchrotron XRD.

Cu atoms regularly align in both the γ 1 and γ 2 phases,
whereas Cu atoms exist randomly in the high-temperature
phase. In other words, these transitions in Cu0.24TiSe2 and
Cu0.33TiSe2 are the disorder–order transitions of Cu atoms.
The decrease in the electric resistivity at Tγ 2 for Cu0.33TiSe2
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FIG. 3. Fermi surfaces of (a),(b) Li0.33TiSe2 and (c) Li0.24TiSe2

[43]. (d) The black lines show the size of the unit cell in the γ 2 phase.
Left: The honeycomb lattice type CDW formation in the γ 2 phase
of Cu0.33TiSe2 [44]. The red and blue colors indicate the electron-
rich and electron-poor TiSe6 octahedrons, respectively. Right: Cu-
ordering pattern in upper and lower layers of the TiSe2 layer.

[Fig. 1(d)] is due to the suppression of impurity scattering of
Cu atoms caused by Cu ordering. However, the decrease in
magnetic susceptibility at Tγ 2 [Fig. 1(b)] cannot be explained
only by Cu ordering. The key to answer this question is the
relationship between the Cu-ordering pattern in a real space
and the FS in an inverse space. Thus, we estimated the FS
based on the DFT calculation. Here, we employed the virtual
crystal approximation (VCA) [39–41] to estimate the FS in
the original Brillouin zone at the high-temperature phase.
As the electron configuration of Cu atoms is unsuitable in
the VCA to realize electron doping from intercalated atoms
to TiSe2 layers corresponding to the supercell calculations,
we substituted Cu (3d10, 4s1) with Li (2s1) having the same
number of electrons in the s orbitals and almost the same ion
radius [42]. Details and validity of the calculations are noted
in the Supplemental Material [37].

Figures 3(a) and 3(b) show the FS (mainly Ti-3d) of
electrons in Li0.33TiSe2 at RT. In Li0.33TiSe2, there are no
hole pockets [37], which means no excitonic interaction. Nest-
ing vectors q∗

γ2 = a∗
γ2 + c∗

γ2 corresponding to the superlattice
structures of the γ 2 phase are shown on the FS of Li0.33TiSe2.
In this case, three kinds of q∗

γ2 vectors exist at every 120◦.
A partial overlap of the FS was observed due to nesting.
The ratio of the FS overlap due to the γ 2 phase transition is
approximately 1/6, which is about the same as the decreasing
value of the magnetic susceptibility [Fig. 1(b)].

As an energy gain is observed due to nesting (imperfect
nesting) in Cu0.33TiSe2, the CDW state in the TiSe2 layers
is realized. Indeed, two kinds of TiSe6 octahedrons with
different volumes, that is, electron rich (large TiSe6) and
electron poor (small TiSe6) described by red and blue in
Fig. 3(d), are confirmed from our results of the structural
analysis. This atomic displacement in Cu0.33TiSe2 is different
from the triple-q CDW mode in pristine 1T -TiSe2 [5–7].
Focusing on a TiSe2 layer, this is a honeycomb lattice type

CDW formation. In Cu0.33TiSe2, a hybrid type CDW phase
transition is realized through this commensurate connection
between the Cu ordering in real space and the nesting of the
FS in inverse space. Thus, x = 1/3 is a magic number in this
system. This honeycomb lattice type CDW in TiSe2 layers
for Cu0.33TiSe2, in which there is no excitonic interaction,
is completely different from the triple-q CDW caused by the
excitonic interaction and/or the EPC in nondoped 1T -TiSe2.

Considering the nesting condition in Cu0.24TiSe2, only
point or line contacts of FS could be observed [Fig. 3(c)]
and there is little energy gain due to nesting. This is why
the change of the magnetic susceptibility was hardly observed
at Tγ 1 [Fig. 1(b)]. Thus, pure Cu ordering is thought to be
realized in the γ 1 phase, in which there seems to be no CDW.
The ordering of Cu atoms is the driving force for both the γ 1
and γ 2 phase transitions. In the γ 1 phase, the amount of Cu
is smaller and the distance among Cu atoms in the ordered
state is longer than in the γ 2 phase. Since the interaction
among Cu atoms is weaker and the phase transition is broader
[Fig. 1(c)], the change in the electric resistivity and entropy is
not observed in the γ 1 phase [Figs. 1(d) and 1(e)].

Moreover, the XRD data of Cu0.33TiSe2 at 205 K in
Fig. 2(b) shows that the diffuse scattering corresponding to
both 2aα × 2bα and

√
3aα × √

3bα coexists in-plane. This im-
plies that two potential minimums of Cu sites exist just above
Tγ 2. In contrast, below Tγ 2, the diffuse scattering correspond-
ing to

√
3aα × √

3bα condenses to form superlattice reflec-
tions, while the diffuse scattering corresponding to 2aα × 2bα

disappears. This result indicates that Cu atoms have a degree
of freedom to move between sites in the high-temperature
phase. This may imply a liquidlike behavior of Cu atoms
in CuxTiSe2 with a 2D-layered structure. Actually, the Cu+
ion conductivity and the ion liquidlike thermal conductivity
were reported in Cu2Se with a cubic structure [45,46], and,
very recently, the superionic conduction state was reported
in CuCrSe2 [47]. In addition, from the viewpoint that the
interlayer ions behave like a liquid and the electronic state
of the host structure can be controlled by the amount of x,
CuxTiSe2 is similar to NaxCoO2, which not only has various
electronic properties [48,49] but also attracts attention as
battery [50] and thermoelectric [51] materials. The liquid state
of CuxTiSe2 may be the hopping model like NaxCoO2. To
obtain knowledge about this liquid state of Cu atoms in this
system, we are planning synchrotron inelastic x-ray scattering
measurements.

In summary, we demonstrated the two types of disorder-
order transitions in CuxTiSe2 (x ≈ 1/4 and 1/3) by using
synchrotron XRD. The ordering of Cu atoms is the driving
force for these phase transitions in both the cases of the γ 1
and γ 2 phases. The difference is the absence or presence of
the commensurate connection between the real and inverse
spaces. In Cu0.33TiSe2, the honeycomb lattice type CDW
formation was observed to cooperatively occur. The electronic
state of 1T -TiSe2 changes not only through electron doping
with Cu intercalation but also through the ordering of Cu
atoms. We believe that our results contribute significantly in
the study of 1T -TiSe2 and could open a door to the study of
liquidlike behavior of Cu atoms.
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