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The metal-insulator transition (MIT) is an exceptional test bed for studying strong electron correlations in two
dimensions in the presence of disorder. In the present study, it is found that in contrast to previous experiments
on lower mobility samples, in ultrahigh mobility SiGe/Si/SiGe quantum wells the critical electron density n. of
the MIT becomes smaller than the density n,,, where the effective mass at the Fermi level tends to diverge. Near
the topological phase transition expected at n,,, the metallic temperature dependence of the resistance should
be strengthened, which is consistent with the experimental observation of more than an order of magnitude

resistance drop with decreasing temperature below ~1 K.
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The zero-magnetic-field metal-insulator transition (MIT)
was first observed in a strongly interacting two-dimensional
(2D) electron system in silicon metal-oxide-semiconductor
field-effect transistors (MOSFETs) [1-3] and subsequently
reported in a wide variety of 2D electron and hole systems:
p-type SiGe heterostructures, GaAs/AlGaAs heterostructures,
AlAs heterostructures, ZnO-related heterostructures, etc. (for
a review, see Ref. [4]). An important metric defining the
MIT is the magnitude of the resistance drop in the metallic
regime. The strongest drop of the resistance with decreasing
temperature (up to a factor of 7) was reported in Si MOSFETs
[2]. In contrast, in spite of a much lower level of disorder
in GaAs-based structures, the drop in that system has not
exceeded a factor of about 3. This discrepancy has been
attributed primarily to the fact that electrons in Si MOSFETs
have two almost degenerate valleys, which further enhances
the correlation effects [5,6]. The importance of these strong
interactions in 2D systems has been confirmed recently in the
observation of the formation of a quantum electron solid in Si
MOSFETs [7].

It has been found that the effective electron mass in Si
MOSFET 2D electron systems strongly increases as the elec-
tron density is decreased, with a tendency to diverge at a den-
sity ny, that lies close to, but is consistently below, the critical
density n. for the MIT (see Refs. [8,9]). It has been shown
that this mass enhancement is related to the strong metallic
temperature dependence of resistance [8]. Furthermore, a sim-
ilar mass increase has been observed in ZnO-related single-
crystalline heterostructures [10]. No distinction has yet been
found in these studies between the energy-averaged effective
mass m and the effective mass at the Fermi level, mg = pg/VE
(where pp and Vg are the Fermi momentum and the Fermi
velocity). However, it has been shown [11] that in ultrahigh
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mobility SiGe/Si/SiGe quantum wells, the behavior of these
two values is qualitatively different: While the average mass
tends to saturate at very low electron densities, the mass
at the Fermi level continues to grow down to the lowest
densities at which it can be reliably measured, indicating a
band flattening at the Fermi level. In the clean limit reached
in the metallic regime [11,12], one can in principle expect
either the presence of a direct relation between the two critical
densities n. = ny, (see, e.g., Ref. [6]) or its absence n, < ny
(see, e.g., Refs. [13,14]).

In this Rapid Communication, we report the study of the
metal-insulator transition and the enhanced effective mass at
the Fermi level in a strongly correlated electron system in
SiGe/Si/SiGe quantum wells of ultrahigh quality. The peak
electron mobility in these samples exceeds the peak mobility
in the best Si MOSFETs by two orders of magnitude, yet
in other respects the two electron systems are similar. In
contrast to previous experiments on low-disordered electron
systems, as the residual disorder in an electron system is
drastically reduced, we find that the critical electron density
of the MIT, n, = 0.88 &+ 0.02 x 10'° cm~2, determined using
three independent methods, becomes smaller than the density
where the effective mass at the Fermi level tends to diverge,
nm = 1.1£0.1 x 10'° cm~2, revealing the qualitative differ-
ence between the ultralow-disorder SiGe/Si/SiGe quantum
wells and previously studied electron systems. The finding
of n. < ny, indicates that these two densities are not directly
related in the lowest-disorder electron systems, at least. Ow-
ing to the difference in the critical electron densities, one
expects a topological phase transition at n,,, where the Fermi
surface breaks into several separate surfaces [14]. As a result,
additional scattering channels appear near n,, on the metallic
side of the MIT, which promotes the metallic temperature
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FIG. 1. Temperature dependences of the resistivity in a
SiGe/Si/SiGe quantum well at different electron densities in zero
magnetic field. The inset shows a closeup view of p(T") displaying a
drop of the resistivity by a factor of 12.

dependence of the resistance. This is in agreement with the
experimental observation of a resistance drop on the metallic
side of the transition in our samples by more than an order of
magnitude with decreasing temperature from 1.2 K to 30 mK.

Measurements were performed on ultrahigh mobility
SiGe/Si/SiGe quantum wells similar to those described in
Refs. [11,15]. The peak electron mobility n in these samples
reaches 240 m?/V s. It is important to note that judging by the
appreciably higher quantum electron mobility (~10 m?/V s)
in the SiGe/Si/SiGe quantum wells compared to that in Si
MOSFETs [15], the residual disorder related to both short-
and long-range random potential is drastically smaller in the
samples used here. The approximately 15-nm-wide silicon
(001) quantum well is sandwiched between Siy gGeg, poten-
tial barriers. The samples were patterned in Hall-bar shapes
with the distance between the potential probes of 150 um
and a width of 50 um using standard photolithography. Mea-
surements were carried out in an Oxford TLM-400 dilution
refrigerator. Data on the metallic side of the transition were
taken by a standard four-terminal lock-in technique in a
frequency range 1-10 Hz in the linear response regime. On the
insulating side of the transition, the resistance was measured
with dc using a high input impedance electrometer. Since
in this regime the current-voltage (I-V) curves are strongly
nonlinear, the resistivity was determined from dV/dI in the
linear interval of /-V curves, as I — 0.

The resistivity o as a function of temperature 7 in zero
magnetic field is shown in Fig. 1 for different electron densi-
ties ng on both sides of the metal-insulator transition. While at
the highest temperature the difference between the resistivities

measured at the lowest and highest densities differs by less
than two orders of magnitude, at the lowest temperature this
difference exceeds six orders of magnitude. Curves near the
MIT are indicated by the color-gradated area. We identify the
transition point at n. = 0.88 £0.02 x 10'° cm~2, based on
the dp/dT sign-change criterion taking account of the tilted
separatrix [6].

We emphasize that the behavior of the electron system
under study is qualitatively different from that of the least-
disordered Si MOSFETs where the MIT occurs in a strongly
interacting conventional Fermi liquid at n. > ny,. The oppo-
site relation n, < ny, is found in SiGe/Si/SiGe quantum wells
so that the MIT occurs in an unconventional Fermi liquid:
Near the topological phase transition expected at n,, addi-
tional scattering channels appear on the metallic side of the
MIT, which promotes the metallic temperature dependence
of the resistance. This is in agreement with the experimental
observation of a low-temperature drop in the resistance by a
factor of 12, well above values reported previously in a 2D
system (the inset in Fig. 1).

Another point of distinction is that the critical density for
the MIT is almost an order of magnitude smaller compared
to that in the least-disordered Si MOSFETSs, where n. ~
8 x 10'° cm~2. Such a difference can indeed be expected
for an interaction-driven MIT. The interaction parameter r
is defined as the ratio of the Coulomb and Fermi energies
re = gv/(mng)'/?ag, where g, = 2 is the valley degeneracy
and ap is the effective Bohr radius in the semiconductor.
We compare the value of the interaction parameter at the
critical density n. in SiGe/Si/SiGe quantum wells with that
in Si MOSFETs (where ry &~ 20). The two systems differ
by the level of the disorder, the thickness of the 2D layer,
and the dielectric constant (7.7 in Si MOSFETs and 12.6
in SiGe/Si/SiGe quantum wells). Due to the higher dielec-
tric constant, the interaction parameter at the same electron
density is smaller in SiGe/Si/SiGe quantum wells by approx-
imately 1.6. In addition, the effective r, value is reduced
further due to the much greater thickness of the 2D layer in
the SiGe/Si/SiGe quantum wells, which results in a smaller
form factor [16]. Assuming that the effective mass in the
SiGe barrier is ~0.5m, and estimating the barrier height at
~25 meV, we evaluate the penetration of the wave function
into the barrier and obtain the effective thickness of the 2D
layer ~200 A compared to ~50 A in Si MOSFETs. This
yields the additional suppression of 7 in the SiGe/Si/SiGe
quantum wells compared to Si MOSFETS by a factor of about
1.3. Thus, the electron densities n. correspond to rg ~ 20 in
both Si MOSFETs and SiGe/Si/SiGe quantum wells, which is
consistent with the results of Ref. [17].

The location of the MIT point can also be determined
by studying the insulating side of the transition, where the
resistance has an activated form, as shown in the bottom inset
of Fig. 2(a); note that the activation energy A can be deter-
mined provided A > kgT. Figure 2(a) shows the activation
energy in temperature units A /kg as a function of the electron
density (red circles). Near the critical point, this dependence
corresponds to the constant thermodynamic density of states
and should be linear; the relative accuracy of determination of
A increases with increasing activation energy, and the linear
fit should be drawn through all data points. The activation
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FIG. 2. (a) Activation energy and the square root of the threshold
voltage as a function of the electron density in zero magnetic field.
Vertical error bars correspond to the experimental uncertainty. The
solid lines are linear fits yielding n. = 0.87 & 0.02 x 10" cm~2.
Top inset: Current-voltage characteristic measured at a temperature
of 30 mK in zero magnetic field. Bottom inset: Arrhenius plots
of the resistivity in the insulating phase for two electron densities.
The densities in both insets are indicated in cm~2. (b) Dependence of
the effective mass at the Fermi level mp on the electron density. The
solid line is a linear fit. The experimental uncertainty corresponds to
the data dispersion. The inset shows a closeup view of the depen-
dence at low electron densities, where n, = 1.1 £0.1 x 10" cm~2.

energy extrapolates to zero at n, = 0.87 £ 0.02 x 10'° cm~2

which coincides, within the experimental uncertainty, with
the value of n. determined from the temperature derivative
criterion. Furthermore, in the insulating state, a typical low-
temperature /-V curve shows a steplike function: The voltage
rises abruptly at low currents and then almost saturates, as
seen in the top inset of Fig. 2(a). The magnitude of the step
is 2V, where Vi, is the threshold voltage. The threshold
behavior of the /-V curves has been explained [18] within
the concept of the breakdown of the insulating phase that
occurs when the localized electrons at the Fermi level gain
enough energy to reach the mobility edge in an electric field
Vin/d over a distance of the localization length L (here, d
is the distance between the potential probes). The values
A/kg and Vy, are related via the localization length, which
is temperature independent and diverges near the transition
as L(Er) «x (E. — Er)™° with exponent s close to unity [18]

(here, E. is the mobility edge and Ef is the Fermi level). This
corresponds to a linear dependence of the square root of Vi,
on ns near the MIT, as seen in Fig. 2(a) (blue squares). The
dependence extrapolates to zero at the same electron density
as A/kg. A similar analysis has been previously performed
[19] in a 2D electron system in Si MOSFETs and has yielded
similar results, thus adding confidence that the MIT in 2D is a
genuine quantum phase transition.

The main result of this Rapid Communication is shown in
Fig. 2, where we compare the results for n. to the behavior
of the effective electron mass mr measured at the Fermi level
using an analysis of Shubnikov—de Haas oscillations (the pro-
cedure of measuring mg is described in Ref. [11]). In Fig. 2(b),
we plot the product nggomy/grmg as a function of the electron
density (here, go = 2 and my = 0.19m, are the Landé g-factor
and the effective mass for noninteracting electrons, m, is the
free electron mass, and gg & gq is the g-factor at the Fermi
level). The inverse effective mass extrapolates linearly to zero
at a density ny, = 1.1 £0.1 x 10'° cm™2, which turns out to
be noticeably higher than n.. This finding is in contrast to the
results obtained in previous studies on much more disordered
electron systems in Si MOSFETs, where a similar change
of the inverse effective mass with electron density has been
observed but n;, has always been slightly below n. [8,9]. We
arrive at a conclusion that as the residual disorder in a 2D
electron system is decreased, the critical electron density for
the MIT becomes lower than the density of the mp divergence.
This indicates that these two densities are not directly related
in the lowest-disorder electron systems, at least.

Application of the magnetic field B perpendicular to the
2D plane affects the critical density of the MIT. Magnetic
field dependences of the longitudinal resistivity are shown
in the inset to Fig. 3. The resistivity minimum at the Lan-
dau level filling factor v = nghc/eB = 1 survives down to
electron densities near the MIT. This is similar to the reen-
trant behavior that was observed earlier in Si MOSFETs and
GaAs/AlGaAs heterostructures [20—24]. We have chosen the
cutoff resistivity for the MIT at p = 200k€2, which is close
to the value of the critical resistivity for the zero-field MIT
at the lowest accessible temperatures; note that the behavior
of the n.(B) phase diagram is only weakly sensitive to the
particular cutoff value. Note also that the metallic temperature
dependence of the resistance can become insulating with the
degree of spin polarization [19], which makes it impossible to
use temperature-dependent criteria for the MIT. The resulting
phase diagram is shown in Fig. 3. The critical electron density
increases with B at low magnetic fields and then, at the Landau
filling factor v = 1, decreases to the value below that for
B = 0. At higher magnetic fields (in the extreme quantum
limit), it monotonically grows and exhibits a knee at v = 2/5.
Indeed, in this electron system, the longitudinal resistance
minimum at v = 2/5 is stronger than that at v = 1/3 (see
Ref. [25]), in contrast to the strongly interacting 2D hole
system in GaAs/AlGaAs heterostructures [26]. The bound-
ary then continues to grow with a slope corresponding to
v & 0.3. This is in contrast to the slope of v & 0.5 observed
in Si MOSFETs in the extreme quantum limit [21] and
interpreted as a consequence of the localization of electrons
below half filling of the lowest Landau level. For comparison,
the slope of the high-field boundary in p-type GaAs/AlGaAs
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FIG. 3. Critical electron density for the MIT as a function
of the magnetic field perpendicular to the 2D plane (solid red
points). The dashed line indicates the slope of the n.(B) dependence
in the high-field region. Open symbols and dotted lines correspond
to the locations of the quantum Hall effect minima in this system. In
the inset, p(B) dependences used to define the phase boundary are
plotted; the cutoff value of the resistivity p = 200 k<2 is indicated by
the long-dashed horizontal line; 7 = 30 mK.

heterostructures is intermediate (i.e., v ~ 0.38; see Ref. [24]).
Based on the results obtained in these strongly interacting
carrier systems, we arrive at a conclusion that the critical
density for the MIT in the extreme quantum limit is likely to
be determined by the level of disorder.

We now discuss the behavior of the critical densities 7.
for the B =0 MIT and n, observed in both SiGe/Si/SiGe
quantum wells and Si MOSFETs. According to Ref. [17],
the effective mass enhancement is independent of disorder,
being determined by electron-electron interactions only. The
conditions leading to the critical electron density for the B =
0 MIT are different. Since the value n, is determined by
interactions, the difference between n. and n,, in SiGe/Si/SiGe
quantum wells as compared to Si MOSFETs should be due to
n. being affected by the residual disorder. It is worth noting
that according to Ref. [27] (see also a correction to this
paper in Ref. [28]), in a moderately interacting 2D system,
the critical density for the B =0 MIT should be a power
law in the number of impurities, nc(u) o< N>, which leads
to ne o w1, Therefore, the critical densities should differ
by two orders of magnitude in the two systems, which is in
contradiction to the experiment. The much weaker change of

n. is likely to reflect the importance of the strong interactions
in its behavior.

It follows from the obtained results that the SiGe/Si/SiGe
quantum wells are currently a unique electron system with
nontrivial topology on the metallic side of the MIT, in which
the Fermi surface should break into several separate surfaces
at the topological phase transition expected at ny, [14]. The
properties of the electron system can be described qualita-
tively based on the model of Ref. [29], where the electron
scattering on Friedel oscillations is considered. The resulting
linear-in-T' correction to conductivity is determined by the
slope

1+ C(Foa)gpm]:

A=—( ; ey

Th%n,

where the factor o corresponds to the number of scattering
channels, the Fermi-liquid parameter F is responsible for
the renormalization of the g-factor gp/go = 1/(1 + F'), and
gr is the g-factor at the Fermi level [8,29]. An increase
in the number of scattering channels promotes the metallic
temperature dependence of the resistance, in agreement with
the experimental observation of the strongest resistance drop
with decreasing temperature.

In conclusion, we have studied the metal-insulator tran-
sition and the enhanced effective mass at the Fermi level in
an ultrahigh mobility strongly interacting 2D electron system
in SiGe/Si/SiGe quantum wells. In contrast to previous ex-
periments on low-disordered electron systems, as the residual
disorder in an electron system is drastically reduced, we find
that the critical electron density n. of the MIT, obtained
using three independent methods, becomes smaller than the
density n,, where the effective mass at the Fermi level tends
to diverge. Near the topological phase transition expected at
nm, additional scattering channels appear on the metallic side
of the MIT, which greatly affects the metallic temperature
dependence of the resistance. This is consistent with the
experimental observation of a resistance drop on the metallic
side of the transition by more than an order of magnitude with
decreasing temperature below 7 ~ 1 K.
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