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Strong interband interaction in the excitonic insulator phase of Ta,NiSes
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Excitonic insulator (EI) was proposed in the 1960s as a distinct insulating state originating from pure electronic
interaction, but its material realization has been elusive with extremely few material candidates and with
only limited evidence such as anomalies in transport properties, band dispersions, or optical transitions. We
investigate the real-space electronic states of the low-temperature phase in Ta,NiSes with atomic resolution
to clearly identify the quasiparticle energy gap together with the strong electron-hole band renormalization
using scanning tunneling microscopy and spectroscopy (STS). These results are in good agreement with the EI
transition scenario in Ta,NiSes. Our spatially resolved STS data and theoretical calculations reveal further the
orbital inversion at band edges, which indicates the exciton condensation close to the Bardeen-Cooper-Schrieffer

regime.
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Many-body interactions in metallic solids often induce
insulating states such as Mott insulators through electron-
electron interactions and Peierls insulators through electron-
phonon interactions [1]. Excitonic insulator (EI) is another
type of interaction-driven insulators formed through a purely
electronic mechanism from semimetals or semiconductors
with small energy gaps [2,3]. A valence electron excited to
a conduction band leaves a hole in the valence band, and
they can pair into an exciton [4]. When the carrier concen-
tration and the dielectric constant are unusually small, the
hole potential is poorly screened leading to enhanced exciton
binding energy greater than the energy gap of the system.
Then, the spontaneous exciton formation occurs and these
bosonic quasiparticles condense into the same ground state.
This unusual condensate, called the EI, results in flat band
edges and an enlarged energy gap [2]. In a semimetal, the
electron-hole interaction is relatively weak and the phase
transition follows the same way as the condensation of Cooper
pairs in Bardeen-Cooper-Schrieffer (BCS) superconductors,
while the attractive interaction is strong in a semiconductor
and the transition corresponds to the Bose-Einstein condensa-
tion of excitons [5].

While the EI idea was conceived as early as 1967 and
demonstrated in artificial double layer systems with gate
voltages or strong magnetic fields at very low temperature
[6-9], only very few materials were elusively suggested to fall
naturally into the EI ground state so far. The first experimental
suggestion was TmSe;_, Te, [10-12] and later La-doped SmS
[13], which showed anomalous increases of electric resistivity
under high pressure and low temperature. Recently, more
detailed discussions were carried out on the temperature-
driven transition of 17 -TiSe, [14-27]. This case, however,
has been heavily debated since the insulating property itself
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is not observed and the transition apparently involves a charge
ordering with a lattice modulation [14-21,23,27]. That is, the
EI mechanism has to compete with others such as the Jahn-
Teller effect or the charge-density-wave (CDW) formation
[17,18]. At the center of this debate is the complexity of
the band structure, valence-band holes at the center of the
Brillouin zone (BZ) and excited electrons in three conduction
bands at the BZ boundary [20], which inevitably involves a
nonzero momentum phonon in opening a band gap.

On the other hand, Ta,;NiSes was very recently proposed as
an El even at room temperature and ambient pressure [28—34].
In contrast to 17-TiSe,, Ta;NiSes has a direct (zero or neg-
ative) band gap above the transition temperature 7. ~ 326 K
[30,31] without any CDW involved. The insulating state at
low temperature is evident in a transport measurement [35]
and an angle-resolved photoemission spectroscopy (ARPES)
work [28,29,32]. Thus, Ta;NiSes has obvious merits to clarify
the exciton condensation. Ta,NiSes is a layered material
[35,36] and each layer, as illustrated in Fig. 1, has two
Ta and one Ni chains sandwiched by Se atoms within an
orthorhombic unit cell [35,36]. It undergoes a second-order
phase transition to a monoclinic structure at ~326 K with
an anomaly in electric resistivity [35]. ARPES experiments
revealed a part of the band gap below the Fermi level and
its enlargement with the unusual flattening of the valence
band edge as the temperature decreases [28,29,32]. A model
calculation interpreted these observations as the indication of
the EI state [32]. A recent optical spectroscopy experiment
measured the temperature-dependent optical gap of Ta,NiSes
[33,34]. Nevertheless, the strong interband interaction, which
is the key feature of the EI phase, has not been unveiled yet.

In this work, we investigate the real-space electronic states
of the EI phase in Ta;NiSes. Atom-resolved local density of
states in real space was obtained using scanning tunneling mi-
croscopy (STM) and spectroscopy (STS), which demonstrates
the energy gap with sharp peaks at gap edges, corresponding
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Side view

FIG. 1. STM topography and structure model. (a) Atom-resolved
STM topography at 78 K for Ta,NiSes (sample bias V = 250 mV
and the set current 300 pA). The primitive vectors of the monoclinic
unit cell are illustrated (green arrows) with deviating slightly from
those of the undistorted orthorhombic unit cell (dashed arrow).
(b),(c) Structure model of orthorhombic Ta,NiSes with its unit cell
in dashed boxes. Red dashed lines connect the atomic positions of
the structure model to those of the STM topography.

to the flat renormalized band dispersion. Moreover, the orbital
characters of band edges were inverted in the insulating phase,
which is evidence of the strong electron-hole band interaction.
The excitonic model calculations revealed that the orbital
character inversion also implies the semimetallic band struc-
ture in the high-temperature phase. This leads us to conclude
that the EI formation is close to the BCS regime rather than the
Bose-Einstein condensation within the conventional theory of
the EI phase.

Single crystals of Ta;NiSes were grown using the chemical
vapor transport method [37], which were cleaved in situ
for STM and STS measurements. STM experiments were
conducted using commercial cryogenic STMs (Omicron and
Unisoku), for 300 and 78 K, respectively. STM topographies
were obtained by a constant current mode and a lock-in ampli-
fier was utilized to measure the differential tunneling conduc-
tance (d1/dV). The density functional theory (DFT) calcu-
lations were performed by using the full-potential linearized
augmented plane-wave band method, as implemented in the
WIEN2Kpackage [38] with the generalized gradient approxi-
mation (GGA) for the exchange correlation [39]. The Bril-
louin zone integration was done with a 28 x 28 x 6 k mesh
and the plane-wave cutoff was Ry7 Ky, =7. The Falicov-
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FIG. 2. Structural phase transition and band structures. (a)
Calculated band structure of orthorhombic Ta,NiSes (the high-
temperature phase) with experimental lattice parameters. It is com-
posed of Ta5d conduction bands (blue) and Ni3d valence bands
(red) with a negative band gap. (b) Similar band structure for mon-
oclinic Ta,NiSes (the low-temperature phase) without any excitonic
interaction.

Kimball model was used for the exciton model calculation
[40].

The STM topography taken at 78 K is shown in Fig. 1(a).
The topography is largely bias independent within a relevant
energy range of +1 eV, indicating the lack of significant
electronic effects such as charge orders or CDW. This is
important for the discussion of the transition mechanism.
The bias independence implies that the topography is mainly
due to the corrugation of the surface Se layer. Indeed, the
topographic contrast matches well with the corrugation of the
structure model [Figs. 1(b) and 1(c)] and the x-ray experiment
[36]. The lattice constants measured by STM are a = 3.5 A
and ¢ = 15.4 A with a monoclinic unit cell in good agreement
with the x-ray result for the phase below 7.. Note that this
monoclinic structure is a result of the structural transition
from an orthorhombic structure at a similar temperature to the
electronic transition. Nevertheless, the effect of the structural
phase transition on the electronic structure is expected to be
negligible compared to the band gap formed through the elec-
tronic transition [28,29,32,33]. Our own band-structure calcu-
lations for orthorhombic and monoclinic structures (Fig. 2)
confirm that the band gap opening due to the structural
transition is marginal (~30 meV) [41]. Moreover, the entropy
change associated with the transition was found to originate
mainly from the electronic structure [33]. These results make
us focus on the electronic transition.

The electronic phase transition is investigated by STS
measurements, [(dl/dV)/(I/V)], which reveals the spatial
distribution of local density of states (LDOS) with sub-
atomic resolution [41,42]. The room-temperature STS data
observe finite density of states around the Fermi level although
Ta,NiSes is reported to have T, of 326 K (Fig. 3). It obviously
reflects the gradual nature of the second-order phase transition
with the incomplete gap opening at room temperature together
with the thermal broadening of spectral features. In stark
contrast, the null density of states near the Fermi level is
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FIG. 3. Tunneling spectroscopic results at 78 and 300 K. Scan-
ning tunneling spectroscopy [(dI/dV)/(I/V)] data above different
Ni (red triangles) and Ta (blue circles) sites (shown in Fig. 1) at 78 K,
which are compared with the corresponding data on Ni sites (black
squares) at 300 K. The 300-K data are uniform over different Ni or Ta
sites. The inset shows the tunneling current plot (/-V) at 78 (red) and
300 K (black). The horizontal dashed lines indicate the null spectral
intensity.

clear at 78 K (Fig. 3), which evidences an insulating state at
low temperature. The metal-insulator phase transition is well
supported by the tunneling conductance itself shown in the
inset. The energy gap is as large as 300 meV with distinct
spectral peaks at gap edges.

The DFT calculations (Fig. 2) cannot explain this huge
energy gap even with the structural distortion, and therefore
substantial many-body interactions should be introduced for
the electronic phase transition. Before we discuss the inter-
band electron-hole interaction, we consider other types of
possible many-body interactions. The on-site Coulomb repul-
sion (or intraband interaction, U) can be reasonably excluded.
We performed a standard GGA + U calculation for the low-
temperature structure to take into account of this effect with a
well-referenced value of U = 5 eV [43] of Ni 3d. It turns out
that the energy gap is still closed in this calculation [41]. This
is because Ta,NiSes has a large bandwidth (w), leading to a
small value of U/w, the order parameter of a Mott transition.
On the other hand, the possibility of the electron-phonon

interaction has to be considered more carefully. Indeed, the
electron-phonon interaction is always present and can com-
pete or cooperate with the electron-hole interaction [44]. The
previous theoretical study, however, revealed that the electron-
phonon interaction cannot open the energy gap solely without
the electron-hole interaction but assists the gap opening with
a finite electron-hole interaction [31]. Based on this theory,
the contribution of the electron-phonon interaction on the
energy gap can be quantitatively estimated. Using the DFT
calculation [41], we first estimate the phonon momentum g
and mode (v) -dependent electron-phonon coupling constants
Agv at the T" point [45]. The largest value of A, at I' is 0.1256.
If we put this value in the above-mentioned theory [31] to
fit the observed gap size of the present system, the energy
gap enhancement by the electron-phonon coupling is only a
few tens of meV [41]. This is not a negligible gap size but
is obviously not a major contribution to the transition. Note
that the current estimation of the electron-phonon contribution
has the uncertainty within the accuracy of the DFT calculation
for the high-temperature phase. This gap enhancement is
within the energy scale of the relevant phonons [46] and the
gap size induced by the structural transition discussed above.
Thus, we suggest that the electronic phase transition is driven
mainly by the electron-hole interaction while it can still be
enhanced by the interaction with phonons. We can thus focus
on the EI scenario proposed in this material [28].

The spectral features in Fig. 3 are indeed in good agree-
ment with the EI scenario. Strong peaks at the gap edges
would correspond to the flat band edges, which is one of
the characteristics of the EI phase [2]. This is also consistent
with the flat valence band maximum observed in ARPES
measurements [28,29,32]. The asymmetry of the peaks re-
flects the different band dispersion of those flat band edges
in the valence and conduction bands as shown below. These
spectral features are commonly shown in both calculations
for the density of states with the excitonic model and our STS
spectrum with Feenstra normalization method [41]. A detailed
discussion on the different spectral shapes is given below with
Fig. 4.

Although the optical gap in the low-temperature phase of
Ta,;NiSes was measured in the previous research [33], the
single-particle energy spectrum with the energy gap is identi-
fied in the present study. The reported optical gap (~160 meV)
[33], which was assigned with nearly zero optical conduc-
tivity, seems to correspond to the energy window with zero
density of states in our STS measurement. Moreover, a broad
peak in optical conductivity at 300400 meV seems consistent
with the present peak-to-peak energy gap [33]. The valence-
band maximum relative to the Fermi level was measured as
—175 meV in the previous ARPES study [29], which agrees
excellently with the filled-state resonance peak in the STS
measurement. Thus, the energy gap of the low-temperature
phase is consistently quantified.

Beyond the energy gap, the spatial distribution of elec-
tronic states is investigated in our STS measurements crossing
Ta and Ni chains. The differences in point spectra (Fig. 3)
are also demonstrated in a spatially resolved LDOS map at
78 K [Fig. 4(a)]. Distinct features are observed around 125
(<) and —175 meV (<), which correspond to aforementioned
edges of valence and conduction bands, and these states are
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FIG. 4. Spatial distribution of electronic states at 78 K. (a) Nor-
malized dI/dV plot of a line STS measurement at 78 K crossing
the Ta and Ni chains (upper) with the topographic profile (lower).
(b) Normalized d1/dV profiles with the corresponding structure
model at empty (300 mV) and filled (—175 mV) states. The profile
at 300 mV is vertically shifted for clarification.

important for the exciton formation. Both of them carry
satellite features at 300 (<) and —250 meV (<), respectively,
which have distinct spatial distributions as shown in the
figure. While the feature at 125 meV (<) has little spatial
modulation, that at 300 meV (<) is well localized on Ni sites.
On the other hand, the spectral features at —175 (<) and
—250 meV (<) are localized at Ta and Ni sites, respectively.
Note that this localization of each state corresponds to the
difference of the spectral intensity in Fig. 3. This spatial
LDOS distribution unveils an important aspect of the gap
formation. The DFT calculation for Ta,NiSes tells us that the
bands near the Fermi level are simply composed of parabolic
valence and conduction bands from mainly Ni 34 and Ta 5d
orbitals, respectively [30,31]. Our own calculation also con-
firms this simple band structure (Fig. 2). This contradicts
with the STS results where the valence-band maximum is
localized strongly on Ta and the conduction-band minimum
has a substantial contribution from Ni atoms. Thus, the strong
band renormalization has to be involved in the gap-formation
transition between Ta and Ni orbitals or conduction- and
valence-band edges.

Ni 3d Ta 5d
E)
x 05} 41 F -
<
Ta 5d Ni 3d
0.0
«— X r X — «— X r X —

FIG. 5. Two-band exciton model. Band-gap opening and band
character inversion at I', which are induced by the exciton condensa-
tion. (a) Model band structure without the exciton interaction as sim-
plified from the DFT result (Fig. 2). (b) Band structure after including
excitonic interaction with an order parameter of A = 150 meV.
(c),(d) Spectral weights of the valence and conduction bands in the
excitonic phase of (b). These weights are also represented by sizes of
blue (Ta 5d) and red (Ni 3d) dots in (b).

The energy gap formation is further investigated by model
calculations [40,41]. As discussed above, the DFT calculation
for the noninteracting band structure with the lattice param-
eters measured by experiments yields a semimetallic phase
with a small negative band gap (~ — 50 meV) as shown in
Fig. 2(a). In the previous calculation, the conduction (valence)
bands were shifted upward (downward) by adding (subtract-
ing) an arbitrary orbital-dependent potential to yield a preas-
sumed positive band gap for the high-temperature phase [31].
However, we cannot find any justification for such an artificial
gap opening. As the minimal set of a model Hamiltonian, we
extract two bands, each from the valence and the conduction
band [Fig. 5(a)]. When the coupling of electrons and holes is
introduced as a perturbation, the eigenstates near the Fermi
level are renormalized with the energy gap opened [Fig. 5(b)].
The gap size depends on the coupling strength (A), which
is related with the exciton binding energy. The renormalized
band dispersion at the gap edges is flat together with the
substantial hybridization of Ni 3d and Ta 5d orbitals. The STS
measurements are largely reproduced by this two-band model
calculation with an order parameter A = 150 meV as shown
in Fig. 5(b). That is, the energy gap is opened with a size
of 300 meV (*2A) and dominant orbital characters at band
edges are inverted due to the exciton formation. This inversion
is well visualized by the spectral weights of valence [Fig. 5(c)]
and conduction bands [Fig. 5(d)] in the EI phase; Ta5d is
stronger than Ni3d near the I" point in the valence band and
vice versa in the conduction band. Moreover, we can qualita-
tively estimate the spatial distribution of the electronic states
at the valence band maximum from the model calculation.
The stronger spectral weight of Ta 5d implies that we have
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larger density of states on Ta chains than on Ni chains, which
is consistent with the normalized dI/dV profile at the valence
band edge (—175 mV) in Fig. 4(b).

The major limitation of the simple model is that the ex-
periment observes a relatively well-delocalized state at the
conduction band minimum together with the Ni-localized
state. This might be because Ta,NiSes has two degenerate
conduction bands and the interaction between these two and
the valence band can be more complex than our model.
Nevertheless, the present result indicates unambiguously that
the observed localization of the valence-band edge state at
Ta chains cannot be explained without the exciton forma-
tion. Moreover, this observation is in contradiction with the
semiconductor-to-EI scenario proposed earlier [31]. We per-
formed similar model calculations starting from the semicon-
ducting bare band structure and found no inversion of the
dominant band characters at edges [41]. In other words, the
state at the valence band maximum should have been localized
at Ni chains if Ta,NiSes were a semiconductor in noninter-
acting phase. That is, the band character inversion is strong
evidence of both the exciton formation and the semimetallic
(or zero-gap) bare band structure at high temperature. It is
largely consistent with optical spectroscopy data indicating a
zero-gap semiconductor at high temperature [33].

Another limitation is that our simple model Hamiltonian
does not take into account the electron-phonon interaction,
which must be entangled with the excitonic interaction. As
discussed above, while its contribution to the energy gap is
estimated not to be a major one, the electron-phonon inter-
action assists the excitonic condensation [31,44]. Thus, more
accurate quantification of the electron-phonon contribution is
necessary. In addition, a recent study reported the exciton-
phonon coupling mode in the low-temperature phase [47],
which makes the further investigation on phonons interesting.

Summarizing all results, Ta;NiSes has a metal-insulator
transition from a semimetallic noninteracting phase through
the strong interband interaction. No other mechanism than EI
can solely and plausibly explain these findings together with
the experimental data accumulated up to now, such as the
band dispersion renormalization. Moreover, the present result
indicates that the EI phase in this material is close to the BCS
mechanism rather than the Bose-Einstein condensation based
on the conventional theory [2,3,5]. Within this mechanism,
the phases of excitons are not coherent above 7, but, as the
temperature is lowered, excitons become gradually coherent
and spontaneously condense, opening the band gap. It is
notable that the condensation starts from a higher temperature
than room temperature in contrast to BCS superconductors.
This is because the binding energy of excitons is two orders of
magnitude greater than that of Cooper pairs in BCS supercon-
ductors. However, a very recent paper proposed the possibility
of a small-gap semiconducting phase above the transition
temperature due to preformed excitons in spite of the nonin-
teracting semimetallic bands in Ta;NiSes [48]. Nevertheless,
one of our main observations, the orbital character inversion
that is the hallmark of a semimetallic noninteracting band, is
consistent with this recent paper. The existence of preformed
excitons above the transition temperature has to be addressed
in future works. The further control and manipulation of the
exciton condensates are highly promising in Ta;NiSes with its
extremely high transition temperature.
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