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Superconductivity in a Bi/Ni bilayer
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Motivated by the recent observations of possible p-wave superconductivity in a bismuth-nickel (Bi/Ni) bilayer,
we explore theoretically the possibilities of realizing p-wave superconductivity in this bilayer. We begin with a
literature survey on this system and related materials that have similar superconducting transition temperature.
From the survey, the superconducting mechanism in this bilayer system is suggested to be phonon mediated
type-II superconductivity. A simple model is proposed to explain why the p-wave-like Andreev reflection signals
are likely to be observed in the surface probe, assuming that the strong spin-orbit coupled surface state of Bi thin
film is not completely destroyed by the formation of alloys.
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I. INTRODUCTION

The search for the possibility of realizing the simplest
non-Abelian anyon, the Majorana zero modes [1,2] in the
vortex state of topological superconductors, has been one of
the hottest topics in the field of condensed matter. One way
to achieve this topological superconductor is to search for
superconductors with broken time-reversal symmetry (TRS),
implying the possible coexistence of ferromagnetism and su-
perconductivity. Such coexistence has been reported in some
heavy fermion materials, including UGe2 [3], URhGe [4],
UCoGe [5], Sr2RuO4, etc. Among them, Sr2RuO4 is perhaps
the most extensively studied candidate of chiral p-wave su-
perconductor, in which anomalous responses to external mag-
netic field and the appearance of the half-flux quantum has
been reported. However, the lack of clear evidence for chiral
edge current, a key signature for chiral superconductivity, has
made the claim of Sr2RuO4 being a p-wave superconductor
less conclusive.

An alternative approach is to make artificial structures to
realize such TRS broken superconductivity. Early proposals
focus on the proximity effect between s-wave superconductor
and ferromagnetic metal [6,7] by artificially fabricating su-
perconductor/ferromagnet (S/F) heterostructures. Numerous
peculiar behaviors have been found in such systems such as
spatial oscillations of the electronic density of states, oscil-
latory superconducting transition temperature, and π phase
in Josephson junction to name a few. Recently, with the
emergence of topological insulators, it is proposed to use
spin-orbit coupled surface states of topological insulators
doped with magnetic impurities, or some semiconductors with
strong spin-orbit interactions placed in close proximity to
a conventional superconductor combined with an external
magnetic field to achieve topological superconductivity. Zero
bias anomaly [8] in the tunneling differential conductance
from the transport measurement is viewed as one of the
important indications of obtaining Majorana zero modes. This
zero bias anomaly has been experimentally observed in sev-
eral candidate systems, including the point contact Andreev
reflection spectra on a bismuth surface of epitaxially grown

bismuth/nickel (Bi/Ni) bilayer thin films observed by Gong
et al. [9] in 2015.

The bismuth/nickel (Bi/Ni) bilayer film is viewed as one of
the S/F heterostructures [10,11], but it is not a conventional
S/F heterostructure as neither crystalline Bi nor Ni become
superconducting above 1 K at ambient pressure. Bulk crys-
talline Bi at ambient pressure enters into a superconducting
phase [12] at temperature below 0.53 mK due to its low carrier
density. Making amorphous or polycrystalline Bi enhances the
carrier density of states and the electron phonon interactions,
bringing up the superconducting transition temperature Tc to
5–6 K at ambient pressure. A similar enhancement is also
achieved through placing single crystals under high pressure.
Ni is a weak ferromagnetic metal that shows no traces of
superconductivity down to any measurable temperature. In
1990, it was found by Moodera and Meservey [10] that grow-
ing thin films of Bi on top of Ni thin films makes the Bi side
superconducting with an optimal Tc � 4 K. In 2015, Gong
et al. [9] found a zero bias anomaly which was sustained even
under a high magnetic field in their transport measurements
on the Bi/Ni thin film.

In our model, we assume that the observed superconductiv-
ity in Bi/Ni is of conventional phonon mediated type and ex-
ists in the bulk of Bi thin films. This is supported by previous
experimental reports [13–15] showing traces of a Bi3Ni alloy
formed throughout Bi, even though this randomly distributed
amount of alloys may not be significant enough to distort
the x-ray diffraction images. That is, those diffusively formed
random impurities do not significantly blur the rhombohedral
structure in the Bi layer observed using transmission electron
microscopy or x-ray diffraction. This Bi3Ni alloy has a super-
conducting transition temperature around 4 K and is a type-II
superconductor [16]. These properties explain why this Bi/Ni
superconductivity is sustained with Ni thickness increasing
up to around 1/5 of the Bi thickness, and the reason for the
maximal transition temperature in this bilayer to be around
4 K. The remaining puzzle is then the zero bias anomaly
seen in the Andreev reflection signals [9] observed on the Bi
surface away from the Bi/Ni interface. We propose a simple
theoretical model to explore the physical parameters regime
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that can realize this effective p-wave superconductivity on the
Bi surface in this bilayer system. The mechanism is very sim-
ilar to the effective p-wave superconductivity on the semicon-
ductor surface with strong Rashba spin-orbit coupling in close
proximity with a conventional superconductor [17–19]. We
also summarize other possible mechanisms or explanations
for seeing the zero bias anomaly in this bilayer Bi/Ni system.

The rest of the paper is organized as follows. In Sec. II,
we briefly survey the literature relevant to this Bi/Ni bilayer
and summarize the published claims. In Sec. III, we propose
a simple model to search for the physical parameters that can
realize a possible time-reversal broken p ± ip superconduc-
tivity in this Bi/Ni bilayer. Alternative explanations for the
zero bias anomaly are also provided in the end of this section.
In Sec. IV, we summarize our results, and suggest further
experiments to explore this interesting Bi/Ni bilayer.

II. LITERATURE SURVEY

Back in 1990, tunneling experiments on Bi/Ni bilayers
done by Moodera and Meservey [10] showed that only Bi
grown on top of Ni has superconductivity with Tc � 2 ∼ 4 K,
while the reverse growth does not go into the superconducting
phase. Simultaneous growth of Bi and Ni does not give
superconductivity, and thus the Bi3Ni alloy superconductivity
is ruled out. Based on this result, they suspect the supercon-
ductivity is caused by the novel fcc structure, judged by the
x-ray diffraction (XRD) patterns, grown on top of Ni.

However, their interpretation for the XRD data is contro-
versial. The XRD data could also be explained by the common
rhombohedral phase with the surface oriented along the (110)
direction instead of the novel fcc structure, as pointed out by
Hulst et al. [20]. Recent experiments [9,14,21] with similar
sample growth conditions show that the order of growth does
not change its superconducting properties. The Bi surface ori-
entation away from the Bi/Ni interface for thinner Bi is (110),
while it changes to (111) for Bi thicker than 20 nm regardless
of its order of growth. The reason for this discrepancy is not
known, but is suspected to be the better control (better vacuum
condition or lower substrate temperature) over the sample
growth in the present day setup.

The tunneling transport and magnetic susceptibility mea-
surements in Ref. [10] indicate the superconductivity in Bi/Ni
is a strong to intermediate coupling (2�/kBTc � 4) type-II s-
wave superconductivity with an upper critical field up to a few
tesla. Anisotropy in the critical field and tunneling measure-
ment indicates this thin film superconductivity is not limited to
the Bi/Ni interface but is spreading out within the Bi layer. The
normal state resistance of Bi/Ni is shown to be metallic (the
resistance drops with lowering temperature), which is differ-
ent from the insulating behavior seen in pure Bi thin films [9].
Ferromagnetism in the Ni layer is reduced in Bi/Ni compared
with stand-alone Ni [10,11,14]. In 2015, it was claimed to be
p-wave like rather than s-wave superconductivity based on the
Andreev reflection signal shown in Ref. [9].

Artificially synthesized Bi3Ni is shown to be a type-II
superconductor [16,22] with Tc � 4 K. The measured (bulk)
upper critical field is in the order of 10−1 T. Making Bi3Ni
in the form of a thin film is expected to enhance its critical
field. Since spectroscopy data [13,14] show the formation of

Bi3Ni alloys, we suggest the superconductivity seen in the
Bi/Ni bilayer is from the diffusively formed Bi3Ni alloys. This
viewpoint is also supported by the interesting experimental
work done by Liu et al. [15]. In their work, not only Bi3Ni,
but also another type of BiNi alloy (with superconducting
transition temperature 4.25 K) contribute to the supercon-
ductivity seen in the Bi/Ni bilayer. Due to the different
growth methods [mainly pulsed laser deposition (PLD) in
their work], the Ni ions have different spatial distributions
in their work compared with others. Albeit with very sim-
ilar transition temperature, those alloys have very different
magnetoresponses [15] but the reason for superconductivity to
happen in their samples is due to the formation of supercon-
ducting alloys. The remaining question then is whether we can
also see the zero bias conductance peak in the point contact
measurements, suggesting unconventional superconductivity
in this Bi/Ni bilayer.

Recently, an experimental report on the study of super-
conductivity in the Bi/Ni bilayer was published by Armitage
et al. [23]. They used time domain terahertz spectroscopy to
measure the low-energy electrodynamic response of a Bi/Ni
thin film. From their analysis, superconductivity is found
to be fully gapped and it develops over the entire bilayer.
Their experimental results are consistent with the s-wave bulk
superconductivity in this bilayer system.

III. THEORETICAL PROPOSAL FOR UNCONVENTIONAL
SUPERCONDUCTIVITY

If the superconductivity observed in the Bi/Ni bilayer is
due to the alloy formation, it should be conventional phonon
mediated s-wave superconductivity. We claim that, based on
the theoretical model presented here, it is still possible to
observe the two-dimensional p-wave-like superconductivity
as seen in Ref. [9] on the Bi surface in our samples.

The basic idea is very similar to the proximity induced
topological superconductivity using a conventional s-wave
superconductor in contact with a strong spin-orbit interaction
material under an external magnetic field (or coupled with a
ferromagnetic insulator) [17,18]. Bi thin films are known to
have robust metallic surface states [24] and strong Rashba
spin-orbit interaction [25,26] on their surface. The Bi3Ni alloy
provides a platform for conventional type-II s-wave supercon-
ductivity. The required magnetic field [17] is provided by the
nickel thin film. This scenario is illustrated in Fig. 1. Thus
we have all the ingredients needed for realizing topological
superconductivity in this Bi/Ni bilayer.

Below, we present our model Hamiltonian and the details
of our theoretical results. The assumptions made in this model
are that the spin-orbit coupled surface state is not destroyed
by the formation of a few randomly distributed alloys within
the Bi layer, and the chemical potential of the sample is
shifted to the region where topological superconductivity can
be realized. The assumption of the spin-orbit coupled surface
state (not protected by band topology) on the Bi surface away
from the interface is backed by the nice crystalline structure
seen in the XRD and TEM [9,14] in the Bi layer of the
Bi/Ni bilayer, and the edge state property is not influenced by
the local matrix properties away from the top surface in the
tight-binding model [27]. However, the validity of existence
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FIG. 1. Sketch of the Bi/Ni bilayer. The magnetization of Ni,
shown as a red arrow, is mostly in-plane, and the magnetic field
provided by this Ni layer on the Bi surface away from the interface is
depicted by the black arrows. The field orientation at the Bi surface is
also mostly in-plane. Alloys (mostly Bi3Ni and few BiNi) are formed
with higher concentration near the interface in the layer by layer
epitaxial growth [13,14], but the formation can vary with different
growth techniques [15]. At the top (Bi) surface of the figure, the
spin-orbit coupled surface state from Bi is assumed to be intact. The
effective Hamiltonian for the Bi surface away from the interface is
described in Eqs. (1)–(4).

of a spin coupled surface state in the normal state should be
checked by other surface probes such as angle-resolved pho-
toemission spectroscopy (ARPES) or spin-resolved scanning
tunneling microscopy (STM).

A. Model Hamiltonian for p ± ip superconductivity
on the surface of Bi

Bi thin films have been shown to have robust metallic sur-
face states, and the bulk states are changing from semimetallic
to insulating ones as the thickness decreases [24]. In forming
the Ni/Bi interface, the smaller size of Ni allows Ni atoms
to flow into the Bi layer, forming the superconducting alloy
Bi3Ni, which has optimal critical temperature around 4 K.
This alloy formation also serves as effective doping, leading
to the shift of chemical potential. This is reflected in the
normal state resistance seen in Fig. 1 of Ref. [9] and similarly
in Ref. [27]. Changes in the normal state charge carriers in
the Bi/Ni bilayer compared with the Bi thin film, using Hall
bar measurements, also support this change in the chemical
potential. At higher temperature, the resistance goes up rather
than coming down as in the pure Bi thin film [24]. This
effective doping makes the Bi/Ni bilayer metallic rather than
insulatorlike, which is the case for the pure Bi thin film [24].

Suppose the formation of alloys is mostly near the Bi-Ni
interface, the crystalline structure of bismuth away from the
interface region will not be significantly modified. This claim
is backed by the nice XRD data and trace of alloys seen in the
experiments [13], although the actual distributions of the al-
loys may depend on the details of the growth procedures [15].
Under this assumption, we can treat the alloys as few random
impurities in the region of bismuth away from the interface,
and the effect of random impurities would only modify the
chemical potential without hampering the surface states with
strong Rashba spin-orbit coupling.

The effective Hamiltonian for the surface states of Bi with
surface oriented in the (111) direction [27] in proximity with

a bulk superconducting Bi/Ni alloy thin film can be written
as [18]

H = HBi(s) + HZ + HSc, (1)

HBi(s) =
∫

d2rψ†

[
−

(
∂2

x

2mx
+ ∂2

y

2my

)
− μ

− i(αxσ
x∂y − αyσ

y∂x ) − iαzσ
z((∂x + iβ̃∂y)3

+ (∂x − iβ̃∂y)3)

]
ψ, (2)

HZ =
∫

d2rψ†(�h · �σ )ψ, (3)

HSc =
∫

d2r(�ψ
†
↑ψ

†
↓ + �∗ψ↓ψ↑). (4)

The Hamiltonian for the Bi surface, HBi(s), in Eq. (2) describes
the low-energy dispersion of the bismuth up to cubic order
near the 	 point. This includes the usual quadratic kinetic
energy, the linear in momentum Rashba spin-orbit couplings
due to broken inversion symmetry on the surface, and the
cubic warping terms, which result from the hexagonal lattice
of bismuth. The 2 × 2 Pauli matrices σi act on the spin de-
gree of freedom in ψ (r) = (ψ↑(r)

ψ↓(r)). This low-energy effective
Hamiltonian around 	 point for the (111) orientation is similar
to that for the (110) orientation [28–30], which is seen for a
thinner sample as in Ref. [9], with some parameters changed.
Equation (3) stands for the Zeeman field generated by the
nickel thin film on the bismuth surface, and Eq. (4) is the
proximity induced superconductivity on the surface state of
the bismuth thin film. The orbital term from the magnetic field
is not included because the magnetic field is generated from
a nickel film oriented in the in-plane direction of the Bi/Ni
bilayer. The magnitude of this in-plane field decreases with
increasing thickness of the bismuth film (roughly proportional
to the inverse of the thickness to the third power, had we
treated the nickel film as some bar magnet).

The proximity induced superconductivity pairing ampli-
tude � also decreases with increasing thickness of Bi (with
Ni thickness fixed), as the parenting superconductor is formed
by the Bi3Ni alloy whose formation is limited by the diffu-
sive motion of nickel in the bismuth. Both of these factors
contribute to the disappearance of p ± ip superconductivity
in the bismuth surface as we increase the thickness of the
bismuth film. If we choose a thinner bismuth film, the mag-
netic field generated by the nickel could be large enough to
kill the superconductivity of the Bi3Ni alloy. Following these
arguments, we see that for a given thickness of the nickel film,
there could be only a limited range of bismuth film thickness
giving rise to the superconductivity within the bulk of the
bismuth layer, which is consistent with the observations in
Ref. [9].

We further simplify Eq. (2) by rescaling ∂x →
(mx/my)1/4∂x and ∂y → (my/mx )1/4∂y. After this rescaling,
HBi(s) becomes

HBi(s) =
∫

d2rψ†

[
− ∇2

2m∗ − μ − iλR(σx∂y − γ σy∂x )

+ iλDσz
(
∂3

x − 3β∂x∂
2
y

)]
ψ. (5)
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Here, m∗ = √
mxmy, and the spin-orbit coupling related

parameters are λD = 2αz(mx/my)3/4, β = β̃2(mx/my), γ =
(αy/αx )

√
mx/my, and λR = αx(my/mx )1/4. Equation (5) is

very similar to the low-energy Hamiltonian describing the
(110) quantum well mentioned in Ref. [18], with the linear
momentum dependent Dresselhaus term in Ref. [18] replaced
by the cubic warping terms. Thus the physics leading to
topological superconductivity with the in-plane magnetic field
provided by the nickel film here is basically the same as that
of topological superconductivity formed by a (110) quantum
well with Rashba and Dresselhaus interactions with an in-
plane magnetic field and in contact with an s-wave supercon-
ductor [18].

We rewrite the full Hamiltonian H in momentum space and
use the diagonalized bases of HBi(s) + HZ by setting ψ (�k) =
(ψ↑(�k)
ψ↓(�k)

) = φ−(�k)ψ−(�k) + φ+(�k)ψ+(�k). Here, φ±(�k) represent

some 2 × 1 matrices, and ψ±(�k) are the fermion annihilation
operators for upper/lower bands. This is done in the same
way as done in the Sau-Lutchyn-Tewari-Das Sarma proposal
for realizing topological superconductivity [17], which we
summarize their results in Appendix. Here, the explicit forms
of φ±(�k) are not as illuminating as the case shown in Ap-
pendix, and we do not show their explicit forms. Following
this change of bases, we get

H =
∫

d2�k[(ε̄+(�k)ψ†
+(�k)ψ+(�k) + ε̄−(�k)ψ†

−(�k)ψ−(�k))

+ (�+−(�k)ψ†
+(�k)ψ†

−(−�k) + �++(�k)ψ†
+(�k)ψ†

+(−�k)

+�−−(�k)ψ†
−(�k)ψ†

−(−�k) + H.c.)]. (6)

The upper/lower band energies ε̄±(�k) are given by

ε̄±(�k) = k2

2m∗ − μ ± δε(�k), δε(�k) =
√

(γ λRkx − hy)2 + (
λD

(
k3

x − 3βkxk2
y

) + hz
)2 + (λRky + hx )2. (7)

Using this band bases, the s-wave-like interband pairing strength |�+−(�k)| and p ± ip-wave-like intraband pairing (|�++(�k)| or
|�−−(�k)|) are expressed as

|�+−(�k)|2 = �2

2

[
1 − λ2

D

(
k3

x − 3βkxk2
y

)2 + γ 2λ2
Rk2

x + λ2
Rk2

y − (
h2

x + h2
y + h2

z

)
δε(�k)δε(−�k)

]
,

|�++(�k)|2 = |�−−(�k)|2 = �2

8

[
1 + λ2

D

(
k3

x − 3βkxk2
y

)2 + γ 2λ2
Rk2

x + λ2
Rk2

y − (
h2

x + h2
y + h2

z

)
δε(�k)δε(−�k)

]
. (8)

Solving the full Bogoliubov-de Gennes Hamiltonian obtained from Eq. (6) with uniform �, we get

E±(�k)2 = 4|�++(�k)|2 + |�+−(�k)|2 + ε̄+(�k)2 + ε̄−(�k)2

2
± |ε̄+(�k) − ε̄−(�k)|

√
|�+−(�k)|2 +

(
ε̄+(�k) + ε̄−(�k)

2

)2

. (9)

We concentrate on the lower branch E−(�k), assuming the
chemical potential of the bismuth surface state is lowered to be
around k2

2m∗ − δε(�k), with �k around the 	 point in the momen-
tum space. The lowering of the chemical potential could come
from the effective doping due to the formation of random
Bi3Ni alloy impurities within the bulk of bismuth. This is
suggested by the different temperature dependence of the re-
sistance in the normal state of pure bismuth [24] and Bi/Ni [9]
thin film. The minimum of E−(�k) around 	 point determines
the superconducting gap, denoted as Eg in Figs. 2 and 3, of
the surface state. The change in Eg computed numerically is
used to explore the stability conditions of various topological
and nontopological phases evaluated at zero temperature as
shown in Figs. 2 and 3. A finite-temperature phase diagram
can be done by constructing its Helmholtz free energy. As the
goal here is to find the maximal proximity induced topological
superconducting gap in the model Hamiltonian, we adhere to
the zero-temperature formulation throughout this paper.

The phase diagram shown in Fig. 2 is Eg, evaluated as a
function of anisotropy parameter γ (setting γ = β to simplify
the phase diagram), and the dimensionless ratio between
Rashba interaction strength λR and warping terms induced
Dresselhaus-like interaction strength λD at the fixed chemical

potential μ and Zeeman energy |�h| ≡ h (with Zeeman field
chosen to be along in-plane y axis in both figures) evaluated
at experimentally relevant values discussed in Sec. III B. In
Fig. 2, the chemical potential μ is chosen to place the Fermi
level crossing only at the lower band, with energy dispersion
ε̄−(�k). The separation in energy from the upper band to the
lower one is mainly determined by h, which is chosen to
be larger than the proximity induced superconducting gap
magnitude �.

For �h = hy considered here, the nonzero γ lifts the kx →
−kx symmetry of the � = 0 bands as can be seen from Eq. (7).
This suppresses the superconductivity since the pairing state
involves �k and −�k. Smaller λR partially offsets this effect, and
thus the smaller superconducting pairing gap (with larger γ

and λR) and the region termed “gapless superconductor” is
located in the upper right corner of Fig. 2. We shall empha-
size that the proximity effect generates not only interband
s-wave-like pairing (�+−), but also intraband p ± ip-like
pairing (�++/�−−) in the upper/lower band. The gapless
superconducting region (where Eg = 0) does not mean that
�−− or �+− is zero, but rather points to the existence of
a region of transition from the topological nontrivial super-
conductor to the topological trivial one as in the cases of
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FIG. 2. Phase diagram for gap magnitude Eg/� as a function of
anisotropic parameters γ (with γ = β) and ratio between Rashba
interaction λR and warping terms induced Dresselhaus-like interac-
tion λD. Other fixed parameters: 1/2m∗a2 = 0.6 eV, lattice constant
a = 4.53 Å, chemical potential μ = 0.9 eV, and effective Zeeman
field from Ni layer around 2 meV. The dark blue dot corresponds
to λR/a = 0.05 eV and λD/a3 = 0.8 eV, or 8λRa2/λD = 0.5. The
vertical axis corresponds to the p-wave phase, similar to the phase
diagram in Ref. [18].

Sau et al.’s [17] and Jason Alicea’s models [18]. For λR → 0
but finite λD (region close to y axis in the Fig. 2), the
dominant spin-orbit coupling for �−− is the warping induced
Dresselhaus-like spin-orbit coupling. Right at the y axis,
the induced topological superconductivity pairing symmetry
is given by kx(k2

x − 3βk2
y ) � −kx|�k|2 (for β � 1, |kx| � |ky|

in an isotropic sample; |�k|2 = k2
x + k2

y ) behaving like a px

superconductor near the 	 point. Thus we mark that region
as a px superconductor.

The topological phase transition is also present when we
try to move the chemical potential away from the lower band.
A naive guess for the phase boundary would be |μ| � |h| as
the “topological gap” is protected by the Zeeman field here
(the actual topological region would be smaller as � is finite).
Thus a phase boundary, or a region named gapless supercon-
ductor, exists between the “normal superconductor (NSC)”
and “topological superconductor (TSC)” as we change the
chemical potential while fixing other parameters as shown in
Fig. 3.

B. Model parameters relevant to the known
experimental results

We use the model parameters 1/2m∗a2 = 0.6 eV, λR/a =
0.05 eV, λD/a3 = 0.8 eV, lattice constant a = 4.53 Å, and
chemical potential μ = 0.9 eV to fit the hexagonal Fermi
surface of the pristine bismuth thin film [27] around the 	

point. With the addition of nickel layer, we lower the chemical
potential to zero and add an effective Zeeman field of a
magnitude around 2 meV. The upper bound of Zeeman field is
estimated from the in-plane upper critical field [13] of Bi3Ni

FIG. 3. Phase diagram for gap magnitude Eg/� as a function
of the ratio between the Rashba interaction λR and warping terms
induced Dresselhaus-like interaction λD and the chemical potential
μ normalized by the Zeeman field strength h. Other fixed param-
eters: γ = β = 1, 1/2m∗a2 = 0.6 eV, lattice constant a = 4.53 Å,
8λRa2/λD = 0.5, and effective Zeeman field h = 2 meV. The yellow
arrow points to the maximal p ± ip order parameter magnitude,
which is around 0.4 meV in this calculation. NSC stands for a
normal superconducting state and TSC stands for a topological
superconducting state.

(with thickness around one tenth of magnetic penetration
depth) and large gyromagnetic ratio (g � 33) of the Bi thin
film, which gives 10 meV. To keep the superconductivity of
the alloy from Bi3Ni as intact as possible, we choose the
Zeeman field h generated from the nickel layer to be 2 meV.
The superconducting gap magnitude � from the bulk Bi is
estimated to be 0.9 meV, using 2�/kBTc = 4.5 and Tc = 4 K
measured by a tunneling experiment in a similar setup [10].

With the aforementioned parameters and assuming the film
is uniform (with dimensionless anisotropic parameters γ =
1, β = 1), the surface state of Bi/Ni is then described by
p + ip topological superconductivity with a superconducting
gap magnitude around 0.08 meV or 0.09� (dark blue dot
in Fig. 2). Further lifting up of the chemical potential (say,
by around 1 meV) while keeping the other parameters fixed
enhances the gap magnitude up to 0.4 meV as shown in
Fig. 3. This enhancement is attributed to the enhancement
of the density of states with the rising chemical potential.
Further increase of the chemical potential results in a change
from topological superconductivity to the topologically trivial
one. Making the film anisotropic also leads to a larger gap,
although the effect is less significant compared with the shift
of the chemical potential.

Fitting using the generalized Blonder, Tinkham, and Klap-
wijk (BTK) formula [31] with the observed zero bias peak [9]
gives a superconducting gap around 0.6 to 1.1 meV (depend-
ing on the choice of fitting range of bias voltage). This esti-
mated gap magnitude is almost the same as that from the bulk
superconductivity (∼0.9 meV) with the critical temperature
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FIG. 4. Schematic plots for the anisotropic conductance from the point contact Andreev reflection measurement. Formula used in the
evaluation of normalized conductance shown in the three sub-figures is taken from the Ref. [31], with Z = 2mU

h̄2kF
= 10 (U being the normal-

superconductor interface potential) as in the Fig. 1 of the Ref. [31]. Different colors in the figures mean normalized conductance (vertical axis:
G/GN , where GN stands for normal state conductance) vs bias voltage (horizontal axis: eV/�, where V is the bias voltage) under different
local magnetic fields.

around 4 K. Our numerical result for the largest proximity
induced gap magnitude is around 0.4 meV. This factor of
two discrepancy could come from the thermal broadening or
multichannel tunnelings due to the finite size of the point
contact. Further reducing the measurement temperature and
choosing a better contact could possibly resolve this issue.

C. Anisotropic point contact Andreev reflection

Another interesting perspective of this Bi/Ni bilayer is
that the differential conductance signal from the point con-
tact shows different results from different sides [32,33]. The
effective equal-spin p ± ip pairing is expected to be strongest
only on the surface away from the Bi/Ni interface. For the
side surfaces, the conductance shape could show s-wave-like
or p-wave-like structures. For a rectangular shape of the
Bi/Ni bilayer, the side with the longer length is supposed
to be influenced by similar magnetic field strength as the
top surface. The side with the shorter length experiences
a stronger magnetic field compared to the top surface, but
with more anisotropy in the field distribution as illustrated
in the cartoon picture of Fig. 4. This anisotropy leads to a
smaller effective in-plane field compared with the other two
side surfaces. Since the side surface Rashba terms are much
weaker compared with that of the surface in parallel with the
Bi/Ni interface, the side with large magnetic field is likely to
show p-wave behavior as suggested in Fig. 2 with λR = 0.
It could also show opposite spin pairing [31] in the triplet

state, which would be sensitive to the external magnetic field
probes. For the side surface with a weaker magnetic field, the
chemical potential μ could be larger than the Zeeman field h,
leading to s-wave-like topologically trivial superconductivity
as shown in the right-hand side of the phase diagram in Fig. 3.

D. Competing models and other possibilities

Recent optical measurements of the polar Kerr effect sup-
port the spontaneous time-reversal symmetry breaking on the
Bi surface in concurrence with the onset of superconductivity
in this Bi/Ni bilayer [34]. This experimental results are consis-
tent with the time-reversal broken p ± ip paring gap presented
in our theoretical model. An alternative theoretical explana-
tion for the same Kerr effect results is presented in Ref. [34],
where the superconductivity is thought to occur only on the
Bi surface away from the Bi/Ni interface. Based on sym-
metry requirements for two-dimensional noncentrosymmetric
crystalline superconductors [35], the authors in Ref. [34]
concluded that the time-reversal broken superconducting state
should be of d ± id instead of p ± ip symmetry as suggested
in our scenario. The mechanism behind this d ± id supercon-
ductivity is the magnetic fluctuations induced by the Ni layer.

The key difference between this d ± id proposal and ours
is that the superconductivity considered in our model is rooted
in the bulk of Bi, not just on the surface away from the Bi/Ni
interface. It is true that with the decrease of Bi thickness the
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bulk of Bi tends to be a normal insulator with a metallic
surface state [24] (with the exception of few bilayers of Bi
which could be topological insulator [36] or single layer of
Bi as two-dimensional topological insulator [37]). However,
by placing Bi on top of Ni thin film, we see the whole
Bi/Ni normal state behaves like an usual metal rather than an
insulator. This leads us to believe that, in all the Bi/Ni samples
we see, there exist effective doping of charges that increases
the electronic density of state nearby the Fermi level. Also, all
the observed transport and magnetic properties, other than the
surface probes such as the point contact Andreev reflection, in
the superconducting state is consistent with the usual type-II
s-wave superconductor. Another experimental support is that
we do not see any sign of superconductivity in the Bi/Fe
or Bi/Co samples [14], which should have similar supercon-
ducting behavior if the surface d ± id superconductivity were
induced by magnetic fluctuations.

It is also possible that the observed p-wave-like sig-
nal in the point contact measurement is from the bulk of
Bi/Ni bilayer [33] instead of signals from the surface. It
is found by Herrmannsdörfer et al. [38] that nanostruc-
tures of Bi3Ni (submicrometer-sized particles and quasi-one-
dimensional nanoscaled strains) also show coexistence of
superconductivity and ferromagnetism with the onset of the
superconducitng transition temperature around 5.2 K. This
kind of nanostructured Bi3Ni could also be formed during the
epitaxial growth of a Bi/Ni bilayer and becomes the source
of the bulk p-wave superconductivity, although the mecha-
nism behind it remains elusive. Whether these nanostructured
Bi3Ni could form well-oriented domains as suggested by the
anisotropy measurement [32,33] during the epitaxial growth
is yet another puzzle to be solved.

Another possibility for seeing a magnetic field independent
zero bias conductance peak in the point contact Andreev
reflection measurement is that the point contact is not in the
Sharvin ballistic limit [39]. This has been seen in some of
the multiband iron-pnictide superconductors with s± pairing
symmetry. In the polycrystalline iron pnictide, the coexistence
of randomly distributed ferromagnetic and superconducting
domains is also found [39]. Both the field independent zero
bias conductance peak and the existence of ferromagnetic do-
mains could possibly explain the experimental results from the
point contact and magneto-Kerr effect measurements found
in the Bi/Ni samples. This less exciting possibility can be
ruled out, if the superconducting sites found in the point
contact measurement were the same as the ferromagnetic
region found in the Kerr effect measurement. Multiple An-
dreev reflections [40] is yet another possibility, although the
experimental results from Ref. [9] suggests this is less likely
to be the case.

IV. SUMMARY AND FURTHER
EXPERIMENTAL SUGGESTIONS

We propose a simple model, utilizing the strong spin-orbit
coupling nature of Bi and the effective doping coming from
the alloy formation in the Bi/Ni bilayer, to suggest the possible
existence of proximity induced time-reversal broken p ± ip
superconductivity on the Bi surface away from the Bi/Ni
interface. The physics behind it is the same as the effective

p ± ip superconductivity created by a conventional supercon-
ductor combined with a semiconductor with strong spin-orbit
coupling under some external magnetic field [17,18]. The key
difference here is the Rashba spin-orbit term is supplemented
by a cubic spin-orbit coupling, and the external magnetic field
is provided by the ferromagnetic Ni layer. By mapping out the
phase diagram with experimentally relevant parameters, we
also explain the anisotropic Andreev reflection signals probed
on different Bi surfaces [32,33]. This p ± ip scenario is also
consistent with the recent magneto-optical Kerr effect and
magnetic measurements [21,34], although other possibilities
such as bulk p-wave superconductivity induced by nanostruc-
tured Bi3Ni [38], multiple Andreev reflections [40], or a point
contact in the diffusive regime [39] should also be considered.
Since the alloy formations would vary with growth methods,
the phase diagrams mentioned in our simple model for the
actual bilayer system are surely more complicated. However,
we think the main physics that the topological nontrivial
superconductivity is induced through a proximity effect on the
surface of Bi should be still the same, as long as the surface
states of Bi away from the interface are not destroyed after the
formation of those alloys from interface diffusions.

To truly confirm whether our proposed scheme is correct or
not, further surface probes such as angle-resolved photoemis-
sion spectroscopy and low-temperature scanning tunneling
microscopy are needed to check the normal and superconduct-
ing states of electronic structures of the Bi layer after forming
the Bi/Ni bilayer. For sufficient thick Bi layer, the nickel
from the interface diffusion shall not reach to the Bi surface
away from the interface. The size of the superconducting gap
from the point contact Andreev reflection measurement shall
become smaller with the increasing bismuth thickness.

Another possible mechanism for inducing time-reversal
broken superconductivity is through the magnetic fluctuations
from the Ni layer as mentioned in Ref. [34]. We tend to
exclude this scenario based on the lack of superconductivity
in the Bi/Fe and Bi/Co bilayers. Had it indeed been able to
achieve effective p ± ip superconductivity on the Bi surface,
we may adjust the sample making processes to achieve the
largest superconducting gap magnitude, using the aforemen-
tioned phase diagrams, and make a Majorana zero mode in
its vortex state. Even if this were not the case (say, with
zero bias anomaly seen similar to some of the iron-pnictide
superconductors), a further look at the Fulde-Ferrell-Larkin-
Ovchinnikov (FFLO) physics on the Ni side [11] is also
an interesting topic in its own right. A systematic study
of the bilayer formed by a metallic/semiconducting thin
film with strong spin-orbit couplings and a ferromagnetic
metal/insulator layer could also possibly lead to a platform
for effective p ± ip or even more exotic superconductors yet
to be explored.
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APPENDIX: OVERVIEW OF SAU-LUTCHYN-TEWARI-DAS
SARMAR PROPOSAL

The mechanism for generating p ± ip superconductivity in
this paper follows the idea pioneered by Sau et al. in Ref. [17]
of utilizing semiconductors with strong spin-orbit coupling
under an external magnetic field and placed in close con-
tact with a conventional superconductor. We summarize their
main formulations and results following the review article in
Ref. [41] and the work in Ref. [18] by Jason Alicea.

The proposed setup for realizing p ± ip superconduc-
tivity is to use a semiconductor quantum well [a quasi-
two-dimensional electron gas (2DEG)] with strong Rashba
spin-orbit coupling placed in between a conventional s-wave
superconductor and a ferromagnetic insulator. The magne-
tization direction of the ferromagnetic insulator is pointing
perpendicular to the plane of the two-dimensional electron
gas formed in the quantum well. This stacking order (s-
wave superconductor-2DEG-ferromagnetic insulator) is dif-
ferent from the scenario for the Bi/Ni bilayer (2DEG-s-wave
superconductor-ferromagnetic metal) we mentioned in the
main text. The direction of magnetization and the spin-orbit
coupling terms for generating topological superconductivity
are slightly different in our proposal. In the following, we in-
troduce term by term the low-energy Hamiltonian describing
the setup by Sau et al. [17], starting with the 2DEG with a
Rashba spin-orbit coupling part.

Up to quadratic order in momentum, the relevant Hamilto-
nian for the electrons in the quantum well is

Ho =
∫

d2rψ†

[
−∇2

2m
− μ − iα(σ x∂y − σ y∂x )

]
ψ, (A1)

where m is the effective mass, μ is the chemical potential, α

is the Rashba spin-orbit coupling strength, and σ i are Pauli
matrices acting on the spin degree of freedom in ψ . At small
enough momentum (around 	 point in the reciprocal lattice),
the Rashba term in Eq. (A1) gives a spin-orbit coupled band
similar to the electrons of the two-dimensional surface state
of a three-dimensional topological insulator. The emergence
of p ± ip superconductivity is closely related to this term.

Next, the coupling with a ferromagnetic insulator with
magnetization pointing out of plane is assumed to induce a
Zeeman interaction:

HZ =
∫

d2rψ†[hzσ
z]ψ. (A2)

Under the assumption that the influence from the ferromag-
netic insulator are primarily due to exchange interaction, this
Zeeman interaction is the dominant term. For |hz| > |μ|, the
electrons occupy only the lower band and exhibit a single
Fermi surface. To see this, we may diagonalize H0 + HZ in
momentum space by writing

ψ (�k) = φ−(�k)ψ−(�k) + φ+(�k)ψ+(�k), (A3)

where ψ±(�k) are the fermion annihilation operators for up-
per/lower bands, and φ±(�k) are the corresponding wave func-
tions taking the following form:

φ+(�k) =
(

A↑(�k)

A↓(�k) ikx−ky

|�k|

)
, (A4)

φ−(�k) =
(

B↑(�k) ikx+ky

|�k|
B↓(�k)

)
. (A5)

The expressions for A↑,↓ and B↑,↓ are not that enlighten-
ing [18], but their combination as shown below is more
meaningful:

fp(�k) ≡ A↑A↓ = B↑B↓ = −α|�k|
2
√

h2
z + α2|�k|2

, (A6)

fs(�k) ≡ A↑B↓ − B↑A↓ = hz√
h2

z + α2|�k|2
. (A7)

Equations (A6) and (A7) are useful for identifying the forma-
tion of p ± ip and s-wave superconductivity once the proxim-
ity induced pairing is introduced. In this band bases, H0 + HZ

becomes

H0 + HZ =
∫

d�k[ε+(�k)ψ†
+(�k)ψ+(�k) + ε−(�k)ψ†

−(�k)ψ−(�k)]

with energies

ε±(�k) = |�k|2
2m

− μ ±
√

h2
z + α2|�k|2.

Making this 2DEG in contact with an s-wave superconductor
introduces a pairing term via the proximity effect. The full
Hamiltonian is given by

H = H0 + HZ + HSc (A8)

with

HSc =
∫

d2r[�ψ
†
↑ψ

†
↓ + �∗ψ↓ψ↑]. (A9)

We choose � = �∗ in this s-wave pairing. Rewriting HSc in
terms of band bases ψ± in momentum space, we get

HSc =
∫

d�k[�+−(�k)ψ†
+(�k)ψ†

−(−�k) + �++(�k)

×ψ
†
+(�k)ψ†

+(−�k) + �−−(�k)ψ†
−(�k)ψ†

−(−�k) + H.c.]

with

�+−(�k) = fs(�k)�, (A10)

�++(�k) = fp(�k)

(
ky + ikx

|�k|

)
�, (A11)

�−−(�k) = fp(�k)

(
ky − ikx

|�k|

)
�. (A12)
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In this band basis, we see that Eq. (A9) generates both inter-
band s-wave paring �+− and intraband p ± ip pairing for up-
per/lower bands. This mixed pairing is due to spin-momentum
locking from the Rashba spin-orbit coupling. For proximity
effect induced pairing amplitude � much smaller than the
band gap induced by the Zeeman field (i.e., |hz − μ| � �)
with μ crossing the lower band, we can ignore the upper band
and project ψ+ away from the effective Hamiltonian. Then the
remaining effective Hamiltonian maps onto that of spinless
p − ip pairing, an example of topological superconductor.
Notice that even in this topological superconducting regime
the interband s-wave paring �+− is still nonzero around 	

point in reciprocal space. The reason for projecting interband
pairing away is purely due to the energetic assumption that
|hz − μ| � �.

To explore the stability conditions at zero temperature
for this topological superconducting phase, we solve the full

Hamiltonian (A8) and obtain

E2
± = 4|�++|2 + �2

+− + ε2
+ + ε2

−
2

± |ε+ − ε−|
√

�2+− + (ε+ − ε−)2

4
. (A13)

For the lower band energy eigenvalue E−(�k), the supercon-
ducting pairing amplitude is obtained at the Fermi momentum
kF [obtained from ε−(�kF ) = 0]. The smallest E−(�k) band
gap is around �k = 0 (the 	 point in reciprocal space). This
gap closing [E−(�k) = 0 at some �k close to 	 point, named
“gapless superconducting” region in Figs. 2 and 3 of the main
text] marks the transition from a topological superconducting
phase (absolute value of Chern number equals to one) to a
trivial (normal) superconducting phase (Chern number equals
to zero) [41].
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