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Manipulation of quantum systems is the basis for many promising quantum technologies. However, how
quantum mechanical principles can be used to manipulate the dynamics of quantum dissipative systems remains
unanswered because of strong decoherence effects arising from interaction with the surrounding environment.
In this work, we demonstrate that electron transfer dynamics in molecular loop structures can be manipulated
with the use of Floquet engineering by applying a laser field. Despite strong dephasing, the system’s dynamics
spontaneously breaks the chiral symmetry of the loop in a controllable fashion, followed by the generation of
a robust steady-state electronic current without an external voltage. An exponential scaling law that relates the
magnitude of the current to the system-environment coupling strength is revealed numerically. The breaking of
chiral symmetry and the consequent controllable unidirectional flow of electrons could be employed to construct

functional molecular electronic circuits.

DOLI: 10.1103/PhysRevB.99.064301

I. INTRODUCTION

Quantum manipulation of different degrees of freedom
in various types of physical systems has recently attracted
growing attention as an indispensable ingredient at the heart
of the quantum revolution. Examples include the manipulation
of numerous sorts of qubit platforms such as photons, trapped
ions, and superconducting qubits for quantum computation
and quantum communication [1-5], the utilization of highly
controllable and precisely measurable systems of ultracold
atoms and molecules for quantum simulation [6-8], and the
exploitation of unique features of systems of nitrogen-vacancy
defect centers in diamond as well as of exotic quantum states
such as the spin-squeezing state and entangled states for
quantum sensing and quantum metrology purposes [9—11]. As
a tool of quantum manipulation, Floquet engineering has been
employed to investigate various aspects of nonequilibrium
dynamics in well-isolated quantum systems such as ultracold
atoms [12-17]. In Floquet engineering, a system parame-
ter is temporally modulated in a periodic manner. Floquet
engineering has been employed to control the superfluid-
Mott-insulator phase transition in an atomic cloud of 3’Rb
[18], to simulate frustrated classical magnetism in triangular
optical lattices [19], to generate artificial magnetic fields for
charge-neutral particles [20-23], and to realize topologically
nontrivial band structures [24]. However, because quantum
mechanical effects are often vulnerable to decoherence orig-
inating from interaction with the numerous dynamic degrees
of freedom in the surrounding environment, it has been be-
lieved that nearly perfect isolation of the system from the
environment, e.g., ultracold atomic gases, is a prerequisite for
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quantum manipulations such as Floquet engineering [12]. Un-
like well-isolated quantum systems, molecules in condensed
phases are often embedded in a high density of environmental
particles, leading to moderate-to-strong system-environment
coupling. Consequently, the question of how quantum me-
chanical principles can be harnessed to manipulate the dynam-
ics of condensed-phase molecular systems is nontrivial. Nev-
ertheless, the present authors have recently demonstrated that
Floquet engineering can significantly accelerate electronic ex-
citation transfer between two molecules [25]. The key is that
time-periodic modulation of the Franck-Condon transition
energy of photoactive molecules leads to minimization of the
decoherence effect in a similar manner to the decoherence-
free subspace [26]. A similar mechanism can be applied to
other important dynamical processes including charge and
spin transfers (e.g., the spin-singlet fission) in molecular sys-
tems. In this work, we show that Floquet engineering can be
employed to manipulate not only the amplitude, but also the
phase associated with intersite coupling, namely, the Peierls
phase, which is irrelevant in the case of two-site systems
[25] but can dramatically influence electron transfer (ET) in
molecular networks.

Investigations of quantum dynamics in various types of
network structures [27] are significant in understanding fun-
damental processes such as energy and charge transfers in
chemical and biological systems [28], the physics of quantum-
walk-related phenomena [29], and practical applications using
artificial materials such as photovoltaics [30,31] and pho-
tonic circuits [32,33]. However, in the regime of moderate-
to-strong system-environment coupling, quantum coherence,
i.e., relative phases between electronic states at different sites
in the network, can be rapidly destroyed. It is also note-
worthy that despite quantum transport properties of various
types of driven dissipative systems [34-36] including two-
level systems [37], periodic tight-binding systems [38], and
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double-well potentials [39] having been theoretically studied,
up to date no attention has been paid to the control of quantum
transport in periodically driven network structures via the
manipulation of Peierls phase of intersite couplings, espe-
cially in strong dissipative systems because of the effect of
decoherence. Therefore, we need a new mechanism to protect
effects of quantum manipulation on driven quantum transport
in network structures under such strong decoherence, which
is shown to be possible by exploiting the topological loop
structure in molecular systems. In particular, we show that ET
dynamics spontaneously breaks the chiral symmetry of the
loop in a controllable fashion and in turn generates a robust
steady-state electronic current without an external voltage that
remains nonvanishing even when the system-environment in-
teraction is stronger than the characteristic energy scale of the
system. By numerically investigating the dependence of the
magnitude of the current on the system-environment coupling
strength, we derive an exponential scaling law relating these
two quantities.

II. ELECTRON TRANSFER IN MOLECULAR NETWORKS

To demonstrate the manipulation of ET dynamics in molec-
ular networks using Floquet engineering, we consider ET in
a triangular loop made of three sites as illustrated in Fig. 1.
Examples of molecular loop structures include ring-shaped
cyclic compounds [40—43], donor-acceptor triads [44,45], and
the spatial arrangement of bacteriochlorophyll a molecules in
the light-harvesting 2 (LH2) complex of purple bacteria [46].
The molecular loop structure possesses a chiral symmetry,
i.e., there is equality between transports in the clockwise and
anticlockwise directions.

The Hamiltonian to describe ET dynamics in condensed
phases can be expressed as A = H + A + AH™ with the
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FIG. 1. Schematic illustration of ET in a molecular loop structure
consisting of three sites (yellow). Each site is coupled to an inde-
pendent environment illustrated by an ensemble of ellipses (blue).
Electron transfer is allowed between all pairs of neighboring sites.
The ET between sites m and n is characterized by the intersite
coupling V,,, (m,n =1, 2, 3). The electronic energy experiences a
site-dependent time-periodic modulation caused by the oscillating
electric field E(z) of an applied laser pulse that is aligned along the
direction connecting the second and the third molecules.

Hamiltonian of the ET given by [47]

ZE m) ] + Z 2V, ) (m M

m,n=1

In the above, |m) denotes the state where only the mth
molecule is reduced and negatively charged while the other
molecules are in the electronically ground neutral states, i.e.,
an excess electron is located on the mth site. The energy of
state |m) is given by E, when the energy of the “vacuum
state” where all the molecules are in the electronically ground
neutral states is set to be zero. The real number %V, denotes
the intersite coupling to drive ET reaction between the mth
and nth molecules.

The Hamiltonian of the environment associated with the
mth site is given by H eV — Z hwy, gb bm £, Where bmg
denotes the annlhllatlon operator of the’ Eth mode of the
environment with frequency w,, ¢. The electronic energy at
the mth site experiences fluctuations caused by the environ-
mental dynamics as expressed by the interaction Hamiltonian
H™ = |m) (m| p gmg(b + l;m,g), where g,, ¢ denotes the
coupling strength of the sth mode. This form of the interaction
Hamiltonian induces environmental reorganization. When an
excess electron is localized on a molecule, the environment
associated with that molecule would make a change in its con-
figuration to a new equilibrium position that is shifted from its
equilibrium position when the molecule is in the electronically
ground neutral state. The environmental reorganization and
its timescale are characterized by the relaxation function
v, (1) = (2/7t)f0oo dw J,,(w) cos(wt)/w, where J,,(w) stands
for the spectral density J,,(w) = 7 ZE gfn,sa (w — Wy, ¢ ) of the
environment. Generally, the relaxation function may have a
complex form involving various components. For the sake of
simplicity, however, we model the function using an expo-
nential form W,,(t) = 2A,, exp(—t /1), where A, is the envi-
ronmental reorganization energy, which is usually employed
to characterize the system-environment coupling strength,
and 1, is the characteristic timescale of the environmental
relaxation or reorganization process [48].

In the following, we consider the case of independent
environments associated with three sites [49]. In general,
there can be some correlation between fluctuations caused by
environments associated with different sites in a molecular
network as the change of configuration of the environment
around one molecule as ET occurs can affect the configura-
tions of environments of other molecules [50,51]. As shown
in Appendix A, however, the main results of this paper remain
unchanged, at least qualitatively, for both cases of correlated
and anticorrelated fluctuations. For the sake of simplicity,
we set T, =T, Ay = A, Q0 =Q° and V,,, =V for m,n =
1,2, 3.

III. FLOQUET ENGINEERING

In Floquet engineering, the Hamiltonian of the system is
temporally modulated in a periodic manner by, for exam-
ple, applying a laser pulse through the Stark effect Es(r) =
—E@) - u, where E(r) and pu are the oscillating electric
field and the electric dipole moment, respectively. The time-
dependent electronic energy at the mth site is expressed
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as E,,(t) = E,‘i + hu,,(t), where the modulation u,,(t) needs
to satisfy u,(t) = u,(t +T) and fOT dtu,(t) =0 with T
being the modulation period. In the limit of high driving
frequency, the system’s dynamics is characterized by an
effective time-independent Hamiltonian H.¢ obtained by tak-
ing the lowest-order terms in the high-frequency expansion
[12]. This has the same form as the original Hamiltonian
in Eq. (1); however, the intersite coupling V,,, is replaced
by Vel = (Vaun/T) Jy i exp (il xa(t) = son (1} with x (1) =
o dt’ un (1) [25].

In general, the effective intersite coupling VEIT is a complex
number expressed as VT = |Veif| exp(i 6T, where 6° is
termed the effective Peierls phase. For a sinusoidal modula-
tion, Ve takes real values [25] and thus 6° takes only the
value of O or 7. Howeyver, it was shown that the effective inter-
site coupling can take a complex value, provided that the time-
periodic modulation breaks two special symmetries: reflection
symmetry for a suitable time t, namely u,,(t — t) = u,,(—t —
7), and shift antisymmetry u,,(t — T /2) = —u,,(¢) [21]. For
example, we can take a time-periodic modulation composed
of two sinusoids u,,(t) = A,, sin(wt) + B, sin(2wt) by apply-
ing a shaped laser pulse [52]. Since the wavelength of the laser
is typically much larger than the size of the molecular system,
the electric field of the laser can be considered as homoge-
neous over the whole system. If the electric field of the linearly
polarized laser is aligned along the direction connecting the
second and the third sites, the differences in energy modula-
tions between the three sites are A} — A, = A3 — A} = (A3 —
Az)/z = A/2 and Bl — Bz = B3 - B] = (B3 — Bz)/z = B/2,
where the driving amplitudes A and B are approximately
proportional to the magnitude of the electric field, the charge
of electron, and the distance between neighboring sites. The
ET dynamics in the closed loop depends on the effective
total Peierls phase 68 = ¢l + 05 + 051 accumulated by
the electron as it travels in the clockwise direction. The
dependence of 6T on the driving amplitudes A and B is given
in details in Appendix B.

In the following numerical demonstrations, since the en-
ergy fluctuation is proportional to the temperature, we con-
sider iV < kgT for the strong decoherence regime. Here,
we set T =300 K and V = 50 cm™!, which is of the same
order of magnitude as the ET in photosynthetic reaction center
[53]. The environmental relaxation time t is also taken to
be a typical value v = 100 fs. The driving frequency w is
taken to be w = 200 THz. For describing ET dynamics in the
molecular network, an adequate description is provided with
the reduced density operator p(¢), i.e., the partial trace of the
density operator of the total system over the environmental
degrees of freedom. The time evolution of the reduced density
operator with the initial condition of p(+ = 0) = |1)(1| can be
solved in a numerically accurate fashion through the use of,
for example, the hierarchical equations-of-motion approach
[54]. Technical details are given in Ref. [48].

IV. SPONTANEOUS BREAKING OF CHIRAL SYMMETRY

We consider the case where the reorganization energy is
comparable to the intersite coupling A =V, and the system
is driven with the driving amplitudes A/w = 2 and B/w =6.
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FIG. 2. Time evolutions of the electronic populations P,, (m =
1,2, 3) at three sites in the molecular loop structure under Floquet
engineering. The system is driven by a laser pulse composed of two
sinusoids with frequencies w and 2w. The two corresponding driving
amplitudes are A/w = 2 and B/w = 6. Inset: time evolutions of P,
(red) and P;5 (blue) for A/w = 4. B is kept constant.

It is noteworthy that the dynamics of the system under
consideration is in a non-Markovian regime as both the
system-environment coupling strength and the environment’s
relaxation timescale are comparable in magnitude with the
characteristic energy scale of the system. As a result, the
memory effect of the environment must be taken into account
as opposed to the Floquet-Markov master equation that has
been widely used in studying driven quantum transport [36].
Time evolutions of the electronic populations at three sites
are shown in Fig. 2. The populations rapidly equilibrate to
the steady-state values P(t — 00) = P>(t — 00) = P3(t —
o0) = 1/3, showing no noticeable signature of quantum in-
terference due to the strong decoherence. Nevertheless, there
is clearly a population imbalance between the second and the
third sites, P»(¢) < Ps(t), over a relatively long time period of
approximately 2 ps. It should be noted that the three sites are
identical, leading to a chiral symmetry between two possible
ET pathways along the loop in the clockwise and anticlock-
wise directions. Meanwhile, the ac driving also preserves this
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FIG. 3. Time evolution of the electronic current /5, flowing from
the third to the second site in the molecular loop structure under Flo-
quet engineering. The driving amplitudes are A/w = 2 and B/w = 6.
Inset: time evolution of I3 for A/w = 4, where B is kept constant.
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symmetry on time average, which is relevant to the high-
driving-frequency limit under consideration. It should also be
noted that the applied laser field under consideration is lin-
early polarized, in contrast to the case of circularly polarized
field used to generate ring currents [55-57] which explicitly
break the chiral symmetry. Therefore, the emergent imbalance
in the population distribution of electron between the two
sites implies that ET dynamics under Floquet engineering
spontaneously breaks the chiral symmetry of the molecular
loop structure.

Moreover, the direction of the emergent chirality can be
manipulated by varying the driving amplitudes. It is evident
from the inset of Fig. 2 that the relative electronic distributions
at the two sites are reversed when the driving amplitude varies
from A/w = 2 to 4 with keeping B constant, indicating that
the emergent chirality of the system can be fully controlled
by Floquet engineering. It should be noted that the direction
of the emergent chirality changes by only varying the driving
amplitude without any change of phase or direction or other
parameters of the modulation, reflecting the fact that the chiral
symmetry is spontaneously broken by the ET dynamics under
Floquet engineering. The controlling of the emergent chirality
can be understood through the sign of the effective total
Peierls phase. Indeed, 6 changes its sign from negative to
positive when the driving amplitude changes from A/w = 2
to 4 (see Appendix C for details).

The small zigzag pattern on top of the time evolution in
Fig. 2, usually called micromotion, is a direct consequence of
a time-periodic driving with finite frequency. It corresponds
to higher-order terms in the high-frequency expansion; there-
fore, the higher the driving frequency, the smoother the time
evolution. In the following sections, to remove the micromo-
tion and in turn obtain smooth time evolution, we consider
the high-driving-frequency limit in which ET dynamics is
characterized by the effective intersite coupling V<. Exper-
imentally, the micromotion can be removed by filtering out
high-frequency components from the measured signal.

V. ROBUST ELECTRONIC CURRENT WITHOUT
AN EXTERNAL VOLTAGE

It is not only the electronic population, but also the
electronic current flowing in the molecular loop that are
substantially affected by Floquet engineering. The cur-
rent is defined as L,(t) = —e Tr[Lwmp@)] (m,n=1,2,3),
where —e is the unit charge of an electron and Ton =
—i(Viyn|n)(m| — V¥ |m)(n]) is the current operator describing
the flow of electron from the mth to the nth sites. The time
evolutions of the current I3,(¢) for the two different driving
amplitudes A/w = 2 and 4 considered above are shown in
Fig. 3, where B is kept constant. It is evident that /3, (¢ ) makes
a sharp rise to a positive (negative) value at early time, then
undergoes a short damped oscillation before approaching the
steady-state value which is positive (negative) for A/w =2
(A/w = 4). The nonzero electronic current between the two
molecules reflects the breaking of chiral symmetry, while the
dependence of the direction of current I3, both at early time
and in the steady state on the driving amplitude indicates
again that the emergent chirality can be fully controlled under
Floquet engineering. Since the electron’s populations P, (t)
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FIG. 4. Dependence of the magnitude of the steady-state elec-
tronic current I flowing in the molecular loop structure on the reor-
ganization energy A characterizing the system-environment coupling
strength and normalized by the intersite coupling V. The vertical axis
is displayed using a logarithmic scale. The red line demonstrates the
linear fitting.

(m =1, 2, 3) are time independent in the steady state, it must
be that I13(t — o0) = Izt — 00) = L (t — 00) = I.

Despite the strong effect of decoherence, the steady-state
electronic current is nonvanishing. To investigate the effect
of decoherence on the steady-state current, we repeated the
calculation of I for different values of the environmental
reorganization energy A with the driving amplitudes fixed
to be A/w =2 and B/w = 6. The dependence of I on A
is plotted in Fig. 4 with a logarithmic scale on the vertical
axis. The clearly observed linear correlation in the figure
indicates an exponential dependence Iy, = Ipe /") between
the steady-state current and the system-environment coupling
strength with the constants Iy ~ 1.24 nA and « >~ 0.11 ob-
tained numerically by using a standard procedure of linear
fitting. It should be noted that, while an exponential time
decay of quantum coherence has often been derived in typical
models of dephasing, here we found a different exponential
scaling law for the effect of decoherence in terms of a steady-
state current that persists as long as the modulation is applied.

It is understood from the small damping factor ¥ < 1 of
the steady-state current that it remains nonvanishing even
for a very strong system-environment coupling where the
environmental reorganization energy is much larger than the
characteristic energy scale of the system’s dynamics. This
is unlike the normal situation in open quantum systems,
where typical physical quantities often decay very quickly
owing to the strong effect of decoherence. The robustness of
the steady-state current even in the presence of very strong
system-environment coupling can be attributed to a classi-
cal topological feature of the effect that drives the current.
Indeed, the effect of a nonzero effective total Peierls phase
in a molecular loop structure is equivalent to the effect of a
magnetic field on a charged particle moving in closed loop as
shown by the Aharonov-Bohm effect [58]. Since the effect of
a magnetic field on a charged particle persists in the classical
regime, it is reasonable to expect that the effect is robust
against decoherence.
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VI. CONCLUSION

We have investigated how the quantum dynamics of ET in
molecular loop structures can be manipulated using Floquet
engineering. We found that, despite strong dephasing, ET
dynamics can spontaneously break the chiral symmetry of the
loop in a controllable fashion and in turn generate a robust
steady-state electronic current without an external voltage that
remains nonvanishing even in the strong system-environment
coupling limit. Employing this kind of topological loop struc-
ture in quantum manipulation for protection from environ-
mental effects can serve as a useful guide for controlling
dynamical processes in molecular systems. An exponential
scaling law that relates the magnitude of the steady-state
current to the system-environment coupling strength was also
revealed numerically.

The controllable unidirectional flow of electrons following
the breaking of chiral symmetry in molecular loop structures
can find numerous applications in, for example, constructing
functional molecular electronic circuits. The steady-state elec-
tronic current generated in molecular loop structures without
an external voltage is closely related to the persistent current
in mesoscopic normal metal rings observed at very low tem-
perature (<1 K) in the presence of an external magnetic field
[59-61], although in which case the effect of decoherence
is dominated by that of static disorders. However, compared
with mesoscopic normal metal rings, an electronic current of
the same order of magnitude or even higher can be generated
in nanoscale molecular loop structures at room temperature.

It is also noteworthy that controlling electron transfer in
molecular loop structures by a static magnetic field through
the Aharonov-Bohm effect (ABE) is experimentally challeng-
ing because the required field strength is unrealistically high,
of the order of 10* T [62,63] or various kinds of conditions
[41,42] including small dephasing are needed. Therefore, the
control of electron dynamics in molecular systems with the
use of Floquet engineering via the Peirels phase, which works
even in the presence of strong decoherence, can open a route
toward constructing ABE-based molecular circuits. Although
this paper focuses on the study of ET dynamics, similar
results should be expected for other important dynamical
processes such as electronic excitation transfer in condensed-
phase molecular systems if we can make a site-dependent
time-periodic modulation of the Franck-Condon transition
energy in the molecular network.
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APPENDIX A: ET DYNAMICS IN THE PRESENCE
OF ENVIRONMENTS WITH
CORRELATED/ANTICORRELATED FLUCTUATIONS

In the main text, we considered the case of independent
environments associated with three sites. In general, there can
be some correlation between fluctuations caused by environ-

1.0+ 0.4
g 0.8+
.- 021/ AJw=4,B/w =26
5‘ 0.6 — P
= 0.0
«;’ 0.4 0 2 4 — b
g —~R
3 0.2
© Alw=2B/w=56

0.0 : : : ,

0 2 4
time (ps)

FIG. 5. Time evolutions of the electron’s populations P,, (m =
1,2, 3) at three sites in the molecular loop structure under Floquet
engineering with correlated energy fluctuations caused by the envi-
ronments. The system is driven by a laser pulse composed of two
sinusoids with frequencies w and 2w. The two corresponding driving
amplitudes are A/w = 2 and B/w = 6. Inset: time evolutions of P,
(red) and P; (blue) for A/w = 4 (B is kept constant).

ments associated with different sites in a molecular network
as the change of configuration of the environment around
one molecule as ET occurs can affect the configurations of
environments of other molecules. In this section, we con-
sider two cases in which the energy fluctuations caused by
environments around neighboring molecules have a perfect
correlation/anticorrelation [48].

The correlation/anticorrelation between energy fluctua-
tions caused by environments associated with neighboring
sites is taken into account by changing the operators of the
system that couple to the environments from Ve = |m)(m|
m=1,2,3)to

R 1

Cn = ﬁ(lm)(ml * [m 4 1)(m + 1)),

(AD

where m = 1,2,3 (m + 1 would be 1 if m = 3) and + corre-
sponds to correlation/anticorrelation. Here, the normalization
factor 1/+/2 is introduced so that the total reorganization
energy of the environment at each site is the same as in the
case of independent environments. We perform numerically
accurate quantum dynamics calculations of the ET dynamics
in a way similar to the case of independent environments.

The time evolutions of the electron’s populations at three
sites are shown in Fig. 5 (Fig. 6) for the case of correlated
(anticorrelated) fluctuations. It is clear that there is a pop-
ulation imbalance of electron between the second and the
third sites, reflecting the spontaneous breaking of the chiral
symmetry of the molecular loop structure, as in the case
of independent environments. Moreover, the direction of the
emergent chirality can also be fully controlled by varying the
driving amplitudes through the change of the effective total
Peirels phase. Therefore, it should be expected that the main
results in the main text remain unchanged even if correlation
in fluctuations caused by different environments exists.
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FIG. 6. Time evolutions of the electron’s populations P, (m =
1,2, 3) at three sites in the molecular loop structure under Floquet
engineering with anticorrelated energy fluctuations caused by the
environments. The parameters are the same as those in Fig. 5.

APPENDIX B: EFFECTIVE INTERSITE COUPLING
FOR A DRIVING COMPOSED OF TWO SINUSOIDS

In Floquet engineering, the Hamiltonian of the system is
temporally modulated in a periodic manner by, for example,
applying a laser pulse. The time-dependent electronic energy
at the mth site is expressed as E,,(t) = Ef,’l + u,, (), where
the modulation u,,(¢) needs to satisfy u,,(t) = u,,(t + T) and
fOT dt u,,(t) = 0 with T being the modulation period. In the
limit of high driving frequency, the system’s dynamics is
characterized by an effective time-independent Hamiltonian
H.;; obtained by taking the lowest-order terms in the high-
frequency expansion [12]. This has the same form as the
original Hamiltonian; however, the intersite coupling V,,,
is replaced by V,ﬁff = (V,,m/T)fOT dt exp{ilx.(t) — xm (@)1}
with X, (t) = [ dt' u,(t") [25].

If the time-periodic modulation is composed of two sinu-
soids u,,(t) = A,, sin(wt) + B, sin(Qwt ), we have

A, — A,
Xm(t) — xn (1) = (T>(l — cos wt)

(Bm_Bn)
+ | —— )1 —cos2wt). (Bl)
2w

-7
—7/2
0o

/2
H.

FIG. 7. Effective total Peierls phase 6 as a function of the
driving amplitudes A/w and B/(2w).

FIG. 8. Magnitude of the effective intersite coupling |V /Vi, | as
a function of the driving amplitudes A/w and B/(2w).

The effective intersite coupling is then given by

yeit 17 An—A
= —/ dt exp i | =—2 ) coswt
an T 0 w

Bm - Bn
+ (—) cos 2wt] }
2w

Here, the time-independent factors of exp(A";J) and

exp(%) will be canceled out when the electron travels
over one loop.

By setting x = wt, we need to evaluate the integral
v _ 1

- = — dx exp{i| | — ) cosx
an 2 0 w
B, — B
+ <#> cos 2xi| }
2w

A, —A, B,—B,
Ef( s >
w 2w

If the laser’s electric field is aligned along the direction con-
necting the second and the third sites, the differences between
electronic energies at three sites are

(B2)

(B3)

Al —A=A3 A1 = (A3 —A)/2 =A/2, (B4)

Bl—Bz =B3—Bl :(Bg—Bz)/ZEB/Z (BS)

The effective total Peierls phase ¢ = o¢ff + o<ff 4 98tt js
then given by

off _ A B A B
Ot = Arg[f(;, £>} - 2Arg|:f(%, @)], (B6)

where Arg[x] is the argument of a complex number x.

The effective total Peierls phase 65 and the magnitude of
the effective intersite coupling |Vt /Va| as functions of the
driving amplitudes A/ and B/(2w) are shown in Figs. 7 and

8, respectively.

APPENDIX C: ROLE OF THE EFFECTIVE TOTAL
PEIERLS PHASE IN THE ET DYNAMICS
IN MOLECULAR LOOP STRUCTURES

In order to get insights into the role of the effective total
Peierls phase in the ET dynamics in molecular loop structures,
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in this section we will temporarily neglect the dynamical
coupling of the system to the environments and consider
only a canonical distribution of energy eigenstates of the
system at temperature 7 under a nonzero effective total Peierls
phase. For a single electron, there are a total of three energy
eigenstates |v;) (j = 1,2, 3) with the corresponding energy
eigenvalues E;. These eigenstates and eigenvalues can be
obtained by diagonalizing the effective Hamiltonian of the
system

m,n=1

where Veff (VEff)* and |m) represents the state where the
electron is located at the mth site. The electronic current
flowing from the mth to the nth site is given by

Lun (1) = Te[Lp(0)], (€2)
where 1, = —i(Vyyn|n) (m| — V. lm)(nl) is the current oper-

ator. This current operator satisfies the continuity equation
any /ot :721(1) —?13(t), where 71; is the number operator
of electron at the first site, and similarly for 7, and 7.
For the energy eigenstates, since the number of electrons at
each molecule is stationary, the electronic currents flowing in
the clockwise direction between different molecules must be
equal, 113 = 132 = 121 =1.

First, we show that the energy eigenvalues and the mag-
nitude of the electronic current / for the corresponding en-
ergy eigenstates depend only on the effective total Peierls
phase O = ¢ 4 9¢ff + 65T and the magnitudes of the
electron’s effectlve intersite couplings |VET| (m,n = 1,2, 3).
Indeed, let us consider two sets of effective intersite cou-
plings {Vi3, V32, Va1} and {V(5,V5,,V;,} with equal magni-
tudes Vi3] = [V}51, [Vaa| = V4,1, and V12| = V4], and equal
effective total Peierls phase 03 + 03 + 05 = 0]y + 65, +
05,. Here, the superscript eff has been omitted for a simplifi-
cation in notation. Suppose |V) = ¢|1) + ¢2|2) + ¢3|3) is an
energy eigenstate with eigenvalue E for the set of intersite
couplings {Vi3, V33, V21 }. We then have

Varco + Vaie3 =Ecy, (C3)
Viaer + Vazcz =Ecs, (C4)
Vizer + Vazer =Ecs. (C5)

By a straightforward calculation, we can confirm that |[') =
cil1l) + ¢4 12) + ¢413) with ¢] = ¢, ¢y = c2e™™, and
c3¢®7 is an energy eigenstate with the same eigenvalue
for the set of intersite couplings {V5, Vi,, V;,}. Here, 8,
0., — Omn is the difference in the Peierls phase between
the two sets of intersite couplings. Moreover, for the en-
ergy eigenstate |v/), the electronic current is given by I, =
2Im{V,,cict}, and similarly for |). Therefore, we can jus-
tify that I)3 = I{5, Is» = I, and I,; = I, i.e., the electronic
current [ is the same for two energy eigenstates |y) and |¢).
The magnitude of the electronic current for the canonical
distribution of the energy eigenstates is given by

I, = anljv (Co)

&y

Ica/VO
027

0.0 .
" Dot

-0.24

FIG. 9. Electronic current /., for the canonical distribution of
energy eigenstates (normalized by the intersite coupling V;) as a
function of the effective total Peierls phase 6. Here, |Vi3| = |Va,| =

tot
[Vo1] = Vp and the temperature kg T = hVj.

where [; is the current for the energy eigenstate |;) with
eigenvalue E£; and n; = e PEi/Z with B = 1/(kgT) and Z =
Zj:l e PEi being the partition function. Since both E; and
I; are equal for two sets of intersite couplings {V3, V32, V21}
and {V{5, V5,, V,,}, the electronic current I, for the canonical
distribution of energy eigenstates depends only on the effec-
tive total Peierls phase 6¢f and the magnitudes of intersite
couplings.

Second, we show that the direction of electronic current I,
for the canonical distribution of energy eigenstates depends
on the sign of the effective total Peierls phase. We assume
for simplicity that the three intersite couplings have equal
magnitudes |Vi3| = |Vay| = |Va1| = Vp. As shown above, the
current I, depends only on the effective total Peierls phase.
Therefore, we can take, for example, ;3 = 0,1 = 0 and 03, =
6%, Given a value of O € (—m, ), the energy eigenstates
and eigenvalues are obtained by numerically diagonalizing
the Hamiltonian (C1). The electronic current for the canonical
distribution of these eigenstates is then calculated by using
Egs. (C6) and (C2). Here, the temperature is taken to be
kgT = hVy. The dependence of I, on Qeff is shown in
Fig. 9. It is clearly evident that the direction of the electronic
current for the canonical distribution of energy eigenstates
is determined by the sign of the effective total Peierls phase.
This dependence can be understood from the Aharonov-Bohm
effect [58] in which the effect of a nonzero total Peierls phase
on the motion of the electron in the molecular loop structure is
equivalent to that of an external magnetic field. The direction
of the magnetic field is mapped to the sign of the total Peierls
phase.

Following the Floquet theory [12,25], the effective total
Peierls phase is found to be 6¢f ~ —0.417 for the driving
amplitudes A/w =2 and B/w = 6. Here, w is the driving
frequency. The magnitudes of the effective intersite couplings
are |VET| ~0.26V and |V5T| = |[VET| ~ 0.41V, where V =
[Va1| = |Va2] = |Vi3] is the magnitude of the bare intersite
couplings. By diagonalizing the effective Hamiltonian (C1),
we can numerically calculate the energy eigenvalues and
eigenstates in the same way as above. For V =50 cm™!,
the electronic current flowing in the anticlockwise direction
in the molecular loop structure for the canonical distribution
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of energy eigenstates at temperature 77 = 300 K is found
to be I, ~ 1.2 nA. As the magnitude of the steady-state
current in the presence of the dynamical coupling between
the system and the environments is found in the main text to
be Ii; >~ 1.12 nA (for A = V), it can be seen that in addition
to the anticlockwise direction of both I, and I as expected
for a negative effective total Peierls phase, the magnitudes
of I, and I are very close to each other. One reason is
because the temperature under consideration kg7 =~ 4.16V
is relatively high compared with the characteristic energy
scale of the system’s dynamics, for which a large portion of
quantum coherence in the energy eigenstates has been washed
out in the canonical distribution. The remaining difference

between magnitudes of I, and I (especially for the strong
system-environment coupling limit) should be attributed to
the fact that the three independent environments, although
with equal temperature, locally couple to the system at dif-
ferent sites in the network. It is the locality of the system-
environment interaction that tends to destroy the quantum
coherence between different sites that is inherent in the open
system’s energy eigenstates. As a result, the electronic current,
which is proportional to the quantum coherence of electron
at different sites [see the definition of the current operator
below Eq. (C2)], would be strongly suppressed by the de-
coherence, leading to the magnitude of I smaller than that
of I.,.
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