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Tunable ground state in heterostructured artificial spin ice with exchange bias
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We describe an artificial spin ice (ASI) composed of exchange biased heterostructured nanomagnetic elements
with unidirectional anisotropy and compare it with a conventional ASI constituted by ferromagnets with uniaxial
anisotropy (Ising spins). The introduction of a local exchange bias field, aligned along one of the sublattices of
the square ASI, lifts the spin-reversal symmetry of the vertices. By varying the lattice constant of the square
array, we control the ratio of exchange bias (EB) to dipolar field (HEB/Hdip) and tune the ground state from an
antiferromagnetic to a ferromagnetic configuration with an effective magnetic moment. The geometric frustration
of dipolar interactions is moderated by a nonfrustrated local field, leading to a mesoscopic system with specific
metastable states observed during the demagnetization process.
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I. INTRODUCTION

Artificial spin ice (ASI) arrays are assemblies of nano-
magnets interacting magnetostatically but are frustrated due
to the geometry [1–3]. Although the ASI configuration was
introduced [1] to mimic the physics of geometric frustration
in spin ice pyrochlore materials [4,5], it rapidly evolved into
novel areas of research pertaining to studies of vertex mod-
els [6–8], frustrated interactions [4,9–11], and a playground
for studying emergent phenomenon in artificially engineered
many-body magnetic systems [1,12–15]. Taking advantage of
the anisotropic nature of magnetostatic interactions and the
possibility of lithographically engineering newer geometries,
this area of research is only limited by one’s imagination
[16–18]. The first ASI system investigated, involving nano-
magnets forming the edges of a square lattice, was initially
found to be topologically identical to the spin ice system
[19]. Later, it was identified to possess a unique ground state
due to difference in interaction strengths of perpendicularly
and collinearly aligned moments at the vertices, and unlike
spin ice, it is not a truly geometrically frustrated system [20].
However, the true degeneracy of a square ASI was recov-
ered by vertically shifting selective sublattices of a planar
square-tile array [21] such that the interaction strengths of all
moments at the vertices are made equal. In general, studies
of ASI (particularly, square and kagome geometries [22,23])
have mainly dealt with identifying their ground states [1], ef-
fective thermodynamics [24–26], and high-energy excitations
[13,27]. Further, most nanomagnets constituting ASI were
fabricated of permalloy thin films with blocking temperatures
well above room temperature. Hence, the ASIs were highly
athermal [25], making it impossible to observe thermally
excited dynamics at room temperatures, and instead, a sample
rotating demagnetization process was employed to drive them
towards the lowest-energy states [28–30]. Later studies inves-
tigated thermally driven dynamics in ASI (square lattice and
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kagome) by using materials with low blocking temperature
[31] which allowed the ASI to explore the configurational
phase space better than in demagnetization process [32,33]
and hence achieving/reaching near ground-state configura-
tions [34–36]. In addition, most of the previous studies on
ASI utilized single-domain ferromagnetic nanoelements that
behave as giant Ising spins possessing uniaxial anisotropy and
emphasized newer lattice geometries, such as brickwork [37],
shakti [38], tetris [12], including topological defects [18] and
even quasicrystal patterns [17], that can lead to frustration
where the energetics are controlled by the vertex geometry
and spin topology.

In this paper we investigate a type of interacting nanomag-
netic ASI system where the uniaxial ferromagnetic elements
are replaced by heterostructured ones with exchange biased
unidirectional anisotropy [39–45]. Even though the underly-
ing geometry of the square ASI is retained, the local exchange
coupling of the ferromagnet with an antiferromagnet within
each heterostructured element lifts the spin-reversal symmetry
of one of the sublattices with easy axis parallel to the exchange
bias direction. As a result, previously unreported magnetic
configurations, after demagnetization by the standard sample
rotation protocol, were observed. The square-tile array of
exchange biased epitaxially grown Fe/IrMn bilayers (EB-ASI)
is fabricated and compared with a conventional square ASI
fabricated of Fe films grown epitaxially on MgO substrates.
Further, by fabricating arrays with different lattice spacing the
nearest-neighbor dipolar field, Hdip, between the heterostruc-
tured nanomagnets (with exchange bias HEB = 60 Oe in the
unpatterned bilayer film) is controlled such that the HEB/Hdip

ratio varies from 0.97 to ∼30 (an estimate of Hdip is made
using micromagnetic simulations; details are in Supplemental
Material [46]). As HEB/Hdip is varied, a rearrangement of the
energies of the 16 different types of vertices, each with a
unique configuration of moments (Fig. 1) based on their spin
topology, occurs and affects the population statistics of vertex
types. In a conventional square ASI, only the dipolar coupling
contributes towards the assignment of energies of vertices, and
results in four types of vertices namely T1, T2, T3, and T4
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FIG. 1. Schematic representation of the energy levels of vertices for a normal ASI. The vertices are enumerated as (T10, T11), (T20, T21,
T22, T23), (T30, T31, T32, T33, T34, T35, T36, T37), and (T40, T41). (Top) The four possible types of vertices are (1) the ground state, T1
(two spins out, two spins in, no net moment), which is twofold degenerate, with the two states related by a global spin flip. (2) A saturated state,
T2 (two spins out, two spins in, with net moment), with fourfold degeneracy, and where spins have a net projection parallel or antiparallel to
the x axis. (3) An eightfold-degenerate configuration, T3 (one spin in, three spins out, or, one spin out and three spins in, with moment along
the x- or y direction), and (4) a twofold-degenerate, T4 (all four spins in or all four spins out). (Bottom) In the exchange biased ASI the vertices
are energetically rearranged and represented here based on micromagnetic simulations. The four-level system rearranges into a seven-level
system. The dipolar vertices, with effective magnetic moments parallel to the bias direction, are now lower in energy, with (T20, T21) being
the ground state and (T10, T11) now excited even above the (T30, T31) states. Further, these energy levels can be tuned by the ratio HEB/Hdip

as described in the text.

(in the order of increasing energies, with degeneracy of 2, 4,
8, and 2, respectively) (Fig. 1), where the spin topology is
synonymous with the energy. In contrast, in EB-ASI, the local
exchange bias field within the heterostructured elements of
the array results in the rearrangement of vertices categorized
by energy and not by their spin topology alone. Hence, as
we show below, the ground state of the EB-ASI can be

tuned by varying the lattice spacing (i.e., controlling the ratio
HEB/Hdip). With the exchange bias along one of the sublat-
tice directions [x axis of device frame, Fig. 2(b)] the vertex
configurations with spin topology resulting in an effective
moment of the vertex parallel to the local field become the
ground state as elaborated in this article. Unlike the ther-
mally driven ASI under an external field [47], the EB-ASI

FIG. 2. (a) Hysteresis of MgO/Fe(10 nm)/Pt(2 nm) and MgO/Fe(10 nm)/IrMn(8 nm)/Pt(2 nm) obtained by longitudinal MOKE measure-
ments. The exchange biased Fe/IrMn system has increased coercivity with a shift of 60 Oe. (b) Schematic of the MgO substrate showing the
crystallographic directions and direction of exchange bias, HEB, of the Fe/IrMn films along with the scanning electron microscopy image of
the ASI. (c) Net magnetization components mx and my of normal ASI and exchange biased ASI after the rotating sample demagnetization.
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FIG. 3. Magnetic force microscopy images of a 10 μm × 10 μm area of the Fe (ASI) and Fe/IrMn (EB-ASI) array with different lattice
spacings. Different types of vertices, namely T1, T2, T3, and T4, are sorted and color coded in red, blue, green, and yellow square boxes,
respectively. To ensure good statistics four such images of 10 μm × 10 μm were averaged for each lattice spacing and the errors are calculated
from their standard deviation.

has built-in exchange bias, equivalent to a permanent local
field, which provides stable magnetic configurations at room
temperatures for magnetic force microscopy (MFM) imaging.
Here, both the ASI and the EB-ASI are athermal since the
energy barriers involved in reversing the magnetization ori-
entation are very large compared to the thermal energies at
room temperature and hence have negligible effect on their
magnetization reversal. Thus, to drive the ASI devices towards
their ground state at room temperature, they are subjected
to a standard [28] rotating sample demagnetization protocol.
The EB-ASI is robust, well behaved, and shows reproducible
ground-state configurations as HEB/Hdip is systematically var-
ied by changing the lattice spacing of the square ASI. A clear
crossover from a T1-dominated to a T2-dominated ground
state is observed with appearance of large densities of charged
excitations T3 with an effective magnetic moment along the
direction of exchange bias. In other words, a transition from
an antiferromagnetic to ferromagnetic configuration with a net
moment is observed as HEB/Hdip is increased.

II. METHODS

The square ASI is fabricated from epitaxially grown thin
films of Fe and Fe/IrMn on MgO substrates. First, epitaxial
films of Fe (thickness of 10 nm) and exchange biased Fe
(10 nm)/IrMn (8 nm) bilayers are grown at 280 °C on MgO
(100) substrates by Ar ion-beam sputtering in a high-vacuum
chamber maintained at a base pressure of 5 × 10−8 Torr. The
Fe/IrMn films are grown under an in situ magnetic field of
∼200 Oe applied along the Fe〈100〉 film (thus exchange bias
direction HEB||Fe〈100〉||MgO〈110〉) [45]. A 2-nm-thick Pt layer
is deposited as a capping layer to prevent oxidation of Fe
and Fe/IrMn bilayers. The in-plane hysteresis of Fe/IrMn
films measured using longitudinal magneto-optic Kerr effect
(MOKE) indicated an exchange bias HEB ∼ 60 Oe [Fig. 2(a)].
The ASI array is fabricated using a hard mask transfer tech-
nique and Ar ion-milling process. The sacrificial mask of Mo

layers is prepared by electron-beam lithography, sputtering,
and lift-off, and after the milling process, any Mo mask
residue is chemically removed using H2O2 solution. During
the patterning process the edge of the square ASI is aligned
with Fe〈100〉, which is also the exchange bias direction of the
Fe/IrMn films as indicated in Fig. 2(b). The fabricated nano-
magnets had a lateral dimension of 90 nm × 240 nm, corre-
sponding to each element being a single magnetic domain, as
confirmed by MFM imaging over thousands of nanomagnets
and the total fabricated area of each array is 40 μm × 40 μm.

In the demagnetization process (Supplemental Material,
Fig. S1 [46]), the ASI devices are rotated at ∼900 rpm be-
tween the poles of an electromagnet. The magnetic field is
initially set to a large value of 1360 Oe and is cycled in a
square wave pattern with alternating polarity, with amplitude
decreasing to zero at a linear ramp rate of 0.015 Oe/s. The
period of oscillation of the square wave is set to 2 s. Overall,
the process of demagnetization for each sample took ∼25 h
(a slower demagnetization process of 50 h changed the vertex
statistics only by ∼6%). MFM images (Asylum Research
MFP3D) of the devices were obtained at zero magnetic field
over a total area of 400 μm2, spanning between 3200 and 900
elements as the spacing is increased from 320 to 920 nm.
The MFM images (gray-scale contrast) were converted to a
magnetic moment matrix to extract the vertex statistics and the
net magnetic moments using PYTHON code. Figure 3 shows
the MFM images of an unbiased Fe ASI and an Fe/IrMn
EB-ASI with different lattice spacing where the vertex types
are identified and marked with color codes (more on MFM
images in Fig. S2).

III. RESULTS

The efficiency of the rotating sample demagnetization pro-
cess is verified from values of the net magnetic moments mx

and my of the two sublattices of the square-tile lattice. In the
case of Fe ASI, values of both mx and my are close to zero and
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FIG. 4. Statistics of 16 different vertex types in (a) ASI and (b) EB-ASI plotted as a function of lattice constant. The ASI exhibits almost
linear variation in populations of various vertices whereas EB-ASI indicates a highly nonlinear behavior. For the EB-ASI the top x scale
indicates the ratio of exchange bias to dipolar field (calculated values) at different lattice spacings.

indicate an efficient demagnetization [Fig. 2(c)] correspond-
ing to the formation of large T1 domains (antiferromagnetic
ordering) in a normal ASI as shown in Fig. 3. The same
demagnetization protocol performed on the EB-ASI system
indicates a clear distinction in the observed net values of mx

and my [Fig. 2(c)], i.e., my exhibits almost zero net moment in-
dicating an efficient demagnetization process, but the value of
mx increases and saturates as the lattice spacing is increased.
For small values of lattice spacing, the magnetostatic coupling
is strong enough (small value of HEB/Hdip < 1) to give rise
to large T1 domains with characteristic antiferromagnetlike
ordering (Fig. 3), accompanied by small values of the resultant
net magnetic moment (mx ∼ 0.15 and my ∼ 0). However, as
the array spacing increases, the magnetostatic coupling de-
creases (HEB/Hdip increases), and the mx components increase
and saturate, indicating the effect of local exchange bias along
the +x direction. The saturation value of mx is close to 0.8 at
larger values of HEB/Hdip.

Figure 4 illustrates the population statistics of different
vertices as the lattice spacing is increased in (a) ASI and (b)
EB-ASI. For ASI, the predominant contribution towards the
total energy of the system is only the magnetostatic inter-
actions between the elements. This is minimized during the
demagnetization process by arranging the magnetic moments
to form T1 (T10 and T11) vertices (with antiferromagnetic
order). Thus, for the smallest lattice-spacing large areas of
T1 domains, which constitute ∼90% of the total vertices
[Fig. 4(a)] can be observed. These domains are separated by
“domain walls” composed of T2 (T20–T23) vertices (∼9%)
with a small number of T3 (T30–T37) excitations (∼1%).
As the lattice spacing is increased, the population of T1
declined linearly; at the same time T2 and T3 populations
increased commensurate with a decrease in T1 domain sizes.
The variations in population, as a function of lattice spacing,
for all four T2 vertices are identical and are the same for
all eight T3 vertices. At the largest spacing of 920 nm,
populations of T1, T2, and T3 become roughly equal (∼30%).

Even at this lattice spacing we did not observe the random
distribution (12.5, 25, 50, and 12.5% for T1, T2, T3, and T4,
respectively), indicating that it is still an interacting system. In
contrast, the EB-ASI exhibits dramatic statistics [Fig. 4(b)].
Here, at the smallest lattice spacing of 320 nm, T1 vertices
constitute ∼80% of the total number corresponding to the an-
tiferromagnetic order. T2 vertices (∼19%) serve as the walls
separating T1 domains, and the rest (∼1%) are observed as T3
excitations. Here the domain walls are mainly constituted by
T20 and T21 vertices, unlike all four T2 configurations ob-
served in ASI. With increase in lattice spacing, the population
of T1 decreased steeply with a corresponding increase in pop-
ulation of T20, T21, T30, and T31, all of which show a trend
towards saturation at larger spacing. At a spacing of 400 nm
(at HEB/Hdip ∼ 1.92) a crossover in population of T10–T11
and T20–T21 is observed, and at 460 nm (HEB/Hdip ∼ 3.24)
the T30–T31 population exceeds that of T1. At larger spacing
one can observe a decrease in size of T10–T11 domains and
at the same time the T20–T21 domain walls expand into
larger domains. Thus, a nonlinear variation in population is
observed, unlike the normal ASI where a linear dependence
of vertex populations is observed with lattice spacing. In
EB-ASI, as the lattice spacing is increased a mixture of
ferromagnetic and antiferromagnetic domains is observed (at
HEB/Hdip ∼ 1.92) with large densities of charged T30–T31
excitations. The T20–T21 and T30–T31 states have net mag-
netic moment aligned to the exchange bias direction. Thus, in
EB-ASI the simple four-level system of vertices, applicable
to ASI, cannot be used to explain the observed statistics
and microstates. The introduction of exchange bias lifts the
degeneracy associated with the spin-reversal symmetry of the
ASI and hence there is rearrangement of energies of different
vertex configurations.

The total energies of all the 16 vertices are calculated
separately for different lattice spacings at different values of
exchange bias from 0 to 100 Oe using micromagnetic simula-
tion software, OOMMF [48]. The exchange bias is introduced
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in micromagnetic simulations as an additional Zeeman energy
term due to a local magnetic field. The variation in total energy
of vertices, calculated as a function of lattice spacing at HEB =
0, 20, and 60 Oe are shown in Fig. S4. With HEB = 0, the
resulting arrangement of energy levels (T1 < T2 < T3 < T4)
illustrated in Fig. 1 is maintained, with decreasing energy
difference between levels, even at large lattice spacing. For
EB-ASI, at HEB = 20 Oe, as the lattice spacing is increased
a crossover of energy of T20–T21 and T10–T11 is predicted
at ∼420 nm, in close agreement with experiment [Fig. 4(b)].
Similarly, the energy crossover of T30–T31 and T10–T11, at
∼500 nm, is predicted by the simulation and experimentally
observed. Thus, the experimentally measured vertex popula-
tion is clearly indicative of energy-level rearrangement and
by comparing the observed crossovers spacing with micro-
magnetic simulations, we can estimate the value of local
exchange bias in the heterostructures if they were to differ
from that of the bilayer film as suggested in previous reports
[49,50]. In this manner, the effective exchange bias (local
field) is determined to be smaller (20 Oe) compared to the
value (60 Oe) measured for the unpatterned bilayer films. The
rearrangement of the vertices in an EB-ASI at large value
of HEB/Hdip � 1 is as shown in Fig. 1; thus, the four-level
system of ASI evolves into a seven-level EB-ASI system. In
the latter, the lowest-energy level is composed of (T20, T21),
with (T30, T31) being the first excited state. The energies of
vertices with no net magnetic moment along the exchange bias
direction, namely T10, T11, T32, T33, T34, T35, T40, and
T41, follow their counterparts in the ASI without the local
bias field. In other words, the rearrangement in energy levels
happens only for those vertices (T20, T21, T22, T23, T30,
T31, T36, and T37 indicated in Fig. 1) with net magnetic
moment aligned such that they can couple with the local bias
field.

In the EB-ASI, at a lattice spacing of ∼400 nm, the popu-
lations of T10, T11, T20, and T21 vertices become identical
and the simulations indicate that their energies are nearly
equal. This scenario is similar to the extensive degeneracy
(sixfold-degenerate ground state composed of T10, T11, T20,
T21, T22, T23) observed by Perrin et al. [21] on three-
dimensional shifted ASI with variable interaction strengths of
perpendicularly and collinearly aligned moments. However,
in our EB-ASI, the introduction of a Zeeman energy term
arising from the local field leads only to a partial recovery

of extensive degeneracy, which is fourfold (T10, T11, T20,
T21) degenerate. Thus, a ground state is obtained composed
of these four vertices with the first excited state composed of
type T30 and T31 vertices.

IV. CONCLUSIONS

In conclusion, an artificially engineered interacting system
of exchange biased nanomagnets (EB-ASI) is demonstrated.
Tuning HEB/Hdip, by varying the EB-ASI lattice spacing, led
to the observation of different ground-states configurations,
ranging from antiferromagnetic ordering (small HEB/Hdip)
to a mixture of antiferromagnetic and ferromagnetic order
(intermediate HEB/Hdip) and finally, to ferromagnetic order
for large values of HEB/Hdip. The introduction of a local
exchange bias field makes it possible to explore different
regions of configurational phase space, where the ground-state
configuration can be tuned by varying HEB/Hdip. Finally, this
heterostructured EB-ASI readily lends itself to a second-level
lithography process to further engineering the local field on
the mesoscale with the bias applied only at specific sites in
the lattice. Then it can be used to study the effect of pinning
centers, defects/disorder on the ground-state configurations
(similar to work done by Drisko et al. [18]). It can also be a
model system to compare with thermally driven spin ice sub-
jected to an external magnetic field (similar work was carried
out by Sklenar et. al as a part of their study on quadrupole ASI
system [51]). EB-ASI might also pave the way to studies of
spin fragmentation and monopole crystallization [52] which
were previously observed in spin ices [53,54] and artificial
kagome spin ice systems [55]. Such work is in progress.
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