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with uniaxial anisotropy
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The quantum Fisher information is of considerable interest not only for quantum metrology but also because
it is a useful entanglement measure for finite temperature mixed states. In particular, it estimates the degree
to which multipartite entanglement is present. Recent results have related the quantum Fisher information
to experimentally measurable probes. While in principle possible, a direct evaluation of the quantum Fisher
information at finite temperatures is technically challenging and here we show that a simple estimate can be
obtained for materials where the single-mode approximation is valid. We focus on the S = 1 antiferromagnetic
Heisenberg model with uniaxial anisotropy. Quantum Monte Carlo techniques are used to determine low-
temperature correlations from which the quantum Fisher information can be estimated within the single-mode
approximation. The quantum Fisher information is compared to the quantum variance for the staggered
magnetization operators in the transverse direction and inequalities between the quantum Fisher information,
the quantum variance, and the full variance are discussed. Both the quantum and full variance as well as the
quantum Fisher information are examined at finite temperatures above the isotropic point and at the quantum
critical point for the Haldane-Néel transition. A finite size scaling study of the quantum Fisher information is
performed at the quantum critical point and used to confirm the Ising nature of the Haldane-Néel transition.
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I. INTRODUCTION

The quantum Fisher information (QFI), FQ, is often stud-
ied in quantum metrology [1–6]. There, one considers unitary
dynamics U = exp(−iÔθ ) and the phase estimation sensi-
tivity is then limited by the Cramér-Rao bound (�θ )2 �
1/FQ[Ô] for any measurement. From a condensed-matter
perspective, the quantum Fisher information is particularly
interesting since it can be used to estimate multipartite entan-
glement even at finite temperatures since FQ/N > m with m

a divisor of N signals (m + 1)-partite entanglement [4,6–8].
Significant progress in the understanding of, in particular,
bipartite, entanglement in quantum many-body systems has
been made [9–11]. More recently, a host of techniques have
been developed to efficiently quantify multipartite entan-
glement in quantum many-body systems. (For a review of
entanglement witnesses, see [12–15]). For our purpose we
will take the definition of multipartite entanglement to be
the natural generalization of bipartite entanglement. Namely,
consider an N -body quantum state |ψN 〉. Now imagine ex-
pressing this state as a product of m states each containing
Nm particles |ψN 〉 = ⊗m

i=0 |φi〉. A k-partite entangled state
is one for which the largest constituent state φi contains
Ni = k particles, and cannot be further decomposed. It’s
clear that one can recover from this the usual definition
of bipartite entanglement. Measuring bipartite entanglement
is often achieved through the von Neumann entropy, SA =
−Tr(ρ̂A ln ρ̂A), where ρA is the partial trace of the full density
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matrix ρ̂. This measure determines the amount of entangle-
ment between the subsystem A and its complement, B. It does
not, however, tell us how many particles are entangled in the
state. It is in this respect that the QFI differs from the von
Neumann entropy in that the QFI allows for measurments of
the precise number of particles that are in the most entangled
factor state. Ideally, for the study of multipartite entanglement,
one would like to use techniques that do not rely on a
particular knowledge of the density matrix, as these are the
techniques most easily connected to experiment and the QFI
seems well suited for this purpose.

Quantifying multipartite entanglement is well motivated by
the study of quantum criticality, particularly in systems with
phases that are topological in nature. These phases are not
characterized by a local order parameter, making the detection
of these phases challenging. By measuring the multipartite
entanglement through the QFI, progress has been made in
exploring the phase diagram of the Kitaev model, which
exhibits a topological phase [16]. The QFI has also found
application in exploring the non-Markovian limit of open
quantum systems [17]. In general, multipartite entanglement
must also play a role in isolated quantum dynamics, where
systems appear to locally thermalize. Experimental work in
[18] has established this connection, and it is therefore rea-
sonable to expect that the QFI will play a role in examining
questions of thermalization as well.

The QFI has long been known as a monotonic multipartite
entanglement measure [4,6–8], but only recently has it been
connected to the dynamic structure factor which is easily
accessed by experimental probes such as neutron scattering
[19]. This has led to the studies of the QFI and multipar-
tite entanglement in the Kitaev chain [16], quantum Ising
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chain [19], XY spin chain [20], XXZ spin chain [21], and
Lipkin-Meshkov-Glick model [22,23]. In order to access the
QFI these studies all rely on the exact solvability of the models
considered and from a numerical perspective, accessing the
Fisher information can be challenging in particular at finite
temperature for realistic nonintegrable quantum many-body
models. Experimental efforts have also yielded results in
estimating the entanglement through the QFI using collections
of local measurements, which circumvent the need for full
knowledge of the dynamic structure factor [24]. Here we show
that a simple estimate of the QFI, F SMA

Q , can be obtained by
using the single-mode approximation (SMA) which allows the
QFI to be calculated directly from the equal-time structure
factor. The quantum variance (QV) has been established as a
lower and upper bound for FQ, 4〈δ2Ô〉Q � FQ � 12〈δ2Ô〉Q
[25], and at the same time a different upper bound is given
by the full variance FQ � 4〈δ2Ô〉 [6]. This then serves as a
rigorous check on the validity of the SMA calculations.

We focus on the S = 1 antiferromagnetic (AFM) Heisen-
berg model with uniaxial anisotropy,

Ĥ = J
∑

i

[
Si · Si+1 + D

(
Sz

i

)2]
, (1)

where D is the uniaxial anisotropy and we shall take J =
1 throughout. At D = 0 this model displays the celebrated
Haldane gap at k = π of � ∼ 0.41J and it is quite well
established [26,27] that the single-mode approximation works
very well around k = π for moderate values of D. We
perform stochastic series expansion [28–30] (SSE) quantum
Monte Carlo simulations to evaluate low-temperature equal-
time correlations, from which F SMA

Q is obtained, as well as
finite temperature calculations to determine the quantum and
full variance. This demonstrates the presence of significant
multipartite entanglement even at the isotropic point D = 0.

The layout of this paper is as follows. In Sec. II we
introduce some of the key properties of the QFI and QV (Sec.
II A). We then introduce the single-mode approximation (Sec.
II B) and its application to the S = 1 AFM Heisenberg model.
Then in Sec. III we present SSE results for the system QV and
the QFI at the isotropic point as well as for a range of values
D < 0 toward the quantum critical point before turning to our
conclusions in Sec. IV.

II. TECHNIQUES

A. QFI and QV

The quantum Fisher information is one possible general-
ization of the classical Fisher information, which quantifies
the distinguishability of a family of distributions parametrized
by one (or possibly several) parameters θ [31,32]. The quan-
tum generalization of this quantifies the distinguishability of
a family of quantum states defined by

ρ(θ ) = e−iθÔρeiθÔ , (2)

where Ô = ∑
r Ôα

r is a sum over local operators. In particular,
the QFI can be thought of as the statistical speed related to the
rate of change of the Bures distance, which is a metric on the
space of density matrices [33]. For a density matrix that in its

eigenbasis is given by

ρ =
∑

λ

pλ|λ〉〈λ|, (3)

the QFI is given by

FQ = 2
∑
λ,λ′

(pλ − pλ′ )2

pλ + pλ′
|〈λ′|Ô|λ〉|2. (4)

The relationship between the QFI and the multipartite entan-
glement has been well established in [4–8]. In particular, for a
QFI density:

fQ ≡ FQ/N > m, (5)

where m is a divisor of N , the system is (m + 1)-partite
entangled. The QFI thus increases monotonically with the
entanglement. One of the most appealing features of the QFI
is that it is defined for mixed states, allowing one to determine
the entanglement content of a state at finite temperature. Re-
cent work [19] has connected the QFI density to the dynamic
structure factor,

fQ(k) = 2

Ndπ

∫ ∞

−∞
dω tanh2

( ω

2T

)
S(ω, k). (6)

The dynamic structure factor is routinely measured in inelastic
neutron-scattering experiments and thus provides a highly ac-
cessible measure of the multipartite entanglement of a system.
In the zero-temperature limit the QFI Eq. (4) reduces to the
variance of the operator Ô,

FQ = 4(〈Ô2〉 − 〈Ô〉2). (7)

Another experimentally accessible entanglement mono-
tone is the quantum variance [25]. The idea is that at finite
temperature both thermal and quantum fluctuations contribute
to the variance,

〈δ2Ô〉 ≡ 〈Ô2〉 − 〈Ô〉2, (8)

so that we may write

〈δ2Ô〉 = 〈δ2Ô〉Q + 〈δ2Ô〉T , (9)

with the quantum fluctuations being some indicator of the
extent to which a state may be entangled. In order to isolate
the quantum component of the fluctuations we may use the
fact that the thermal component of the fluctuations is simply
given by the susceptibility. We therefore have

〈δ2Ô〉Q = 〈δ2Ô〉 − χÔkBT . (10)

It can be shown that the QV imposes both an upper and lower
bound on the QFI [25,34],

4〈δ2Ô〉Q � FQ � 12〈δ2Ô〉Q. (11)

Additionally we can see that the total variance of the operator
must be an upper bound to the QFI [16]. In Sec. III we
compute these quantities and use them to assess the regime
of validity of the single-mode approximated QFI. Both the
QFI [19] and the QV [25] are thought to take a universal form
at the quantum critical point. The exact scaling behavior of
these quantities will ultimately be inherited from the operator
in terms of which they are defined.
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The work in the Supplemental Material of [19] derives
the scaling exponents for the QFI density at both zero and
finite temperature. We summarize their results here for con-
venience. For a review of scaling theory one can refer to
[35]. Consider a rescaling of the lattice by an amount λ. The
operator Ô will then rescale by some amount λ−�α . The QFI
density will therefore scale as λd−2�α . Thus, we can identify
�Q = d − 2�α as the scaling dimension for the QFI density.
This result holds in the finite temperature case as well. In
order to demonstrate this we recall that the temperature and
frequency both scale with the dynamical critical exponent
z. By examining Eq. (6), we see that the argument of the
hyperbolic tangent function is thus scale invariant. That leaves
us with the scaling of the dynamical structure factor which
scales in the same way as the correlation function, and thus
the finite temperature QFI will also scale as �Q = d − 2�α .
For large but finite systems at low but nonzero temperatures
we then expect [19]

fQ(T ,L) = λ�Qh(λzT , λ/L), (12)

where L is the linear size of the system. If simulations are
performed at low enough temperatures that the scaling with T

can be neglected, it then follows from finite-size scaling that

fQ(L) ∼ L�Q. (13)

B. The single-mode approximation

We consider the first-principles definition of the structure
factor for the spectrum of the Hermitian operator Ô [36]

S(ω, k) = 2π
∑
λ,λ′

pλ|〈λ′|Ô|λ〉|2δ(ω + Eλ − Eλ′ ), (14)

where pλ = eβEλ/Z . The structure factor is a function of k

through the definition of the Ô. In the limit of T → 0 it can
be shown that Eq. (14) takes on the simpler form:

S(ω, k) =
∑
i,λ′

|〈λ′|Ô|0〉i |2δ(ω + E0 − Eλ′ ). (15)

Here |0〉 is intended to represent the ground state. In general,
the ground state may be degenerate. The summation index
i includes all states having the ground-state energy E0. The
content of the single-mode approximation is twofold. First
we assume that only the first two energy levels are substan-
tially populated. Second, we assume that transitions from the
ground states to states at energies above the first excited state
have negligible matrix elements compared with transitions
from the ground-state manifold to the first excited state. That
is to say,

S(ω, k) = S0(k)δ
(
ω − ω

(01)
k

) + S̃(k, ω), (16)

where |S0(k)| 	 | ∫ ∞
−∞ S̃(ω, k)dω|, and ω

(01)
k := E1 − E0. In

other words, the bulk of the spectral weight is on the transition
between the ground state and the first excited state. The
S̃(ω, k) represents the spectral weight coming from states
above the first excited state. Details of this approximation are
derived in the Appendix.

In order to employ the single-mode approximation we need
some way to determine the gap, ω

(01)
k (we henceforth drop

the superscript and allow ωk to denote the dispersion for the

first excited state). It is clear that due to energy conservation
supp(S̃) = {ω : ωk < ωc < ω}, where ωc denotes the bottom
of the continuous portion of the energy spectrum. In order to
determine ωk we multiply Eq. (16) by ω and integrate over all
frequencies:

1

ωk

∫ ∞

−∞
dω ωS(ω, k) = S0(k) + 1

ωk

∫ ∞

−∞
dω ωS̃(ω, k).

(17)

In order to deal with the S̃, we note that

1

ωk

∫ ∞

−∞
dω ωS̃(ω, k) �

∫ ∞

−∞
dω S̃(ω, k). (18)

This assertion is made valid by the positive semidefinite nature
of S̃. By substituting this inequality into Eq. (17) we see that
the left-hand side is, by definition, the equal-time structure
factor S(k), giving

1

S(k)

∫ ∞

−∞
dω ωS(ω, k) � ωk, (19)

with

Sαα (k) ≡
∫

Sαα (k, ω)dω =
∑

r

e−ikr〈Sα (r )Sα (0)〉. (20)

We may use the following sum rule [37]:∫ ∞

−∞
dω ωS(ω, k) = π〈[Ô†, [H, Ô]]〉, (21)

which applies to structure factors defined in terms of any
operator, to evaluate this expression for the spin structure
factor, which leaves the bound on ωk as

ωk � ωSMA(k) := π
〈[Ô†, [H, Ô]]〉

S(k)
, (22)

where ωSMA denotes the single-mode approximated disper-
sion. Here, S(k) along with the different components of the
commutator can be estimated relatively easily using quan-
tum Monte Carlo methods from which ωSMA(k) can then be
obtained. Results are shown in Fig. 1(a) for the S(k) from
Fourier transforms of the ground-state correlation functions
obtained from quantum Monte Carlo calculations. Figure 1(c)
shows the resulting ωSMA(k).

C. The stochastic series expansion

The SSE framework is by now ubiquitous in condensed-
matter theory. We here summarize only the specifics of what
we measured, referring the reader to the literature for details
on the SSE framework [28,29,38,39]. Static correlation func-
tions are easily measured within the SSE by averaging the
static correlation function over a number of configurations.
More difficult is the measurement of quantities in imaginary
time. For the case of the QV, we recall that the susceptibility
in Eq. (10) is given by

χ =
∫ β

0
dτ 〈Ô(τ )Ô(0)〉. (23)

Following the prescription of [38] which involves expanding
the imaginary time correlation function in the SSE framework
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FIG. 1. (a) The equal-time structure factor for the isotropic S = 1
AFM model with N = 256, β = 400, exhibiting at peak at k = π .
(b) The QFI density in the first Brillouin zone approaching zero at
k = 0, and exhibiting a peak at k = π . (c) ωk as obtained from the
single-mode approximation. The characteristic gap of 0.41J at k =
π is clearly visible.

and exactly computing the integral, we arrive at

χ =
〈

β

M (M + 1)

⎛
⎝M−1∑

p=0

o(p)

⎞
⎠

2

+ β

(M + 1)2

n∑
p=0

[o(p)]2

〉
,

(24)

where M is the expansion order of the configuration being
sampled, and p is the propagation index within that expansion
order. The total variance may also be measured directly from
the SSE. Once the correlation functions are computed the
appropriate transform may be applied to extract S(k).

III. RESULTS

We now turn to a discussion of our results for the QFI
and multipartite entanglement in the S = 1 AFM Heisenberg
model with uniaxial anisotropy,

Ĥ = J
∑

i

(
Si · Si+1 + D

(
Sz

i

)2)
. (25)

This model has several appealing features to investigate multi-
partite entanglement. First, it possesses a symmetry-protected
topological (SPT) phase with a gapped ground state in the
isotropic region, with � ≈ 0.41J [40,41]. This phase is char-
acterized by the breaking of a hidden Z2 × Z2 symmetry

which establishes a long-range string order [42]. Second, the
uniaxial anisotropy can drive two quantum phase transitions
with critical points falling into two different universality
classes. The phase diagram of this model has been extensively
investigated in [43–45]. The first transition is from the SPT
Haldane phase to a disordered phase with quasi-Néel ordering
(DHN

C ≈ −0.31). The second transition is to a phase which
is often called the “large-D phase” (DHL

C ≈ 0.98). This latter
phase is essentially “empty” as the large uniaxial anisotropy
forces each spin to have zero Sz projection. The Haldane-Néel
transition is in the universality class of the two-dimensional
Ising model, while the Haldane-empty transition is in the
Gaussian universality class. The excitation spectrum exactly
at the isotropic point consists of a triplet state. This degen-
eracy is lifted away from the isotropic point into a heavier
magnon with energy ω

(‖)
k and a lighter doublet with ω

(⊥)
k . This

notation is meant to evoke the fact that the heavier magnon
is in the direction parallel to the uniaxial anisotropy, while
the doublet corresponds to the transverse excitations. Most
importantly, in a sizable region around k = π , as well as for
D = 0, the dynamical structure factor is well approximated
by a single mode.

We use SSE [28,30,39] techniques to numerically study the
QFI within the single-mode approximation. All of the SSE
simulations used in this section use on the order of 106 Monte
Carlo sweeps. The data for each observable is binned into
groups of 1000 with the error bars estimated by taking the
average variance over the bins.

In order to examine the quantum Fisher information we
consider the operator, Sz(k) ≡ Ô = ∑

r eikr Ŝz
r . The equal-

time structure factor for this operator corresponds to the spec-
trum of spontaneous fluctuations in the longitudinal channel.
Using Eq. (22) we may compute the bound on the dispersion
for the heavy magnon to be [26]

ωSMA = J
(
Cr,r+1

xx + Cr,r+1
yy

)
[1 − cos(k)]

S0(k)
, (26)

where C
ij

αβ := 〈Ŝα
i Ŝ

β

j 〉. For the case of periodic boundary
conditions the ground state is not degenerate. We are here
concerned with the singlet heavy magnon state. In this case
η0 = η1 = 1 and thus, as per equation the leading thermal
correction does not effect the QFI (see the Appendix for
details). Since the single-mode approximation assumes these
contributions to be small we ignore these thermal corrections.
We may now apply the single-mode approximation to com-
pute the QFI density,

fQ(k) = 4 tanh2
( ωk

2T

)
S0(k) +

∫ ∞

−∞
dω tanh2

( ω

2T

)
S̃(ω, k),

(27)

where we shall neglect the last term arising from the con-
tinuum contribution. Since this last term corresponds to a
positive contribution we would expect to obtain a lower
bound on the QFI. We argue, however, that the dominant
effect, particularly near the isotropic point, will come from
the inequality, ω � ωSMA, Eq. (22). Hence, we believe that an
overestimation of the QFI density is the more likely scenario.
However, we expect this approximation to be rather good at
low temperatures close to the isotropic point, D = 0, where

045117-4



ESTIMATES OF THE QUANTUM FISHER INFORMATION … PHYSICAL REVIEW B 99, 045117 (2019)

we then obtain the estimate for fQ,

f SMA
Q (k) ∼ 4 tanh2

(ωSMA

2T

)
S0(k). (28)

We also note that the main T dependence of f SMA
Q (k) is now

through the argument of the tanh. Up to this point Eq. (28) is
completely model independent, relying only on ones ability to
estimate the single mode. As per the results of Sec. II B, this
may be said of any model with a gapped excitation spectrum.
Near the critical point it is expected that the continuum will
contribute more significantly to the behavior of the system
especially at nonzero temperature, since the excitation gap
closes. At the isotropic point the energy spectrum is gapped
(0.41J ). This means that the physics is dominated by the
ground-state behavior until the temperature is raised suffi-
ciently to excite higher energy states. This occurs when the
temperature is roughly half the gap (0.2J ). Because of this
gap, the single-mode approximation is considerably more
reliable at the isotropic point than at the critical point. With
antiferromagnetic exchange, the equal-time structure factor
peaks at the k = π mode [Fig. 1(a)]. Thus the quantum Fisher
information is maximal at the edge of the first Brillouin zone
as shown in Fig. 1(b) where f SMA

Q (k) is shown throughout
the Brillouin zone. This corresponds to parametrizing the path
through the space of density matrices using the staggered
magnetization. At k = 0, Ô becomes the total magnetization
which commutes with the Hamiltonian and thus cannot de-
tect entanglement. As we approach k = 0 the single-mode
approximation also becomes invalid since it is known that the
well-defined single mode present around k = π merges into
the continuum. Fortunately the behavior of the single-mode
approximation remains well controlled at the edge of the
Brillouin zone where the QFI density detected by momentum
space magnetization is maximal. In the following we therefore
exclusively focus on k = π .

Let us first consider the finite temperature behavior of the
entanglement at the isotropic point, D = 0. Using the QV
we can make use of the established upper and lower bound
on the QFI density. Combining this with Eq. (28) we then
obtain

4〈δ2Ô〉Q � FQ ∼ F SMA
Q � 12〈δ2Ô〉Q. (29)

On the other hand, the total variance is also an upper bound
[6] on fQ: fQ � 4〈δ2Ô〉/N , where 〈δ2Ô〉 refers to the total
variance, Eq. (8). In Fig. 2 are shown results for f SMA

Q (k = π )
for a range of temperatures. In this regime the single-mode
approximation should work quite well up until approximately
half the gap. We see that, while the approximated QFI satisfies
the upper bound given by the full variance, 〈δ2Ô〉, for all tem-
peratures up to the gap, f SMA

Q breaks the upper bound given
by the quantum variance at a temperature of approximately
0.275. We see that up until this point the approximated QFI
density predicts the presence of multipartite entanglement
well into this regime. If we use the quantum variance as a
lower bound on fQ(k), then it predicts multipartite entan-
glement to temperatures approaching the gap. In Fig. 2 the
shaded green region indicates the threshold to be exceeded
for bipartite to be present and we note that both estimates of
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4〈δ2Ô〉Q/N

4〈δ2Ô〉/N
12〈δ2Ô〉Q/N

FIG. 2. Finite temperature behavior of the QFI density, fQ(k =
π ) and the quantum variance for temperatures up to the Haldane gap
at the isotropic point, D = 0, for N = 256. f SMA

Q is obtained from
simulations at β = 400. Upper and lower bounds for fQ given by
4〈δ2Ô〉Q/N (blue) and 12〈δ2Ô〉Q/N (green) are shown along with
the upper bound defined by the full variance, 4〈δ2Ô〉/N . The green
shaded region indicates the level that the fQ has to exceed to indicate
the presence of more than bipartite entanglement. The dashed red line
indicates the threshold for (8+1)-partite entanglement. Below that
line and above the green region the system would be (4+1)-partite
entangled.

fQ(k = π ) indicate the presence of bipartite entanglement up
to temperatures close to the gap.

We may now ask how the ground-state QFI density will
behave as we approach the quantum critical point. Figure 3
shows the approximated QFI density indicated by the color
intensity for a range of temperatures and D values for a system
size of 256 and β = 400 with periodic boundary conditions.
We see that the QFI density is divergent at the quantum
critical point, as expected from the behavior of Ô. Figure 4
clearly shows the QFI density predicted by the single-mode
approximation decays rapidly above the critical point, as the
gap has now effectively closed. In this case the hard upper
bounds given by the quantum variance are violated at rela-
tively low temperatures. This is not surprising, as we expect
the SMA to function only at the very lowest temperatures.
Nonetheless, the approximated QFI remains below the bound
given by the full variance. We see in this case that there is
still persistent multipartite entanglement at finite temperatures
above the quantum critical point.

The divergence of the entanglement at the critical point is
seen by examining the QFI density for various system sizes.
Figure 5 demonstrates the divergent scaling of both the QFI
and the QV. Due to the fact that the Haldane-Néel transition
is in the Ising universality class we can compute theoretically
what the finite size scaling of the QFI density at the critical
point must be. At low enough temperatures this is for finite
systems given by Eq. (13). For the Ising universality class the
critical exponent for the staggered magnetization is given by
�α = 1/8. This is confirmed in [44] using cluster expansion
methods. This should give a QFI density scaling of �Q =
3/4. By examining even system sizes between N = 64 and
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(a)

(b)

(c)

FIG. 3. QFI density detected for Ô(k) = ∑
r eikrSz

r around the
phase transition from the SPT Haldane phase to the disordered
quasi-Néel phase for N = 256 for (a) k = π , (b) k = 126π/128, and
(c) k = 3π/4. Obtained from SSE results (β = 400) and periodic
boundary conditions. We note the diverging QFI density at the
critical point, D = −0.31. In panel (c) we note that there appears
to be persistent three-partite entanglement up to temperature on the
order of the Haldane gap. Panel (c) shows the clear distinction in
entanglement structure between the SPT phase for D > −0.31 and
the disordered phase.

N = 128 at a β = 400 at a value of DHN
C = −0.31 we

estimate a QFI density scaling of �Q = 0.7269(1). The er-
ror quoted here is associated with the quality of the linear
regression. It does not account for systematic errors in the
measurement of the QFI density. In order to estimate these
systematic errors we examine subsets of four points and
determine the maximum and minimum slopes that could be
inferred from such four-point subset of the data. Using this
we estimate a deviation of at least ±0.06. Thus the estimated
scaling is �Q = 0.73 ± 0.06. This estimate is consistent with
the Ising universality class predicted for this transition.
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FIG. 4. Finite temperature QFI density and QV above the critical
point for N = 256. f SMA

Q is obtained from simulations at β = 400.
Upper and lower bounds for fQ given by 4〈δ2Ô〉Q/N (blue) and
12〈δ2Ô〉Q/N (green), are shown along with the upper bound defined
by the full variance, 4〈δ2Ô〉/N . The green shaded region indicates
the threshold fQ has to exceed for bipartite entanglement to be
present.

IV. CONCLUSIONS

Using the single-mode approximation we have shown that
it is possible to obtain a quite simple estimate of the QFI
density that should yield reliable results at temperatures well
below the gap. We studied the S = 1 antiferromagnetic spin
chain with uniaxial anisotropy within this approximation. The
approximation yields results that are within rigorous upper
and lower bounds at low temperatures where we expect the
SMA to be a reasonable approximation. Clear signatures of
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FIG. 5. Finite size scaling of the QFI density with system size
for even system sizes between N = 64 and N = 128. Scaling was
performed at D = DC = −0.31 at β = 400 small enough that the
system size would be the relevant perturbation to the scaling. The
critical exponent with error due to the fit is found to be �Q =
0.7269(1) with purely statistical error estimate.
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multipartite entanglement were found at the isotropic point,
D = 0, with the QFI density diverging when approaching
the quantum critical point. When combined with the QV, the
single-mode approximated QFI allows one to place both upper
and lower bounds on the finite temperature entanglement of
gapped systems. More precise techniques for calculating the
QFI density at finite temperatures in strongly correlated sys-
tems would clearly be very desirable. Alternatively, sharper
lower or upper bounds on the QFI density than we have
discussed here would be very valuable.

We also note that the QFI has been linked to the canonical
energy in gravitational physics [46] and can be expressed
in terms of the relative entropy [47], developments which
could potentially be exploited for more efficient numerical
calculations of the QFI.
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APPENDIX: DETAILS OF THE
SINGLE-MODE APPROXIMATION

We herein consider the details of the SMA and its lead-
ing order thermal corrections. Our aim is to show explicitly
how one arrives at Eq. (16), and how the finite temperature
corrections to this equation may be accounted for. Recall the
definition of the structure factor,

S(ω, k) = 2π
∑
λ,λ′

py |〈λ′|Ô|λ〉|2δ(ω + Eλ − Eλ′ ). (A1)

In the case where the system is in thermal equilibrium with
a bath of inverse temperature β, the probabilities pλ are
drawn from a Gibbs ensemble, ρ̂ = exp −βĤ/Z , where Z
is the partition function, Z = Tr exp −βĤ . For compactness,
we denote the product of the matrix element amplitude and
the delta function �λ,λ′ ≡ |〈λ′|Ô|λ〉|2δ(ω + Eλ − Eλ′ ). In the
following derivation we identify E0 as the ground-state energy
of the system, and |0i〉 as the set of states in the ground-state

manifold, with ηλ being the number of states in the manifold
with energy Eλ. Further, we denote the difference between
two energy levels, λ and λ′ as ωλλ′ ≡ Eλ − Eλ′ . Let us expand
Eq. (A1), and manipulate it so as to more easily take the zero
temperature limit,

S(ω, k) = 2π

∑
λ,λ′ e−βEλ�λ,λ′∑

λ ηλe−βEλ

= 2π
e−βE0

( ∑
i,λ′ �0i ,λ′ + ∑

λ =0i ,λ′ e−βωλ0�λ,λ′
)

e−βE0
(
η0 + ∑

λ =0i
ηλe−βωλ0

)
= 2π

∑
i,λ′ �0i ,λ′ + ∑

λ =Gi,λ′ e−βωλ0�λ,λ′

η0 + ∑
λ =0i

ηλe−βωλ0
. (A2)

We are now in a position to take the zero temperature limit
of Eq. (A2). This is equivalent to the limit where β goes to
infinity. Clearly, ωλ0 is strictly positive for the case where |λ〉
is not in the ground-state manifold. Thus when taking the zero
temperature limit we find that the only remaining term is

ST =0(ω, k) = 2π

η0

∑
i,λ′

|〈0i |Ô|λ′〉|2δ(ω + E0 − Eλ′ ). (A3)

So far this has been exact. The single-mode approximation
consists of assuming that the transition between the ground
state and the first excited state constitutes the dominant tran-
sition in the system at zero temperature. More explicitly,

ST =0(ω, k) = 2π
[S0(k)δ(ω − ω10) + S̃(ω, k)]

η0
, (A4)

where

S0(k) ≡
∑
i,j

|〈0i |Ô|1j 〉|2, (A5)

where |1j 〉 is the j th state in the energy manifold of the first
excitation energy, and

S̃(ω, k) ≡
∑
i,λ′

�0i ,λ′ . (A6)

The single-mode approximation is then formally expressed
by arguing that |〈0i |Ô|1j 〉|2 	 |〈0i |Ô|λ〉|2, which means that
Eq. (A4) becomes

ST =0
SMA(ω, k) ≈ 2π

∑
i,j |〈0i |Ô|1j 〉|2δ(ω − ω10)

η0
. (A7)

At finite temperature it becomes possible for higher energy states to be occupied, and for transitions from these excited
states to lower and higher energy states to make contributions to the spectral weight. We can make progress here by including
the leading thermal correction and subsequently applying the same single-mode approximation argument. Consider the low-
temperature structure factor which includes terms with the Boltzmann weight exp −βω10,

ST �1(ω, k) = 2π

∑
i,j |〈0i |Ô|1j 〉|2[δ(ω − ω10) + δ(ω + ω10)e−βω10 ] + ∑

i,λ �0i ,λ + ∑
j,λ e−βωλ1�1j ,λ

η0 + η1e−βω10
. (A8)

We may now apply the same single-mode approximation to Eq. (A8) as we did the zero temperature, Eq. (A4), which results in

ST �1
SMA (ω, k) = 2π

∑
i,j |〈0i |Ô|1j 〉|2[δ(ω − ω10) + δ(ω + ω10)e−βω10 ]

η0 + η1e−βω10
. (A9)
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Substituting the above expression into the definition of the QFI and using the equal-time structure factor, S(k), we are left with
the following approximation:

f SMA
Q ≈ 4 tanh2

(ω10

2T

)
S(k). (A10)

The SMA is thought to be valid when a system exhibits a gapped excitation spectrum, at temperatures that are small enough
relative to the energy gap that the system is unlikely to be found in an excited state. In the case of the Haldane model this occurs
at approximately half the Haldane gap (0.2J ), as can be seen in the work by Becker et al. [48], amongst other works.
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