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Observation of intercalation-driven zone folding in quasi-free-standing graphene energy bands
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Two-photon photoemission measurements reveal a near-zero-dispersion empty electronic state, approximately
2.6 eV above the Fermi energy and near the Brillouin zone center, induced by oxygen intercalation at
the graphene-Ir(111) interface. While oxygen intercalation leads to quasi-free-standing graphene, electron
diffraction shows 2 × 2 periodicity due to the patterned intercalant. Near the zone center, large-wave-vector zone
folding, driven by this 2 × 2 periodicity, replicates states from near the Dirac cone that have little dispersion
due to trigonal warping, explaining the nearly flat band. The zone-folding mechanism is supported by results
from angle-resolved photoemission measurements and from density-functional-theory-based calculations of the
unfolded energy bands. These results demonstrate zone-folding effects in graphene on a wave vector and energy
scale that has largely been unexplored, and may open new opportunities to engineer the graphene electronic
states.
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I. INTRODUCTION

Recent advances in the ability to manipulate atomically
thin, two-dimensional-material layers and stack them with
multiple interfaces have enabled the discovery of a fascinating
array of new condensed matter phenomena [1]. One important
line of research has been the investigation of the impact of
physical coupling between layers, to the supporting material,
and the engineering of other structural perturbations to control
the properties of electronic states. In fact, controlling the con-
nection between periodic interfacial structure perturbations
and the resulting changes in the electronic states remains
fundamental to understanding a host of new phenomena in
two-dimensional (2D) materials.

In the specific case of graphene, interaction with some
substrates is so strong as to destroy the Dirac cones, a signa-
ture feature of the graphene band structure, e.g., Ni(111) [2],
Ru(0001) [3], Co(0001) [4,5], and the initial (buffer) layer on
SiC(0001) [6,7]. However, the interactions can be inherently
weaker, such as for graphene on Ir(111) [8] and Pt(111)
[9] or for the second layer of graphene on SiC [10,11] and
Ru [3]. Control has been exerted by introducing intercalants
such as noble metals at the interface with Ni(111) [2,12]
and Ru(0001) [13], through the periodic potential induced
by regular arrays of steps on the supporting metal [14–17]
or SiC [18], by surface patterning with functional groups
[19,20] or metal clusters [21], by intercalation of cations into
graphene bilayers [22–24], and through the twist angle in
bilayer graphene [25] or between graphene and other layers
such as BN [26] or MoS2 [27–29]. The essential features of
the graphene band structure remain in these cases while the
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residual interactions perturb the graphene π states. In princi-
ple, control of those perturbations allows for active engineer-
ing of the Dirac fermion characteristics, including substantial
renormalization of the velocity near the Fermi energy [30–33].
Examples include the opening of an energy gap at the Dirac
point due to the breaking of the symmetry between the A
and B sublattices [11–13], the appearance of energy-band
replicas with “minigap formation” [3,8,10,17,27,34–36], and
the induction of minibands in a magnetic field with a fractal
spectrum (Hofstadter’s butterfly) [37,38].

Most of these studies have focused on relatively long-
wavelength perturbations of the graphene electronic states.
Correspondingly, the replica bands have typically been dis-
placed by a small wave vector in reciprocoal space and
minigap formation has been studied only for a limited energy
range near the Fermi energy. Much less studied have been
shorter-wavelength, periodic perturbations and the impact on
the graphene energy states over a wider energy range.

One fascinating exception has been studies of the intercala-
tion of graphene bilayers by calcium [22] and by lithium [24].
An ordered structure was formed with a

√
3 × √

3R30◦ peri-
odicity. The electron donation from the intercalants resulted
in high excess carrier concentrations. Angle-resolved pho-
toemission spectroscopy (ARPES) studies showed evidence
for large-wave-vector zone folding from the Brillouin zone
corners to the zone center, following from that periodicity.
Interestingly, there were similar, early observations for bulk
graphite lithium intercalation compounds [39]. On the other
hand, previous studies of the impact of oxygen and cesium
intercalation at the Gr/Ir(111) interface did not reveal any
impact on the graphene electronic states caused by periodic
interface perturbations in the limited range of occupied π

states probed in those experiments [35,36,40,41].
The goal of our work is to explore and understand

band-folding effects that emerge when quasi-free-standing
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graphene is created by oxygen intercalation at the Gr/Ir(111)
interface. Due to the weaker interaction with the substrate,
we expect the graphene electronic states to largely retain
their identity. On the other hand, the graphene states are
perturbed at a large characteristic wave vector associated with
interaction between the graphene and the ordered oxygen
intercalants. This is a regime that has not been previously
explored.

Here, we report angle-resolved two-photon photoemission
(AR-2PPE) measurements that reveal a near-zero-dispersion
empty band near the zone center induced by the intercala-
tion of oxygen. In addition, low-energy electron diffraction
(LEED) measurements show that the dominant ordering pat-
tern for the oxygen atoms is 2 × 2. For periodic perturba-
tions with this spacing specifically, first-principles calcula-
tions demonstrate large-wave-vector band folding across the
Brillouin zone. In particular, the nearly flat, empty band traces
to the portion of the Dirac cone that is distorted by trigonal
warping. The predicted impacts of zone folding at this length
scale on the occupied states, particularly 6 to 8 eV below the
Fermi energy, are further confirmed with ARPES measure-
ments. Taken together, our results provide strong evidence
for zone-folding effects in quasi-free-standing graphene at the
wave vectors for the 2 × 2 ordering of the oxygen intercalants.

The primary perturbations to the graphene electronic struc-
ture found here are too far from the Fermi energy to influence
low-field transport. However, further investigation of large-
wave-vector perturbations to the graphene electronic states
may well reveal impacts on high-field transport and other
hot-carrier phenomena.

The balance of the paper is organized as follows. Experi-
mental and theoretical methods are described in Sec. II. The
main body of our results is presented and discussed in Sec. III.
Section IV gives brief concluding remarks.

II. METHODS

A. Experimental methods

To synthesize quasi-free-standing graphene, we deposited
graphene islands on a clean Ir(111) surface using cycles of
temperature-programmed growth (TPG). The graphene cov-
erage was approximately 67%. Partial coverage of graphene
facilitated the subsequent intercalation process. Oxygen in-
tercalation was accomplished by ramping the Gr/Ir sample
to 550 K in a 5 × 10-6 Torr oxygen ambient to form an
atomic oxygen intercalant sublattice [Gr/O(2 × 2)/Ir]. An
O(2 × 2)/Ir surface was also prepared for ARPES measure-
ments by treating a clean Ir(111) surface with the same
process as was used for the oxygen intercalation. The sam-
ple preparation process was monitored via low-energy elec-
tron microscopy and spectroscopy (LEEM) in an aberration-
corrected LEEM facility at the Center for Functional Nanoma-
terials at Brookhaven National Laboratory (BNL). The prepa-
ration method was reproduced at the x-ray photoemission
electron microscopy (XPEEM) end station at the NSLS-II
Electron Spectro-Microscopy (ESM) beamline at BNL and at
Columbia University, for photoemission experiments.

Our AR-2PPE measurements were carried out at Columbia
University with a high-repetition-rate femtosecond laser

system [42]. The laser system made use of an ultrafast
Ti:sapphire oscillator whose pulses were amplified in a regen-
erative amplifier and then used to drive an optical parametric
amplifier to provide a tunable source of visible light. The visi-
ble output pulses were first frequency doubled in a β-BaB2O4

nonlinear crystal, which produced a train of tunable UV,
sub-100-fs pulses, with photon energies in the 3.6–5.1 eV
range at a 250-kHz repetition rate and a pulse energy of
approximately 10 nJ in an estimated spot size of 200 μm. The
2PPE experiments for both Gr/Ir and Gr/O/Ir interfaces were
conducted with laser light incident at 70◦ from the sample
normal. The primary data set was acquired with p-polarized
light, with selected additional experiments carried out with s-
polarized light. Measurements were carried out at room tem-
perature immediately following sample synthesis. The energy
and momentum resolution of the spherical-sector energy ana-
lyzer are known from prior measurements to be 50 meV and

0.03 Å
−1

.
The ARPES band structure maps were measured using the

Elmitec XPEEM end station at the NSLS-II ESM beamline.
The measurements were performed at room temperature in
the XPEEM instrument by collecting spectra from micron-
sized sample areas (μARPES). Soft x-ray radiation (energy
h̄ω = 55 eV), incident at 73◦ from the sample normal, was
used to excite photoelectrons, which were energy filtered by
an imaging energy analyzer (energy resolution <0.25 eV),
and whose angular distribution was mapped in reciprocal
space using the electron optics and the detector system of
the XPEEM. The raw data comprised photoelectron angular
distributions beyond the first Brillouin zone (BZ) for ener-
gies from −12 to +0.5 eV relative to EF , in increments of
0.1 eV. Projections along high-symmetry directions in recip-
rocal space were used to generate band structure maps along
those directions.

B. Theoretical methods

Density functional theory (DFT) calculations were per-
formed using the VASP suite with the projector augmented
wave approach [43–45]. The atomic structure was determined
including the role of van der Waals interactions explicitly
(optB88-vdW exchange-correlation functional [46,47]). The
in-plane lattice parameter was chosen to correspond to the
calculated bulk Ir minimum energy lattice parameter (a =
3.89 Å). The Gr/Ir(111) and Gr/O(2×2)/Ir(111) interfaces
were modeled with a periodic slab consisting of four mono-
layers of Ir in an 8×8 supercell parallel to the interface. A
9×9 graphene supercell layer was matched to it. The graphene
layer is correspondingly slightly compressed (1%). For the
case of oxygen intercalation, one quarter of a monolayer with
2×2 periodicity was assumed with the oxygen atoms in the
hcp hollow site, corresponding to previous studies of O/Ir
surface phases [48,49]. The graphene and/or oxygen were
placed on one side of the slab only. A minimum vacuum
region of 25 Å was incorporated in the vertical direction of
the supercell and dipole corrections were included [50].

All calculations were done with a basis determined by a
400-eV cutoff. The structure was determined in calculations
performed with �-only sampling of the supercell Brillouin
zone and a modest Gaussian broadening parameter in the sum
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over states to determine the Fermi energy (0.1 eV). The top Ir
layer, the O, and the graphene layer were relaxed to minimize
the energy with a force criterion of 20 meV/Å. For evaluation
of the electronic structure, self-consistency was redone with a
2 × 2 sampling of the Brillouin zone and a reduced broad-
ening parameter (0.025 eV). The final electronic structure
reported was calculated with a standard, gradient-corrected
exchange-correlation functional (PBE [51]). Prior experience
suggests that results for the energy bands will be a reliable
guide in comparison to experiment, allowing for the known,
modest underestimation of both the overall π band width and
the Fermi velocity associated with the characteristic linear
dispersion near the Dirac point due to limitations of using
DFT-based energy bands [52,53].

To quantitatively assess the impact on the graphene π states
due to interactions at the interface with Ir or O/Ir, the supercell
energy bands were unfolded to the primitive Brillouin zone
for graphene and represented as a spectral weight function.
The unfolded bands show both the broadening of the graphene
states and the introduction of replicas due to zone folding
[54–56]. Specifically, the BANDUP code was used for the
calculations [57,58] and the graphene π states were revealed
by projection on the carbon atom pz orbitals. For reference, a
separate DFT calculation for a flat, isolated graphene layer
was also performed in a 1 × 1 unit cell with the in-plane
lattice parameter derived from the supercell. This calculation
gave the expected, primary, and zone-folded energy bands
for graphene. For presentation of the spectral weight versus
energy at selected k points, Gaussian broadening was added
with the half-width at half-maximum (HWHM) 0.3 eV chosen
to approximate the peak widths observed in the measured
ARPES energy distribution curves (EDCs).

III. RESULTS

A. Angle-resolved two-photon photoemission measurements

Figures 1(a) and 1(b) display the LEED patterns for Gr/Ir
samples, prior to intercalation, and Gr/O/Ir samples, after in-
tercalation. The diffraction patterns characterize the dominant
periodic perturbation on graphene in the interface. For Gr/Ir,
the dominant periodic perturbation is the moiré superstruc-
ture shown in Fig. 1(a). However, with oxygen intercalated,
quasi-free-standing graphene is mainly perturbed by the 2 × 2
oxygen sublattice, indicated by the suppressed moiré pattern
and the distinctive O(2×2) diffraction pattern in Fig. 1(b).

AR-2PPE was used to probe the unoccupied bands Ek

at these interfaces with an energy range between the Fermi
energy (EF ) and the vacuum energy (Ev) and with crystal mo-
mentum near the Brillouin zone center. Figures 1(c) and 1(d)
display the 2PPE spectra and their second derivatives on
the final-state energy scale relative to the Fermi energy for
preintercalated Gr/Ir and intercalated Gr/O/Ir. This choice is
common in the field, including recent studies of graphene and
graphite [59–62]. For reference, the measured work function
for each sample is added to the measured photoelectron
kinetic energy. Specifically, the measured work functions for
Gr/Ir and Gr/O/Ir samples with approximately 67% graphene
coverage were 5.03 ± 0.02 and 5.54 ± 0.02 eV, respectively.
We discussed the work functions for these samples elsewhere

FIG. 1. LEED patterns of (a) Gr/Ir and (b) Gr/O/Ir. Iridium,
graphene, and oxygen sublattices are highlighted by a dashed rhom-
bus in yellow, red, and blue, respectively. AR-2PPE spectra (panel
right) and their second derivatives with respect to energy (panel
left) using the final-state energy scale (h̄ω = 4.66 eV) for (c) prein-
tercalated Gr/Ir, (d) intercalated Gr/O/Ir along �-M . (e) Energy
distribution curve at the � point for p- and s-polarized incident
photons for Gr/O/Ir. Inset: final-state energy of the nearly flat band
identified in (d) versus incident photon energy with a linear fit.
(f) Energy diagram illustrating intermediate states probed by the
second photon excitation, particularly the nearly flat band, in Gr/O/Ir
with energy referred to the Fermi energy. The shaded areas present
the momentum space accessible in our 2PPE experiments.

in detail [63]. The values can be seen as the onset of the
allowed energy-momentum region on the final-state energy
scale in Figs. 1(c) and 1(d).

For the case of preintercalated Gr/Ir, the major features in
Fig. 1(c) are the well-known image potential states observed
in the 8.5 to 9.5 eV energy range [63,64], along with the usual
broad feature reflecting secondary electrons in the 5 to 6 eV
energy range at the bottom of the spectrum. Upon oxygen
intercalation, as shown in Fig. 1(d), a single image potential
band is observed starting at about 8.8 eV [63], as well as broad
features, again reflecting secondary electrons, in the 5.5 to
6.5 eV range. However, there is an additional band observed
in Fig. 1(d) at 7.3 eV on the final-state energy scale. The new
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feature is essentially flat, with dispersion estimated to be no
more than 0.05 eV in the scope of wave vector measured. This
is in contrast to the clear dispersion exhibited by the image
potential band. Significantly, such a nearly flat band was not
observed in AR-2PPE measurements on a deintercalated Gr/Ir
interface.

To further investigate the nature of this previously unob-
served nearly flat band, we varied the polarization and photon
energy of the incident laser. The energy distribution curves at
the � point are shown in Fig. 1(e). When the laser polarization
is switched from p polarization to s polarizaton, the peaks
associated with the image potential state at 9 eV and with the
nearly flat band identified here at 7.3 eV are both suppressed.

This selection rule for the image potential state is consis-
tent with specific, previous measurements on graphite surfaces
[62,65]. It is also consistent with the basic physical picture
for dipole-allowed transitions in ARPES. For s-polarized
light with the electric vector perpendicular to the plane of
detection, defined by the orientations of the incident light
and the detected photoelectron, excitation from states that
have even parity with respect to that plane is forbidden. As
discussed previously, this suppression for s-polarized light
applies to emission from electrons excited into π∗ bands
[62,65] and other surface electronic states such as observed
in the Gr/Cu(111) system [66]. Thus, the results in Fig. 1(e)
suggest that the nearly flat band is either related to graphene
π∗ states or to some other surface-localized states made up of
orbitals consistent with the restriction to even parity relative
to the detection plane, e.g., oxygen pz orbitals.

The incident photon energy dependence is shown in the
inset of Fig. 1(e). The energy of the nearly flat band scales
linearly with the incident photon energy. This specifically in-
dicates that the signal originates from an intermediate state in
the energy gap. Therefore, by subtracting one photon energy
(e.g., 4.66 eV) from the final-state scale, the energy of the
nearly flat band is measured to be 2.6±0.1 eV above the Fermi
level as illustrated in Fig. 1(f).

B. Electronic structure calculations

The model atomic structures used in the DFT calcula-
tions for the Gr/Ir(111) and Gr/O(2 × 2)/Ir(111) interfaces
are illustrated in Figs. 2(a) and 2(b), respectively, showing
the top view. The final, relaxed structures agree with prior
results. Specifically, for the Gr/Ir(111) interface, corrugation
of the graphene emerged with an amplitude of about 0.33
Å and the average distance from the Ir surface layer and
the graphene layer was 3.55 Å. The average distance of the Ir
surface layer from the frozen layer below was reduced by 0.02
Å from the bulk value. Prior DFT calculations, reported for a
model structure that was Gr(10 × 10)/Ir(9 × 9) and based on
the DFT-D approach to include van der Waals interactions,
resulted in a corrugation of 0.35 Å and an average height
of 3.41 Å [67]. Another DFT calculation, reported using the
same model structure and exchange-correlation functional as
in this work, resulted in a corrugation of 0.38 Å and an height
of 3.53 Å [36].

In the presence of one quarter of a ML of oxygen, the
corrugation of the graphene was reduced to 0.16 Å and the
average distance from the Ir surface layers was increased to

FIG. 2. Supercells used for calculations: (a) Gr(9×9)/Ir(8×8)
and (b) Gr(9×9)/O(2×2)/Ir(8×8). Yellow arrows denote the dom-
inant periodicity. Illustration of representative replicas from zone
folding for the �-M line for (c) Gr/Ir and (d) Gr/O(2×2)/Ir in
the 1 × 1 graphene Brillouin zone. (e), (f) Color coded maps in
the graphene Brillouin zone illustrating selected replicas induced by
band folding by the stars of vectors illustrated in (c) and (d) and
corresponding to the Gr/Ir and Gr/O(2 × 2)/Ir cases, respectively.
�-K and �-K ′ lines are not formally equivalent and highlighted
points are distinguished by light and dark shades. K ′ folds to close
to the midpoint of the �-K line.

3.95 Å. For comparison, the prior study with the same method
reported 0.14 Å corrugation and 4.02 Å average height [36].
The average oxygen to surface Ir distance was 1.21 Å and the
average surface Ir layer relative to the subsurface Ir layer was
increased by 0.03 Å compared to bulk. Naturally, the surface
Ir atoms also responded to the surface oxygen both laterally
and vertically on a scale of about 0.1 Å. The presence of the
graphene layer pushed the oxygen atoms about 0.1 Å closer
to the Ir surface. In the absence of graphene, we found the
oxygen atoms to be 1.32 Å above the average Ir height, in
agreement with prior calculations [48,49].

The interaction of the graphene with the substrate in each
case will result in perturbations to the graphene π states. Fo-
cusing on the dominant wavelength for scattering, Figs. 2(c)
and 2(d) illustrate features of the models in reciprocal space
relative to a segment of the Brillouin zone for graphene. In
the reference Gr/Ir(111) case, the overall formation of the
moiré pattern, including the corrugation of the graphene layer,
sets the spatial scale [yellow arrows in Fig. 2(a)] and the
corresponding wave-vector scale [blue arrows in Fig. 2(c)].
For the Gr/O(2 × 2)/Ir(111) intercalated system, the dom-
inant wavelength corresponds to the lateral surface oxygen
separation [yellow arrows in Fig. 2(b)] and a four-times larger
wave vector in reciprocal space for our model supercells [blue
arrows in Fig. 2(d)]. Overall, the interface-induced potential
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perturbation will mix states along the �-M line, for example,
with those displaced by g10 and five other supercell reciprocal
lattice vectors of the same length. A zeroth-order picture is
that energy bands En(k + gi) will appear as replicas at k,
further modified by the interactions. As the comparison of
Figs. 2(c) and 2(d) makes clear, the difference in magnitude
of the respective wave vectors g10 results in replicas along
the �-M line from close-by states in the Gr/Ir(111) case and
from the M-K ′-M region in the Gr/O(2 × 2)/Ir(111) case, a
substantial difference.

An alternative illustration of the impact of zone folding
for each model is shown in Figs. 2(e) and 2(f). A few
high-symmetry points in the graphene Brillouin zone are
highlighted and color coded. In the case of Gr/Ir(111) with
a large periodicity and correspondingly short-wave-vector
perturbation, satellite points around each one illustrate repli-
cas that derive from the same point in the Brillouin zone
[Fig. 2(e)]. So, for instance, near the K point the electronic
states near the Dirac cone will be mixed with six replicas
of the Dirac cone nearby [8,68]. In contrast, for the case of
Gr/O(2 × 2)/Ir(111) with a larger-wave-vector perturbation,
the satellite points derive from further away. In particular, the
electronic states near the � point will interact with replicas
that derive from six M points around the hexagonal Brillouin
zone. On the other hand, the M point will interact with
replicas deriving both from the � point and from other M

points, including some from an extended zone scheme not
shown in Fig. 2(f). This sets up a reciprocal relationship
between the regions near the � and M points that should be
evident in spectral functions due to zone folding. Similarly, as
indicated in Fig. 2(f), the K point is surrounded by replicas
from near the midpoint along the �-K ′ line and vice versa.

The unfolded spectral weight for the graphene π states for
the Gr/Ir(111) and Gr/O(2×2)/Ir(111) cases are shown in
Figs. 3(a) and 3(b), respectively, from the full DFT calcu-
lations. A magnification along the chosen line segment near
the K point is shown in Fig. 3(c). The electronic states are
studied along selected high-symmetry lines in the graphene
BZ (M-�-K-M ′) as illustrated in Fig. 3(d). The expected
graphene bands are clearly visible. However, they are per-
turbed and new states appear. In the case of Gr/Ir(111), the
region near the Dirac point at K shows characteristic crossings
by replica bands and minigap formation, as seen in Fig. 3(c).
The spectral weights for the Gr/O(2 × 2)/Ir(111) case shown
in Fig. 3(b) are quite different. In particular, empty states with
near-zero dispersion appear near � at around 2.5 eV above the
Fermi level.

To illustrate the main effects of band folding in each case,
we also show in Figs. 3(a)–3(c) the superposed energy bands
for free-standing graphene (solid lines) and the zeroth-order
folded bands according to the dominant star of reciprocal
lattice vectors illustrated in Figs. 2(c) and 2(d) (dashed lines),
from an equivalent DFT calculation. They have been shifted
in energy to align the Dirac point to the p-doped scenario in
each case. The excellent agreement between the superposed
bands and spectral weights confirms the basic zone-folding
picture to account for the interface perturbed π states in Gr/Ir
and Gr/O(2 × 2)/Ir(111).

Focusing on the impact near the Dirac point in the refer-
ence Gr/Ir(111) case, we find that there are several band cross-

ings between replica and primary bands. One can think of
the replica bands (each doubly degenerate) that have maxima
(minima) around −1 eV (+1 eV) as deriving from the Dirac
cones around the four replicas of the K point that are closest
to the �-K-M ′ line, following the illustration in Fig. 2(e). The
two replicas that are further away (perpendicular distance)
give rise to the replica band (doubly degenerate) that has a
maximum (minimum) around −1.5 eV (+1.5 eV, not shown).
The position of the maximum is displaced from K due to
trigonal warping. Together, these replica bands give rise to
mini-band-gap formation. In the occupied states, the two
crossings near −1 eV result in gaps whose magnitudes are in
agreement with previously published, high-resolution ARPES
measurements [8,68].

The calculated energy band structure also shows relatively
flat bands that appear near the Fermi energy and interact
with the graphene π bands near the Dirac point. These result
in additional minigap formation. Further analysis shows that
they derive from coupling to surface Ir dz2 states. As a
consequence, near the Fermi energy in Fig. 3(c), the graphene
band shape is distorted from linear and shows a weak max-
imum. The ARPES measurements also show some evidence
of distortion, but the resolution limits the distinction of the
details seen in the present calculations [8]. In comparison with
Fig. 3(b), this additional flat feature is suppressed upon oxy-
gen intercalation. More broadly, the chosen model structure,
with the relaxed structure found with DFT, gives rise to po-
tential perturbations in the graphene layer that reproduce the
main features found in the ARPES measurements, validating
our approach.

Turning to the impact of oxygen intercalation, we observe
that the replica bands are completely different, due to the
much larger wave vector associated with the dominant O(2 ×
2) length scale and anticipated in the discussion of Fig. 2. In
particular, we observe several distinctive features such as a
confluence of folded bands near −3 eV around the � point
of the Brillouin zone and near −5 eV near the K point. The
nearly flat band along the M-� line is also naturally explained.

To illustrate specifically the emergence of the nearly flat
band as a consequence of zone folding induced by the pertur-
bation from the intercalants, Fig. 3(e) shows the free-standing
graphene electronic structure shifted in energy to align the
Dirac point to the p-doped scenario in Fig. 3(b). We plot
the empty π -state dispersion in an extended zone scheme. The
reference lines from the graphene Brillouin zone and the line
that contributes to the zone-folded nearly flat band are shown
with the contour plot of the energy band.

The three-dimensional representation has been cut to high-
light the origin of the nearly flat band. Specifically, the cut
[red shaded plane in Fig. 3(e)] passes through a portion of the
Dirac cone that is distorted by trigonal warping, leading to
the nearly flat empty band (red curve) folded back to the zone
center and observed in our AR-2PPE experiment. The argu-
ment is made here for the 2 × 2 oxygen structure. However, it
equally well applies to a mixture of 2 × 1 oxygen structures
where all three angular orientations appear. Quantitatively,
the calculated dispersion of the free-standing graphene band
that is folded back is 0.16 eV, reflected in the dashed line
in Fig. 3(b). Only a portion of the folded band is visible in
the scope of the AR-2PPE data in Fig. 1(d) and the impact

035428-5



YI LIN et al. PHYSICAL REVIEW B 99, 035428 (2019)

FIG. 3. Calculated spectral weights showing the unfolded, graphene π -state band structure for (a) Gr/Ir and (b) Gr/O(2×2)/Ir in false
color on a logarithmic scale. (c) Magnification of the calculated spectral weight within the dashed white rectangle area in (a). In (a), (b),
and (c), superposed lines show the pure graphene π -state bands En(k) (solid lines) and the replicas induced by zone folding from the star
of superlattice reciprocal lattice vectors En(k + gi ), as illustrated in Figs. 2(c) and 2(d), respectively (dashed lines). (d) Brillouin zones of
graphene primitive cell with red lines indicating the path along which electronic states were calculated. (e) Calculated pure graphene π∗ band,
shifted in energy to align the Dirac point to the p-doped scenario in (b), also represented by constant energy contours (green curves) with
Brillouin zone designations (black lines). A cut through the energy band is highlighted in red, corresponding to representative regions that are
replicated by zone folding in Fig. 2(d), resulting in the band with near-zero dispersion.

of interactions with the substrate seem to further flatten the
dispersion near � in the full DFT calculations in Fig. 3(b).

To provide a more quantitative estimate of the relative
intensities of the zone-folded spectral features, we show the
calculated spectral weight distributions in energy at selected
symmetry points for the Gr/Ir(111) and Gr/O(2×2)/Ir(111)
cases in Figs. 4(a)–4(d). Guided by the illustration of repli-
cas shown in Fig. 2(f), we have chosen pairs of points
that are approximately linked by a fundamental zone-folding
wave vector in the Gr/O(2×2)/Ir(111) case. The main π -
state features near +2 and −2 eV at the M point [Fig. 4(a)] are
echoed by peaks at similar energies at the � point, highlighted
by blue arrows [Fig. 4(b)]. The energy alignment is not exact
because, as shown in Fig. 2(f), the M-point replicas are close
to � and dispersion affects the energy position of the states
exactly replicated at �. Correspondingly, the strong π state
near −7.5 eV at � [Fig. 4(b)] is replicated at M , as indicated
by the red arrow [Fig. 4(a)].

Similarly, the primary π -state feature near −5.5 eV at
0.5(�-K ) [Fig. 4(c)] leads to a clear replica in the spectral
weight at the K point, denoted by a green arrow in Fig. 4(d).
In the complementary direction, the π states near the Dirac
point create faint replicas near the �-K line, denoted by the

orange arrows in Fig. 4(c). In this case, the strong dispersion
near the Dirac point leads to a more significant energy shift. In
fact the, zone-folding effect in this case is more easily seen in
the original band-structure-like presentation in Fig. 3(b). The
dashed lines highlight the folded bands near the Fermi energy
that are the result of cuts through the Dirac cones centered at
the two replica points that straddle the �-K line [Fig. 2(f)],
although the calculated spectral weight is rather weak.

Comparing the spectral weight at these four
high-symmetry points between the Gr/Ir(111) and
Gr/O(2×2)/Ir(111) cases in Fig. 4, we find that several
further points emerge. First, the degree of effective p doping
is different between the two cases, so there is a small shift
in energy of the main π states. Specifically, the Gr/Ir(111)
π states are about 0.4 eV deeper. Second, the interactions
between the graphene and the metal support differ, so the
extent of electronic coupling to the states in the metal support
varies and, correspondingly, the spectral distribution in energy
can be seen to differ. But, finally, and most importantly, the
replicas that are easily explained by zone folding in the
Gr/O(2×2)/Ir(111) case are not seen in the Gr/Ir(111) case.
These replicas are specifically due to the 2×2 intercalated
oxygen at the interface.
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FIG. 4. (a)–(d) Calculated spectral weight versus energy with
Gaussian broadening (0.3 eV HWHM) for the graphene π band
in Gr/Ir(111) (black) and Gr/O(2 × 2)/Ir(111) (blue) at selected
points in the graphene Brillouin zone: (a) M point, (b) � point, (c)
halfway along �-K , and (d) K point. Arrows, color coded to indicate
the origin of the zone-folding following Fig. 2(f), highlight extra
spectral intensities due to zone-folding effects in the 2 × 2 oxygen
intercalated case.

C. Angle-resolved photoemission measurements

In order to further probe the impact of the band folding,
we carried out ARPES measurements of the occupied band
structure. As noted in Sec. II, the Gr/O/Ir sample has ap-
proximately 67% coverage of graphene, which leaves exposed
O/Ir elsewhere. To distinguish the signal specifically from the
quasi-free-standing graphene, we measured an independent
O/Ir sample with similar oxygen coverage and order for ref-
erence. For comparison, we also measured an unintercalated
Gr/Ir sample. These measurements were made consecutively
at the same ARPES facility and with a consistent set of
data-acquisition parameters. Band structure maps E(kx, ky )
were obtained at room temperature in situ in the XPEEM
from micron-sized sample areas. The light source is highly
p polarized so that contributions from σ bands are negligible.

Figures 5(a)–5(f) display the 2D ARPES maps for the
three interface cases. The primary, dispersive band due to
the occupied graphene π states is clearly visible for both
the Gr/O/Ir and Gr/Ir cases. The band is more distinct, with
stronger spectral intensity in some energy ranges and in some
areas of reciprocal space. In particular, there is a dip in the
intensity in the −6 to −4 eV range. In the Gr/Ir data, there
are other visible spectral features, particularly in the regions
between −2 eV and the Fermi energy, and around −4 eV.
These are due to Ir metal d states, based on previous ARPES
measurements for bare Ir(111) and Gr/Ir [68,69]. Details of
the dispersion of these states are not resolved here based on
the present ARPES resolution and measurements performed
at room temperature. The spectral weight in these energy
regions changes upon oxygen intercalation, so that the spectral
weights outside the scope of the graphene π states in Figs. 5(a)
and 5(b) are much closer in character to those found for O/Ir

FIG. 5. (a)–(f) ARPES spectra of Gr/O/Ir, Gr/Ir, and O/Ir sam-
ples along the �-M and �-K directions. Each panel shows a false
color map of raw data (right) and the second derivative with respect
to energy (left). Red dashed lines show the calculated π bands of
free-standing graphene.

[Figs. 5(e) and 5(f)]. In the O/Ir case, most of the signal is
between −2 eV and the Fermi energy, indicative of the impact
of oxygen on the Ir surface states and likely mostly due to O
pz states.

To understand whether signatures of the zone-folding
emerge along the lines suggested by theory, we present the
measured ARPES energy distribution curves (EDCs) at the
same four high-symmetry points in Figs. 6(a)–6(d). Starting
with the M point, a clear feature near −2 eV is seen in both the
Gr/O/Ir and Gr/Ir EDCs in Fig. 6(a), the expected position of
the π band. By contrast, the O/Ir EDC only exhibits a broad,
rising intensity between −4 eV and the Fermi energy.

The π band for the Gr/Ir case is deeper bound by
0.56 eV. Thus, we find that the graphene layer in the Gr/O/Ir
case is effectively more p doped than that in Gr/Ir, in very
good agreement with two prior reports based on ARPES mea-
surements, specifically 0.57 [35] and 0.58 eV [41]. Another
study found a larger shift, about 0.73 eV, suggested to be due
to a higher coverage of intercalated oxygen [36]. The shift
is slightly larger than that found in our DFT calculations,
possibly due to an intercalated oxygen concentration slightly
above the assumed quarter of a monolayer.

Turning to the � point EDCs shown in Fig. 6(b), we
observe the π band near −8 eV in both the Gr/O/Ir and Gr/Ir
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FIG. 6. (a)–(d) ARPES energy distribution curves (EDCs) for
Gr/O/Ir, O/Ir, and Gr/Ir samples at selected points in the graphene
Brillouin zone: (a) M point, (b) � point, (c) halfway along �-K , and
(d) K point. Arrows indicate the extra spectral intensities predicted
due to zone-folding effects induced by a 2 × 2 potential perturbation.

data, with a shift similar to that observed at the M point. The
EDC for Gr/O/Ir at the midway point along �-K shows a clear
peak attributable to the π band near −6 eV in Fig. 6(c). On the
other hand, the EDC for Gr/Ir shows no significant intensity
above background in this range. With reference to the full data
set in Fig. 5(d) where the full dispersion of the π band can
be tracked, there is minimal intensity in that region of energy
and reciprocal space, as noted above. Finally, the EDC at the
K point for Gr/O/Ir shows rising intensity approaching the
Fermi energy, consistent with the linear dispersion for the π

band seen in the full data set in Fig. 5(b). For the Gr/Ir case,
the intensity near the Fermi energy in Fig. 5(d) drops off and
the π band is not resolvable right at the K point.

Now, following the logic of the zone folding illustrated in
Fig. 2(f), the � point π band near −8 eV corresponds well
with a clear additional spectral feature seen in the Gr/O/Ir
EDC at the M point in the −8 to −6 eV range, highlighted
by the red arrow in Fig. 6(a). By contrast, the EDCs for Gr/Ir
and O/Ir do not show a similar feature. The reciprocal zone-
folding relationship, namely, the signature for a replica of the
π band near −2 eV, is only weakly discerned in the EDC
at the � point. The rising background coming from the O/Ir
obscures other contributions. The EDCs for Gr/O/Ir and O/Ir
do match relatively well for the maximum in the intensity near

−0.5 eV. Then, at deeper energy, there is some extra intensity
in the Gr/O/Ir EDC. This feature is consistent with a replica
from near the M point, but not particularly conclusive by
itself. Turning to the K point, there is a clear extra peak in
the Gr/O/Ir EDC in the −8 to −6 eV range. This peak aligns
with the π band from midway along the �-K line shown in
Fig. 6(c). Also, that feature is not seen in the EDCs for either
Gr/Ir or O/Ir. Finally, any possible evidence along the �-K
line for a replica coming from the Dirac cone and appearing
between −2 eV and the Fermi energy is obscured by the
strong, rising background in that energy range.

To summarize the implications of the ARPES data, we have
identified extra features at both M and K in the −8 to −6 eV
range that only appear in the Gr/O/Ir sample. These are fully
consistent with being replicas created by the 2×2 ordering-
induced wave vector.

IV. DISCUSSION AND CONCLUSION

The process of intercalating oxygen at the Gr/Ir inter-
face created a quasi-free-standing graphene layer. Interac-
tions between the graphene and the substrate were reduced.
The LEED measurements showed a reduced intensity for
the satellite diffraction peaks attributable to the Gr/Ir moiré
and the emergence of a 2 × 2 periodicity attributable to the
intercalated oxygen. Our AR-2PPE measurements revealed
a new empty band about 2.6 eV above the Fermi energy
and near the center of the Brillouin zone, specifically caused
by the oxygen intercalation. The low background and good
sensitivity to intermediate states in the energy range between
the Fermi energy and the vacuum level of the AR-2PPE
technique facilitated this measurement.

In seeking to understand the origin of this new electronic
feature, we have used DFT-based calculations to examine
whether residual interactions between the quasi-free-standing
graphene and the O/Ir supporting surface could be respon-
sible. While zone folding has been extensively explored for
graphene weakly perturbed by a variety of physical mecha-
nisms, the effects caused by perturbations at the wave vectors
associated with 2 × 2 periodicity had not been investigated.
Our calculations reproduced replica and minigap formation
previously observed for Gr/Ir(111). Further, the calculations
for the Gr/O(2×2)/Ir(111) case showed clear evidence in the
electronic states for extra spectral weight due to zone folding.
In particular, the emergence of a nearly flat, empty band near
the center of the Brillouin zone and extending across the
zone was naturally explained. The wave vectors associated
with 2 × 2 periodicity fold a region of the graphene energy
band structure near the zone edge that is strongly affected by
trigonal warping to overlap with the center of the graphene
Brillouin zone.

The DFT calculations suggest that a similar effect occurs
in the occupied π bands, although that folded band exhibits
more dispersion. Graphene energy bands are not specifically
symmetric between the π and π∗ bands at this energy scale.
Signatures of zone folding deeper in the occupied bands
were also identified. We performed ARPES measurements,
carried out over a broad energy range, to map the full π -band
dispersion in the occupied states. Unfortunately, relative high
backgrounds in the ARPES data obscured a clear signature
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associated with a zone-folded band in the range of −3 to
−2 eV below the Fermi energy. Only a weak feature could
be identified by focusing on the EDC at the � point in this
energy range. However, looking deeper into the π bands, we
identified clear replica signatures in the EDCs at the M and K
points of the Brillouin zone.

The root of our study is the AR-2PPE measurement that
revealed the nearly flat, empty state. We have considered other
possible sources of the observed nearly flat band. One possible
origin could be related to the oxygen layer itself. However,
based on the DFT calculations for the Gr/O(2×2)/Ir(111)
model structure, analysis of the spectral weight associated
with the oxygen pz orbitals did not show a signature consistent
with the observed empty state. In particular, oxygen pz spec-
tral weight at the � point was much less intense as compared
to the carbon pz spectral weight and centered near 1 eV, too
close to the Fermi energy. Another possibility is that extra
oxygen atoms within the 2×2 structure, or other structural
variation in the oxygen coverage, give rise to a defect band.
We did not test this case with further computations, but we
suggest that it is unlikely that such a defect-derived oxygen
pz spectral weight could account for both the observed empty
band and the extra features seen in the ARPES data in the −8
to −6 eV range, including the dispersion. Furthermore, the
extra features in the −8 to −6 eV range were not observed in
the ARPES results for the O/Ir sample.

Another consideration is whether a physical mechanism
other than the interaction with the ordered oxygen intercalants
could be the cause. In the case of bulk graphite, AR-2PPE
studies showed evidence for intermediate state occupancy
of π∗ from the high density of states saddle point at M

[65,70,71]. Weak, nondispersive features have also appeared
in ARPES [72,73] and inverse photoemission [74,75] at en-
ergies that would similarly correspond to M-point derived
states. These observations have generally been attributed to
indirect transitions, assisted by scattering mechanisms that
were not clearly established.

Electron-phonon scattering is an intrinsic mechanism. For
graphene, it has an established role in scanning tunneling
spectroscopy [76] and indirect ARPES signals near � [77,78],
both confirmed by the appearance of gaps at low bias or
energy. Detailed calculations support this picture, but suggest
an upper bound of 2% on the spectral weight induced near �

by electron-phonon scattering from near the K and K ′ points
[79]. By comparison, we calculate spectral weight for the
zone-folded π∗ bands induced near � by the ordered oxygen

intercalants to be ∼10%, five times larger than the upper
bound estimated for electron-phonon scattering. In our AR-
2PPE studies for both preintercalated Gr/Ir and deintercalated
Gr/Ir, we find no features corresponding to the M-point π∗

bands, in agreement with other studies for Gr/Ir [61,64,80].
The lack of observed features places an upper bound on the
role of the intrinsic electron-phonon mechanism to induce π∗-
related peaks in 2PPE. Under our measurement conditions,
we estimate that such a feature could be at most 10% of the
signal we measure due to oxygen intercalation. Clearly, the
intercalant effects dominate.

To conclude, we have investigated the manipulation of
quasi-free-standing graphene electronic energy bands by zone
folding in a regime that has not been previously studied. The
specific wave vector of the perturbation created by oxygen
intercalation led to previously unexpected features, including
a signature of the π∗ bands near the zone center about
2.6 eV above the Fermi energy. Perturbations with these
relatively large wave vectors still remain largely unexplored.

This method to alter the interface electronic structure may
well extend to other intercalation species, with the possibility
to tune the interaction strength and to manipulate the interface
ordering. The latter in particular could result in additional
control of the wave vector leading to alternative zone-folding
results. In the example we have discovered, the strongest
signatures of the band folding occur 2–3 eV away from
the Fermi energy. With further investigation, stronger zone-
folding effects may be identified for electronic states closer to
the Fermi energy. Of course, the proximity of the manipulated
energy bands to the Fermi energy, considering a scope of
plausible doping, affects their impact on low-field transport.
However, under conditions of high-field transport or optical
excitation, changes to empty or occupied energy bands further
from the Fermi energy could affect the distribution of hot
carriers through the Brillouin zone and their dynamics.
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