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Intrinsic blinking characteristics of single colloidal CdSe-CdS/ZnS core-multishell quantum dots
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Fluorescence blinking of single colloidal semiconductor quantum dots (QDs) has been extensively studied,
and several sophisticated models have been proposed. In this work, we derive Heisenberg equations of motion
to carefully study principal transition processes, i.e., photoexcitation, energy relaxation, impact ionization
and Auger recombination, radiative and nonradiative recombinations, and tunneling between core states and
surface states, of the electron-hole pair in single CdSe-CdS/ZnS core-multishell QDs and show that the on-state
probability density distribution of the QD fluorescence obeys the random telegraph signal theory because of
the random radiative recombination of the photoexcited electron-hole pair in the QD core, while the off-state
probability density distribution obeys the inverse power law distribution due to the series of random walks of the
photoexcited electron in the two-dimensional surface-state network after the electron tunnels from the QD core
to the QD surface. These two different blinking characteristics of the single QD are resolved experimentally by
properly adjusting the optical excitation power and the bin time.
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I. INTRODUCTION

Quantum dots (QDs) are currently under close research and
have been developed and used for many applications in many
fields, including optoelectronics, biology, and medicine. QDs,
especially colloidal semiconductor QDs, possess peculiar in-
trinsic fluorescence properties such as high quantum yields,
narrow fluorescent spectra, broad absorption and excitation
spectra with very little photobleaching. These characteristics
make QDs an extremely powerful means for improving the
efficiency of optoelectronics devices [1–4] and a versatile tool
for both in vitro and in vivo biomedical applications such as
single-particle tracking-and-delivery, nanotechnology-based
carrier systems for traceable drug delivery and forensic ge-
nomic DNA quantification [5–9], as well as nondestructive
industrial water-bath magnetic particle inspection assays [10].

*fu@kth.se

Although many QDs have already been commercialized,
intense fundamental research about them is still ongoing. One
aspect in focus is the long-term nanotoxicity of QDs [11–14].
Another is the underlying physical mechanisms of a single
QD’s fluorescence blinking; that is, a single QD switches
irregularly between bright (on) and dark (off) periods ranging
from a millisecond to hundreds of seconds under continu-
ous irradiation (see, e.g. Ref. [15–25]). It was found that
the on- and off-state probability density distributions follow
different rules. The off-state probability density distribution
Poff (t ) complies largely with the inverse power law; that is,
log10 [Poff (t )] is mostly linear in log10 (t ), while in log-log
scale the on-state probability density distribution Pon(t ) bends
upwards in the short time periods and falls off in the long
time periods. Several qualitative and quantitative theoretical
models have been proposed.

In the random telegraph signal model [15], the off periods
are the times when the QD is ionized and the lumines-
cence is quenched by nonradiative Auger recombination. A
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random Lévy-walk process was applied to study the long-
period Pon(t ) and Poff (t ) [26,27]. The resultant log10 [Poff (t )]
and log10 [Pon(t )] are both linear in t .

In biexciton and Auger ionization models [20], the proba-
bility of multiphotons per laser pulse that generated multiple
excitons in a QD was studied and attributed to the falloff
of log10 [Pon(t )] in the long time periods. However, why
the multiphoton-multiexciton did not affect Poff (t ) was not
discussed.

In the diffusion-controlled transfer model [28], a distribu-
tion of diffusion correlation times between the on state and
the off state is proposed to model the different behaviors of
the probability densities (one power characteristics in time
duration from 100 os to 100 μs, and another different power
characteristics in time duration from 100 μs to 100 s), though
the separate behaviors in Pon(t ) and Poff (t ) were not studied.

In the multiple-recombination-center model [29], the re-
combination center (RC) has an active conformation and an
inactive conformation. The QD off state corresponds to the
active RC conformation such that the photogenerated hole
becomes trapped by the active RC, then nonradiatively recom-
bines with the photogenerated electron. When the RC assumes
the inactive conformation, hole trapping is not efficient, and
the QD stays in the on state.

In the hierarchical sequence model of the hole and electron
trapping [30], the non-power-law behavior of Pon(t ) was
attributed to a superposition of the hierarchical switching
sequence of the hole and electron trapping involved in the
surface structures of the QD.

The charge-tunneling and self-trapping (CTST) model as-
sumes five principal states for the photogenerated electron and
hole in the core and the surface of the CdZe-ZnS core-shell
QD [31]. The tunneling of the carrier between the surface trap
state and the core state is modeled by forward- and backward-
tunneling barriers. Due to the differences in the forward-
and backward-tunneling barriers, the simulated Pon(t ) clearly
showed a falloff in long time periods, while Poff (t ) followed
the power law in the time duration range from approximately
10−1 to 101.5 s.

One major difficulty in understanding Pon(t ) and Poff (t ) is
the lack of a quantitative match between theoretical simula-
tions and experimental data in the time duration range from
milliseconds to 100 s. Many proposed microscopic processes
occur in the nanosecond even down to the picosecond scale,
while a QD blinks at millisecond-second time duration. The
CTST model showed quantitative agreement with experimen-
tal data in the time duration range of 10−1–101.5 s, demonstrat-
ing the success of the model [31]. Compared with the CTST
model, the charge-tunneling and surface-walking (CTSW)
model recently published showed quantitative agreement in
the whole time duration range of 10−3–102 s, which is the
most common range for studying QD fluorescence blinking
in the literature [32]. In this CTSW model, the off-state prob-
ability density distribution Poff (t ) of a single CdSe-CdS/ZnS
core-multishell QD obeys the inverse power law distribution;
that is, log10 [Poff (t )] displays a linear relationship to log10 (t )
due to photoexcited electron tunneling out from the QD core
performing a series of random walks in the two-dimensional
surface-state network on the QD surface, while the on-state
probability density distribution log10 [Pon(t )] displays a closer

linearity with t because of the random radiative recombination
of the photoexcited electron-hole pair in the QD core.

Although published experimental log10 [Poff (t )] data are
mostly linear in log10 (t ), reported relationships between
log10 [Pon(t )] and t or log10 (t ) vary greatly in terms of the
QD structure, surface passivation, and/or modifications by
various means [15,17,22,25,31]. The aforementioned CTSW
model was derived from a number of series of CdSe-CdS/ZnS
core-multishell QD structures and surface modification exper-
iments [32].

Furthermore, a great variation can be observed in mea-
surement setups. One key parameter is the excitation power
that has been reported to greatly affect the QD blinking data
which was attributed to multiphoton-multiexciton and other
microscopic processes at high excitations [20,23]. Bin time
used to measure QD blinking is the other key parameter that
has also been shown to affect the apparent characteristics of
Pon(t ) and Poff (t ) [24,29,33].

Thus, a mindful and thorough assessment of the relation-
ships between the measurement setup, microscopic physical
processes, and intrinsic blinking characteristics is greatly
needed. In this work, we focus on the two key experimental
parameters, namely, the excitation power and the bin time, in
order to resolve the intrinsic QD fluorescence signal. Theo-
retically, the Heisenberg equations of motion of the electron-
hole pair were explicitly derived for the CTSW model which
was then further developed to include nonradiative energy
relaxation processes. The model was applied to analyze our
experimental data in order to resolve the intrinsic blinking
characteristics of single QDs. It was further applied to dis-
cuss major experimental data about fluorescence blinking of
different QDs in the literature.

II. EXPERIMENTAL RESULTS

A. QDs and blinking measurements

As briefly mentioned, apparent features of Pon(t ) and
Poff (t ) vary greatly as functions of QD structure, surface mod-
ifications, and measurement setup. We focused on octadecy-
lamine (ODA)-coated (oil-soluble) and 3-mercaptopropionic
acids (3MPA)-coated (water-soluble) CdSe-CdS/ZnS core-
multishell QDs. The 3MPA QDs were converted from ODA
QDs; that is, their semiconductor structures were identical,
and only surface ligands differed. These QDs were chemi-
cally synthesized in house and carefully characterized before
[34,35].

QD samples for the fluorescence blinking study were
prepared by depositing 5-μL QD solutions (concentration of
1 pM) on glass coverslips. After drying, the samples were
mounted on an Axio Observer D1 microscope (Carl Zeiss)
equipped with a mercury lamp (HBO 100, Carl Zeiss), a filter
set (exciter: FF02-435/40-25, dichroic: FF510-Di02-25 × 36,
emitter: FF01-500/LP-25, Semrock), an Electron-multiplying
CCD (EMCCD) camera (Andor, 16 bit), and either a 100 ×
/1.4 oil immersion objective (Carl Zeiss), or a 64 × /1.4 oil
immersion objective (Carl Zeiss). In our fluorescence imaging
setup, QDs were excited by light within the wavelength range
∈ (415, 455) nm centered at 436 nm from a mercury lamp. By
adjusting the aperture diaphragm in the microscope and the
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mercury lamp control panel, the excitation light power could
be tuned. Five different excitation powers were used to excite
QDs, which were calibrated by using an optical power meter
(Thorlabs) to be 1.8, 3.9, 7.4, 12.1, and 25.0 W/cm2.

The time series of the QD fluorescence emission were
obtained by integrating the measured fluorescence intensity
over time bins with a fixed interval, which is denoted as
the bin time. During experiments with different excitation
powers, the bin time of each image frame, 64 × 64 pixels
(6.4 × 6.4μm2), was fixed to be 5.2 ms (exposure time of
4.29 ms and readout time of 0.91 ms). In our previous work we
reported the measurement data of series consisting of 10 000,
50 000 and 100 000 frames where we did not observe any
on and off events which lasted longer than 6000 frames [32].
Therefore, here we focus on time series consisting of 10 000
frames.

We further performed experiments with different bin times
of each image frame of 20 × 20 pixels, from 2.8, 3.5, 6.2,
and 8.9 up to 11.5 ms, with the excitation power fixed to
7.4 W/cm2.

Note that the blinking measurement experiments were
carried out on different days on QDs from different growth
batches. We also analyzed the experimental data of CdSe-
CdS/CdZnS/ZnS QDs and CdSe-CdS/ZnS QDs published
previously [23]. The results presented below remain the same.

B. Single-QD blinking

One commonly increases the excitation power for a strong
fluorescence signal assuming a linear relationship between the
excitation power and fluorescence intensity; that is, the high
excitation power does not induce extra physical processes.
Typical fluorescence time series I (t ) of one single 3MPA
QD are shown in Figs. 1(a)–1(d) under four different optical
excitations. Two fluorescence states, the on state and off
state, were easily identified from the occurrence profiles in
Figs. 1(a′)–1(d′). It is observed here that at low excitations (1.8
and 3.9 W/cm2) the fluorescence time series demonstrated
clearly the on and off states, i.e., blinking. During the on
states, I (t ) remained quite high above the background level,
and during the off state, I (t ) remained closely at the back-
ground noise level. At too high excitation powers (12.1 and
25.0 W/cm2) the peak of the on state in the occurrence profile
became very broad, practically referred to as flickering. Exci-
tation power thus could modify the characteristic appearance
of the QD fluorescence blinking.

To show that the optical excitation power was well con-
trolled, the background noise signal was checked and is
presented in Figs. 1(a)–(d) as red lines. The excitation power
was increased from 1.8 to 25 W/cm2 by a factor of 13.9,
while the average background noise signal increased only by
a factor of 2 [see also the inset in Fig. 2(b)], most likely due
to the less-than-perfect performance of the optical filters plus
the scattered QD fluorescence lights.

We analyzed 150 ODA QDs and 120 3MPA QDs and
found that the occurrence profile remained largely unchanged
when the excitation power increased from 1.8 to 3.9 to
12.1 W/cm2. The on-state peak in the occurrence profile be-
came broad when the excitation power was further increased
to 25 W/cm2. Moreover, for many QDs with broad on-state
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FIG. 1. (a)–(d) Four time series of fluorescence of a single
water-soluble 3MPA-coated CdSe-CdS/CdZnS/ZnS QD [QD2 in (e)]
under four different excitation powers (bin time = 5.2 ms). (a′)–(d′)
Occurrence profiles of the on and off states. (e) One typical image
frame under 12.1 W/cm2 excitation showing the spatial locations of
the QDs under study and the point where the background noise signal
was extracted. The fluorescence time series of QD1 was qualitatively
similar to that of QD2. The distance between QD1 and QD2 was
∼1 μm, and the distance from the two QDs to the background point
was ∼3 μm. Note that the vertical scales of (a)–(d) and (a′)–(d′) are
identical.

occurrence peaks already at low excitations, the on-state oc-
currence peaks disappeared totally at high excitations; that is,
they flickered at high excitations.

C. On/off probability density distributions

Figure 1 shows that the QD blinking feature was related to
the excitation power. To quantify this relationship, we studied
the effects of the excitation power on the on/off probability
density distributions, which are presented in Figs. 2(a) and
2(b), showing clearly that the off-state probability density
distribution obeyed the inverse power law and remained
unchanged under different excitation powers. However, the
on-state probability density distribution log10 [Pon(t )] became
more linear with respect to t at high excitation power [ex-
cluding 12.1 and 25 W/cm2, marked by the blue arrow,
also because the output QD fluorescence per frame is not
linear with respect to the excitation; see the reference lines
in Fig. 2(b) and its inset].

Fluorescence blinking of all single QDs studied in this
work and in Ref. [23] responded similarly to the excitation
power variation. A similar dependence of the on- and off-state
statistics on the excitation power was reported before [20].
Excluding the data for 12.1 and 25 W/cm2 in Fig. 2(b) since
the QD was flickering under these excitations, we observed
a clear linear relationship between log10 [Pon(t )] and t under
excitations of 1.8 and 3.9 W/cm2.

A key factor to resolve temporal changes in a signal is
the bin time (see, for example, Ref. [33]). Figures 2(c)–2(e)
show the effects of the bin time on the on/off probability
density distributions of one representative oil-soluble ODA-
coated CdSe-CdS/CdZnS/ZnS QD under an excitation power
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FIG. 2. (a) On-state and (b) off-state probability density distributions of the single 3MPA-coated CdSe-CdS/CdZnS/ZnS QD in Fig. 1
under four different excitation powers (bin time = 5.2 ms). (c)–(e) Dependence of on/off probability density distributions on bin time of a
representative single ODA-QD (excitation power = 7.4 W/cm2). Here log10 [Poff (t )] remained largely linear with respect to log10 (t ), and
log10 [Pon(t )] became linear with respect to t at long bin time. Insets in (b) and (d) are dependences of average QD fluorescence (red dots) and
noise (black stars) per frame on excitation power and bin time.

of 7.4 W/cm2. Here the excitation power was chosen such
that log10 [Pon(t )] was linear with respect to t . A very evident
trend was observed here that the off-state probability density
distribution remained unchanged; while log10 [Pon(t )] was
linear in log10 (t ) at bin time of 2.8 ms, it approached linear
in t (the random telegraph signal theory) at bin times of
8.9 and 11.5 ms [refer to the reference lines in Figs. 2(d)
and 2(e)]. The bin time of 2.8 ms was too short, so the
corresponding time series of the fluorescence was too noisy to
be classified as blinking where the average QD fluorescence
intensity per frame was almost the same as the noise [see inset
in Fig. 2(d)]. Note also that the background noise signal was
linearly proportional to the bin time [see inset in Fig. 2(d)], as
it should be.

Figures 2(b) and 2(e) imply the necessity of a detailed
assessment of the relationships between the measurement
setup, microscopic physical processes, and the blinking char-
acteristics.

III. THEORETICAL ANALYSIS

As mentioned before, high excitation power changed the
characteristic appearance of QD fluorescence blinking. The
modification in the on-state probability density distribution
was attributed to multiexciton excitation, although multi-
excitons were not observed directly [20]. The most likely
reason why multiexcitons were not observed is the ultrafast
speed of multiexciton dynamics. It was shown that biexciton
lifetime, impact ionization, and Auger recombination rates
in CdSe-based QDs were in the range of a few picoseconds
[36,37]. Moreover, it is well known that a significant quantum
efficiency of multiexciton generation in QDs was obtained
only when the photon energy greatly exceeded the emission
energy of the QDs [38], which was hardly the case in most QD
fluorescence blinking measurements. In the current work, the

excitation wavelength was 436 nm, and the QD fluorescence
wavelengths were 601 and 622 nm, respectively.

A. Charge-tunneling surface-walking model

In reference to Fig. 3, we propose the following surface-
state-associated CTSW model to understand the effects of the
excitation power and the bin time reported in the previous
section:

(1) Electron states in the QD core are characterized by two
representative states: the excited state Ek′ and ground state Ek

in the conduction band with quantum numbers k′ and k and

FIG. 3. Exciton transition paths in the surface-state-associated
charge-tunneling surface-walking (CTSW) model. The
two-dimensional surface random walk is schematically represented
along the circle.
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their occupations nk′ and nk by an electron; E−k′ and E−k are
electron states in the valence band with occupations n−k′ and
n−k by an electron.

(2) Optical excitation excites an electron originally occu-
pying E−k′ to Ek′ at a rate 1/α, leaving a hole at E−k′ .

(3) The electron relaxes from Ek′ to Ek, and the hole
relaxes from E−k′ to E−k nonradiatively at rates 1/τ ′.

(4) The electron at Ek and the hole at E−k radiatively
recombine at a rate 1/β, resulting in the QD fluorescence.

(5) The electron at Ek and the hole at E−k nonradiatively
recombine at a rate 1/τ ′′. This nonradiative recombination
was attributed to the observed redshift of emission from QDs
immersed in immersion oil with a low thermal diffusivity
compared with QDs in water [39]. Since major nonradiative
energy relaxation processes in semiconductors have electron-
phonon characteristics, we assume that τ ′′ = τ ′. This gives
a quantum efficiency of 60% when β = 5 ns and τ ′′ = 8
ns, in agreement with the values of common CdSe-CdS/ZnS
QDs [40].

(6) The photogenerated electron occupying Ek tunnels to
the lowest unoccupied molecular orbital (LUMO) at the QD
surface at a rate 1/τ . The LUMO is formed between semi-
conductor atoms of the QD and the 3MPA or ODA molecules
on the QD surface [23,41]. In addition to the LUMOs on the
QD surface, there are other surface states h̄ωs such as electron
trap states [42]. LUMOs and h̄ωs are modeled to distribute
randomly in a two-dimensional (2D) square grid on the QD
surface. The electron, after tunneling from the QD core to
one LUMO, randomly walks on the 2D grid until it reaches
another nearby LUMO, parameterized by migration distance
�. At this time point, the event of tunneling to the QD core
is checked. A higher surface-state density implies a longer
migration distance for the electron before it tunnels back into
the QD core.

After photoexcitation, there is a possibility that the high-
energy electron-hole pair can undergo impact ionization and
Auger recombination processes. For the current blinking mea-
surements of single QDs with emission wavelengths of 601
and 622 nm and an excitation wavelength of 436 nm, the
rates of impact ionization and Auger recombination were
negligible [37], so these two processes were not included
in the numerical studies. Moreover, there is also the highest
occupied molecular orbital that the photogenerated hole at
E−k may tunnel to and from. However, the tunneling of a hole
in the valence band is, in general, very small due to the large
effective mass of the hole, so it is not included in the model.

B. Heisenberg equations of motion

The CTSW model depicted in Fig. 3 was similar to the one
published before [32] but extended to include nonradiative
energy relaxation processes of a photoexcited electron and
hole in the conduction and valence bands. Moreover, the rate
equations presented in [32] were based on the Pauli exclusion
principle that the occupation of one electron state reduces the
efficiencies of transitions to this state since each state can
be occupied by only one electron. To rigorously obtain the
Heisenberg equations of motion of the electron-hole pair, we
consider the following electron-hole pair system in a photon

field:

H = Eka
†
kak + E−kb

†
−kb−k + g∗a†

kb
†
−ka

+ gb−kaka
† + h̄ω

(
a†a + 1

2

)
, (1)

where a
†
k (creation of an electron at Ek) and ak obey the

anticommutation relations and so do b
†
−k (creation of a hole

at E−k) and b−k. Here a† is the creation of a photon, and h̄ω

is the photon energy; g describes the strength of the electron-
photon interaction. The equation of motion of a physical
parameter A is

dA

dt
= i

h̄
[H,A] + ∂A

∂t
, (2)

where ∂A/∂t is usually approximated as � − γA/h̄, where �

describes the pump rate (such as electron injection in a laser
operation) and h̄/γ describes the lifetime and broadening of
the electron state [43]. Since we consider a closed electron
system here, the pump rate is not included.

From the above equation, the temporal change of the
electron state number operator a

†
kak is

∂a
†
kak

∂t
= i

h̄
[H, a

†
kak]. (3)

A careful study results in the following spontaneous radiative
emission:

∂nk

∂t

∣∣∣∣
spont

= − 2γ |g|2nk(1 − n−k )

h̄[(Ek + E−k − h̄ω)2 + γ 2]
, (4)

where 〈a†
kak〉 = nk is the occupation of Ek by an electron and

〈b†−kb−k〉 = 1 − n−k is the occupation of E−k by a hole. It is
easy to observe that

1

β
= 2γ |g|2

h̄[(Ek + E−k − h̄ω)2 + γ 2]
(5)

is the spontaneous radiative recombination rate of the
electron-hole pair [44], which was experimentally measured
and validated for our CdSe-CdS/ZnS core-multishell QD
when we analyzed the time-resolved fluorescence decay spec-
trum measurement setup [45]. We obtain the Heisenberg equa-
tion of motion of nk due to spontaneous radiative emission,

dnk

dt
= −nk(1 − n−k )

β
, (6)

which is the same as that obtained using the Pauli exclusion
principle.

By including the photogeneration, nonradiative energy
relaxations, tunneling, and random walks, the Heisenberg
equations of motion of the electron in Fig. 3 are

dnk′

dt
= n−k′ (1 − nk′ )

α
− nk′ (1 − nk )

τ ′ ,

dnk

dt
= nk′ (1 − nk )

τ ′ − nk(1 − n−k )

τ ′′ − nk(1 − n−k )

β

− nk(1 − ns )

τ
+ n∗

s (1 − nk )

τ
,

dns

dt
= nk(1 − ns )

τ
− ns (1 − n∗

s )

η
· · · ,
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dn∗
s

dt
= ns (1 − n∗

s )

η
− n∗

s (1 − nk )

τ
,

dn−k

dt
= n−k′ (1 − nk )

τ ′ + nk(1 − n−k )

τ ′′ + nk(1 − n−k )

β
,

dn−k′

dt
= −n−k′ (1 − nk′ )

α
− n−k′ (1 − n−k )

τ ′ , (7)

where 1/η is the random-walk rate between two neighboring
surface states, h̄ωs and h̄ω∗

s .
We noticed some differences with the rate equations in the

literature. For example, in the random telegraph signal model
[15], the change in the probability of finding the QD at state
i is proportional only to the probability of the other state(s) j

that is coupled to state i. This is valid for low excitations such
that state i is always initially unoccupied.

By deleting the charge-tunneling and surface-walking
terms, the CTSW model in Eqs. (7) reduces to the time-
dependent quantum model applied to studying multiphoton
excitation of our QDs at a femtosecond timescale [46,47]
and to studying the QD fluorescence lifetime on a nanosec-
ond timescale [45]. Furthermore, autocorrelation analysis
[15,26,27] of both the experimental and CTSW-model flu-
orescence time series was applied in order to assess the
randomness of the on- and off-state events where a clear asso-
ciation was obtained between the observed linear relationship
of log10 [Pon(t )]-t and a high degree of randomness at the
millisecond timescale, partially affirming the CTSW model in
that the on-state events are mostly random, while the off-state
events are correlated via the series of random walks in the
two-dimensional surface-state network [32].

C. Monte Carlo simulations

The CTSW model adopted the following temporal pa-
rameters: α = 10 ps, τ ′ = τ ′′ = 8 ns, β = 5 ns, τ = 0.1 s,
all determined by quantum-mechanical calculations and in-
dependent experiments [32,45,48–50]. A similar τ was pre-
sented in the CTST model [31]. τ ′ = τ ′′ = 8 ns is much
longer than many individual energy relaxation processes in
nanometer CdSe and CdSe/ZnS heterostructures, such as
the picosecond-order Auger-type energy relaxation process
[37,51], and picosecond-order 1P -to-1S intraband electron
relaxation obtained by measuring femtosecond transient ab-
sorption of CdSe QDs [52]. On the other hand, there have been
extensive experimental works demonstrating long relaxation
times on the order of nanoseconds in nanostructures (e.g., see
Refs. [53,54]). Relaxation time longer than 1 ns was reported
in colloidal CdSe QDs [55]. A major difference between the
short and long energy relaxation processes is that the former
involves limited numbers of discrete energy levels and energy
relaxation processes, while the numbers of energy levels and
energy relaxation processes in the latter are much higher.
When multiple phonon effects were included in a perturbation
calculation, a nanosecond-order electron energy relaxation
was obtained [56]. We further notice the fact that the density
of exciton states in the QD increases drastically when the
exciton energy becomes higher than the energy of the ground
exciton state (see, e.g., Ref. [37]), and it is clearly reflected in
the absorption spectrum of the QD that the absorption of the

QD increases very quickly when the photon energy exceeds
the energy of the first absorption peak. τ ′ = τ ′′ = 8 ns was
thus adopted here.

As mentioned before, our excitation intensity varied from
1.8 to 25.0 W/cm2. It was estimated that the average time
interval between two successive incident photons varied from
1289 to 92 ns [23]. The probability of multiple photons per
1 ns (the temporal resolution in the simulations; see below)
is negligible. Multiphoton and multiexciton effects were thus
not included in the simulations.

The Monte Carlo method was adopted to solve Eqs. (7)
ranging from 1 ns to 1 s at a temporal step of 1 ns; 10 000
and 100 000 frames were simulated. All processes shown
in Fig. 3 were continuously simulated, except the photon
register, which was open for the first 4.29 ms and then closed
for the following 0.91 ms to mimic the EMCCD camera action
(exposure time of 4.29 ms and readout time of 0.91 ms; total
time per frame was 5.2 ms). The total number of simulation
loops for 10 000 frames was 10 000 × 5 200 000 = 5.2 ×
1010. This set the first constraint on the simulation since
there is not a well-established random-number generator to
generate a random-number series of arbitrary length. The
second numerical constraint was set by the small tunneling
probability. When the time step in the simulation was set to 1
ns so that we could resolve the discrete nature of the energy
relaxation (τ ′ = τ ′′ = 8 ns) and radiative recombination (β =
5 ns) events, the tunneling probability was only 1 ns/τ =
10−8 per each time step, meaning that the random numbers
needed a precision of 15–17 decimal digits for a numerically
meaningful comparison between the random number and the
tunneling probability. We used the best documented function
routine RAN2 from [57]. Gaussian noise using the polar-
rejection algorithm [58] was added, so that the noise spectrum
thus obtained fitted the one of 3.9 W/cm2 in Fig. 1 when
assuming that 5% of the total emitted photons reached the
photodetector (the emitted photon could assume any spatial
propagation direction, while the photodetector covered only a
tiny fraction of all possible directions).

In Monte Carlo simulations we set � = rand × 9, where
rand is a random number, so that we could simulate variations
in the surface state density. Figure 4 shows the fluorescence
time series of different bin times (the ratio between expo-
sure and readout was fixed to 4.29:0.91) excited by 25 and
3.9 W/cm2. For the three bin times, the total time durations of
the simulations were 0.52 × 10 000 = 5.2 × 103 ms = 5.2 ×
109 ns, 5.2 × 1010 ns, and 5.2 × 1011 ns. Since τ = 0.1 s,
we statistically expected ten tunneling events per 109 ns. For
the three bin lengths, the statistically averaged numbers of
tunneling events for 10 000 frames should be 50, 500, and
5000, while the numbers of tunneling events in Fig. 4 were
∼10 times less. We took a close look at the function routine
RAN2 and noticed that the occurrence probability of random
numbers smaller than 10−8 (which was the tunneling probabil-
ity per 1 ns) was less than 10−9, most likely due to the limited
numerical precision. In the calculation of Fig. 5 we decreased
τ from 0.1 to 0.01 s to tackle the problem. This, however,
modified the off probability density distribution towards the
random telegraph signal theory.

For the 25 W/cm2 excitation, the statistical average num-
ber of incident excitation photons was 1 per 92 ns. In each
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FIG. 4. (a)–(f) Time series of fluorescence under excitations of 25 and 3.9 W/cm2 measured with different bin times. (a′)–(f′) Occurrence
profiles of the on and off states. � = rand × 9, α = 10 ps, τ ′ = τ ′′ = 8 ns, β = 5 ns, τ = 0.1 s.

bin time of 0.52 ms (0.43 ms was the exposure time), we ex-
pected approximately 0.43 × 106/92 × 60% = 2804 emitted
photons (in all directions, 60% is the quantum efficiency).
Assuming that 5% of them reach the photodetector, ∼140
photons per frame are expected, which can be resolved in
the temporal development of the photon emission using a bin
window of 0.52 ms, as shown in Fig. 4(a). For 3.9 W/cm2,
there were only 22 photons per bin window, totally submerged
by the noise [see Fig. 4(d)]. We thus had to increase the
bin time to resolve the photon emission for 3.9 W/cm2 [see
Fig. 4(e)].

Next, we fixed the bin time to 5.2 ms and calculated the
time series of fluorescence under different excitation powers
for � = 0 and � = rand × 9, and the numerical results are
presented in Figs. 5(a) and 5(b). The evident disparity between
the time series in Figs. 5(a) and 5(b) has a straightforward
reason: the time duration of the off-state events are prolonged
by the 2D random walk of the electron on the QD surface
states.

For � = rand × 9, the on/off probability density distri-
butions of the simulated single-QD fluorescence time series
under excitations of 1.8, 3.9, and 7.8 W/cm2 are presented
in Figs. 5(c) and 5(d), which agree quantitatively well with
Figs. 2(a) and 2(b). More specifically, the excitation power did
not modify the off-state probability density distribution (note
that log10 [Poff (t )] is not totally linear in log10(t ) in Fig. 5(c)
since τ was numerically reduced to 0.01 s). The increase in
the excitation power reduced the occurrence of low emissions
due to nonincident or less incident photon excitations, so
that the short-time-duration on-state events became better
resolved, resulting in the increased probabilities of the short-
time-duration on-state events and the decrease in the probabil-
ities of the long-time-duration on-state events. This made the
on-state probability density distribution log10 [Pon(t )] more
linear with respect to t at high excitation power.

The dependence of the on-state probability density distri-
bution on the bin time is shown in Fig. 5(e) while keeping
the excitation power at 7.8 W/cm2. Quantitative agreements
between experimental data in Figs. 2(d) and 2(e) with CTSW
results in Fig. 5(e) are readily concluded. The key observa-
tions here are as follows: (1) the noise will be dominant in
the short-bin-time measurement; (2) the finite readout time
in the recording camera could break up a long-time on-state
event into two or three short-time events, both of them modi-
fying the linear log10 [Pon(t )]-t relationship towards a linear
log10 [Pon(t )]-log10(t ) relationship. A long bin time is thus
preferable, which may not be easy experimentally since the
measurement setup may drift during the measurement. In the
extreme case, a too long bin time may join two separate on
events into one.

We further applied the CTSW model to quantitatively
understand the experimental data showing that a clear linear
relationship between log10 [Pon(t )] and t was revealed when
the QD surface was passivated and/or modified by various
means [15,17,20,22,25,31,32]. And the result was straight-
forward: the surface state density of a well-passivated QD
surface is low, so � is small, resulting in the observed linear
relationship between log10 [Pon(t )] and t . By using a model
tunnel time τ ∝ e−θ
 [48], where 1/θ is a characteristic length
of the electron wave function and 
 is the QD shell thickness,
we could reproduce quantitatively, as can be expected, the
suppressed blinking in the large, multishell, and composition-
graded QDs reported in Refs. [59–61].

IV. SUMMARY

QD fluorescence blinking has been extensively studied,
and many sophisticated models have been proposed. One
major issue is that there has not been a good numeri-
cal match between theoretical simulations and experimental
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FIG. 5. (a) and (b) Time series of QD fluorescence under
7.8 W/cm2 excitation, where � = 0 and rand × 9, respectively. Here
rand was a random number so that variations in the surface-state
density could be simulated. (c) and (d) On/off probability density
distributions of the single-QD fluorescence under excitations of 1.8,
3.9, and 7.8 W/cm2 with bin time = 5.2 ms. (e) On-state probability
density distributions of the single-QD fluorescence calculated using
bin times from 1.2 to 12.2 ms (excitation power = 7.8 W/cm2).

data. Another key aspect of QD fluorescence blinking is to
study measurement setups necessary to resolve the under-

lying physical mechanisms of a single QD’s fluorescence
blinking.

In this study, guided by theoretical study and numerical
modeling spanning from 1 ns to tens of seconds at a temporal
resolution of 1 ns, a measurement design, namely, the excita-
tion power and bin time, was proposed and applied to resolve
the intrinsic characteristics of the fluorescence blinking of
single colloidal CdSe-CdS/ZnS core-multishell QDs in which
the off-state probability density distribution log10 [Poff (t )] is
linear with respect to log10 (t ) due to the series of random
walks in the two-dimensional surface-state network of the
photoexcited electron after tunneling from the QD core to
the QD surface. The on-state probability density distribution
log10 [Pon(t )] is linear with respect to t because of the random
radiative recombination of the photoexcited electron-hole pair
in the QD core.

Increasing the excitation power and/or the bin time will
resolve the on-state fluorescence events, thus unraveling the
intrinsic characteristics, i.e., that log10 [Pon(t )] is linear with
respect to t . However, a too high excitation power may
cause a QD to flicker, and a too long bin time may also
lead to problems. For our ODA- and 3MPA-coated CdSe-
CdS/CdZnS/ZnS and CdSe-CdS/ZnS core-multishell QDs
and Axio Observer D1 microscope, an excitation power of
∼7.8 W/cm2 for a bin time longer than 5.2 ms was necessary
to resolve the linear relationship between log10 [Pon(t )] and t .

Nanoparticles have been extensively studied, and their
application potential has been vastly expanding. The methods
and results presented in this work open perspectives for the
experimental identification of intrinsic QD fluorescence char-
acteristics as well as for developing novel quantitative optical
means to probe the microscopic milieu around QDs through
the resolution and quantification of the QD fluorescence.
Furthermore, the correct identification of QD blinking will
be an advantage and even a necessity in superresolution flu-
orescence microscopy, e.g., stochastic optical reconstruction
nanoscopy [62,63].
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