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We employ first-principles calculations in the formalism of standard and hybrid density functional theory
to study the electronic and structural properties of wurtzite Al,Ga;_,N alloys. We address the discrepancies
observed in literature regarding essential electronic properties of these alloys and we investigate the dependence
of these properties on the atomic ordering and composition. We show that the bowing parameter is significantly
affected by the atomic ordering, ranging from zero to strong downward bowing. The effects of atomic ordering
of the alloys on their band offset with respect to the pure phases are also investigated. Finally, using the effective

band structure approach, we study the electronic band structure of the random alloys.
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I. INTRODUCTION

Group IIl-nitride semiconductor materials have been re-
ceiving considerable attention due to their various techno-
logically important applications. Successful applications vary
from optoelectronics [1,2] and power electronics [3] to photo-
voltaics [4]. Specifically, Al,Ga;_,N alloys, hereafter called
AlGaN for the sake of brevity, exhibit a wide tunability of
their band gaps, ranging from 3.4 to 6.2 eV [5], correspond-
ing to the band gaps of the pure phases of GaN and AIN,
respectively. Such band gaps are ideal for deep UV industrial
and medical applications. Some typical deep UV applications
involve free space communications, identification of biochem-
ical agents, counterfeit detection, disinfection, and medical
diagnostics.

The thermodynamic properties of the ternary Ill-nitride
materials have been studied by various researchers. Typically,
a miscibility gap is observed for group II-nitride mixed crys-
tals [6,7]. Specifically, a phase separation in InGaN and InAIN
alloys has been observed in a wide range of compositions
[8-15]. The spinodal decomposition occurring in InGaN
(InAIN) is driven by the internal strain due to the exces-
sive lattice mismatch between InN and GaN (AIN). On
the other hand, the critical temperature for the appear-
ance of the miscibility gap in the case of the AlGaN
system has been shown to be much lower than the
growth temperature [15,16]. Hence, excellent solubility is
expected for this system. Similar to other III-V semicon-
ductor alloy systems, long-range atomic ordering phenom-
ena have been reported for AlGaN as well [17-22]. Ac-
cording to these reports, AlGaN favors the formation of
self-organized superlattice structures instead of random or
well-mixed alloys.

Many discrepancies are observed in the reported results of
the electronic properties of the AlGaN alloys. For instance,
the bowing parameter of the band gap reported by various
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researchers based on both experimental measurements and
theoretical calculations ranges from —0.8 (upward bowing)
to +2.6eV (downward bowing) [23-34], even though the
early findings of an upward bowing have not been reproduced
[29,31]. Other technologically relevant electronic parameters,
such as the AIN/GaN band offset, also exhibit large discrep-
ancies in literature. Experimentally measured values estimate
the valence band offset between 0.15 and 1.4 eV [35-38],
while theoretical calculations predict a valence band offset
between 0.34 and 1.6 eV [39-49]. Because of the techno-
logical importance of AlGaN, the precise knowledge of the
electronic properties of this system is imperative. However, a
comprehensive theoretical study of the electronic properties
of this material with respect to its composition and the atomic
ordering is still missing.

In this work we employ hybrid and standard density func-
tional calculations to investigate the electronic and structural
properties of the wurtzite AlGaN system, taking into account
the effects of the chemical composition and the various atomic
configurations of the alloys. Specifically, the stability of the
ordered alloys with respect to the pure phases has been
investigated via the formation energy of all the different alloy
configurations that can be modeled in supercells of up to 16
atoms. Additionally, random configurations are modeled in
supercells of 96 atoms. The band gaps of all the configurations
are presented and the effects of the atomic ordering on the
band gaps are discussed. Furthermore, the band offsets are
calculated using the method of aligning the energy levels with
respect to the vacuum level, employing slab calculations on
both nonpolar surfaces of the wurtzite crystal. The effects of
the atomic configurations on the band offsets are presented.
In addition, the ionization potentials and electron affinities of
the pure phases and the AlysGagsN system are also derived
from the surface calculations. Finally, the band structures of
the random alloys are obtained for the representative compo-
sitions of x = 0.25, 0.5, and 0.75.

The paper is organized as follows. In the following section
(Sec. II), we describe the method and the details of the
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numerical calculations. Later, in Sec. III we present the results
of our calculations, and in Sec. IV we discuss the implications
of our results comparing them with the available data in
literature. Section V concludes the paper.

II. METHOD

We employ density functional theory (DFT) [50,51] cal-
culations using the projector augmented wave (PAW) [52,53]
method as implemented in the Vienna ab initio simulation
package (VASP) [54]. The exchange-correlation energy is
treated differently depending on the task at hand. The different
approaches used are the generalized gradient approximation
(GGA) in the PBE [55,56] and PBEsol [57] variances, as well
as hybrid functional calculations in the parametrization by
Heyd, Scuseria, and Ernzerhof (HSE) [58,59]. In the case of
the hybrid functional calculations we employ a composition-
dependent mixing parameter for the Hartree-Fock exchange,
ranging linearly from a = 0.28 for pure GaN (x = 0) to a =
0.32 for pure AIN (x = 1). The cutoff energy of the plane-
wave basis set was fixed at 500 eV. All the calculations were
spin polarized and the gallium 3d electrons were treated as
valence electrons.

The atomic configurations for the study of the alloys at
different compositions were generated using the ATAT code
[60,61]. Supercells of up to 16 atoms were employed, yielding
401 distinct atomic configurations including the pure phases.
The sampling of the Brillouin zone was performed using
['-centered k-point meshes. In order for the results to be
consistent, the same k-point density of at least 1000 k points
per reciprocal atom was used throughout the calculations.
Additionally, random configurations were investigated using
supercells of 96 atoms with a 2 x 2x 2 k mesh. The random
configurations were constructed by randomly occupying the
lattice sites, given the constraint that the cations may occupy
cation sites only. The atomic configurations were optimized
using a force criterion of 1073 and 1072 eV/A for the GGA
and HSE calculations, respectively, allowing for volume re-
laxations as well.

The relative stability of the alloys was investigated using
the formation energy defined in Eq. (1) as the difference of
the total energy of the alloy and the weighted sum of the
constituent pure phases:

AH:EAIG&N—(I —X)EGaN—)CEAlN. (1)

tot tot tot

Typically, a concave dependence of the formation energy on
the composition x of the alloy implies that the pure phases
are more stable than the intermediate alloys. Similarly, a
convex dependence indicates the existence of alloy ground
states. Although the general dependence might be concave,
regions of local stability might appear. The local stability of a
configuration o can be determined by the local potential depth
A(o0) [62,63], defined as

x(o) — x(a)

x(B) — x(a)

o B —x@)

A(c) = AH® —
x(B) — x(a)

)

where o and 8 are the two configurations on either side of o
such that x () < x(0) < x(B). In regions of local convexity,
A(o) is negative and the states are said to be locally stable.

A number of different methods have been developed for
aligning the energy levels of the interfacing semiconductor
materials. Common methods are the alignment of the lev-
els with respect to the vacuum level following Shockley-
Anderson’s electron affinity rule [64—66], characteristic core
marker levels in the band structure [67,68], charge neutrality
levels [69], branch point energies [70,71], and via the het-
erostructure alignment approach [72,73]. In this work, the
chosen method was the alignment with respect to the vacuum
level, which is used as a common reference level for the
two interfacing materials. Following this approach, the band
offsets obtained refer to unstrained conditions and they are
usually called natural band offsets. In real interfaces, the
lattice mismatch causes strain at the interface, affecting the
alignment of the energy levels. The incorporation of strain ef-
fects can be performed a posteriori using volume deformation
potentials [71,74].

The alignment with respect to the vacuum level requires
surface calculations. There are two main considerations for
such calculations. First, the slab that models the surface
should be thick enough, so that a bulk-like region is repro-
duced at the center of the slab. Second, the vacuum region
surrounding the slab should be large enough to eliminate any
interactions with the periodic images of the slab. Specifically,
in the case of systems such as AlGaN where polarization fields
are present in the crystal, further considerations should be
taken into account. For such cases, surfaces along nonpolar
directions should be used in order to avoid polarization fields
along the perpendicular direction to the surface, which would
otherwise affect the alignment of the energy levels. In the case
of wurtzite GaN and AIN, the [1010] and [1120] directions
result in nonpolar planes. These planes are commonly called
m and a planes, respectively.

All the calculations regarding the band alignments were
performed using the HSE formalism. For the a-plane sur-
faces, a slab of 14 atomic layers and a vacuum region of
24 A was employed. In the case of the m-plane surfaces, the
thickness of the slab was 20 atomic layers with a vacuum
region of 24 A. The atoms were allowed to relax with a
force convergence criterion of 0.02 eV/A. In order to obtain
the potential values corresponding to the vacuum and the
bulk regions of the surface, the planar and the macroscopic
average of the electrostatic potential are required. The planar
average of the electrostatic potential V is obtained as the
average of the electrostatic potential on planes parallel to the
surface. The macroscopic average of the electrostatic potential
V is derived by the planar average [75]. The procedure to
obtain V from V is by taking the moving averages of V over
distances of one unit cell along the direction perpendicular
to the surface. Finally, the alignment of the energy levels with
respect to the vacuum level is achieved by aligning the average
bulk potential obtained by the bulk calculations with the value
of V at the center of the slab.

Typically, the concept of the electronic band structure of
solids is meaningful only for periodic crystals where Bloch’s
theorem is valid. However, the alloys are inherently random,
missing long-range periodicity. Traditionally, the methods to
treat the electronic structure of alloys include the coherent
potential approximation (CPA) [76] and the virtual crys-
tal approximation (VCA) [77]. These methods enforce an
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artificially high symmetry and are unable to capture the effects
of randomness and local relaxations in alloys. In this work,
the electronic structure of random alloys was investigated
employing the effective band structure (EBS) method [78,79].
Using this approach, the £ dependence of the energy is ex-
tracted from standard supercell calculations.

The supercell used for the modeling of the alloy is es-
sentially derived by a certain replication of the primitive cell
along the spatial directions. Therefore, both the direct and the
reciprocal basis vectors of the supercell and the primitive cell
are connected by a simple matrix multiplication. This notion
allows for the band structure of the supercell to be unfolded
into the Brillouin zone of the primitive cell. The spectral
weight [79] corresponds to the amount of the Bloch character
of a set of states of the primitive cell that is preserved in a state
of the supercell. If the supercell is a simple replication of the
primitive cell, as in the case of bulk calculations, the spectral
weights would take only integer values. However, for alloy
calculations, the spectral weights would take any real value.

The random alloys of compositions x = 0.25, 0.5, and
0.75 were modeled using a supercell of 96 atoms. The EBS
calculations were performed using the BandUP code [80,81]
in the PBE formalism. Both the atomic positions and the
volume of the structures were relaxed in order to eliminate
any stress-related effects.

III. RESULTS

A. Structural properties

The crystallographic parameters of the wurtzite phase of
GaN and AIN were obtained using the PBE, PBEsol, and
HSE functionals. The results are in excellent agreement with
previous experimental [5,82] and theoretical [83,84] data. In
the case of the PBE functional, the lattice constants of GaN
and AIN are overestimated by 1% and 0.5%, respectively.
Furthermore, the band gaps are severely underestimated due
to the known band-gap error of standard DFT. The PBEsol
functional is optimized to reproduce the experimental struc-
tural parameters, thus, it yields excellent agreement with the
experimental data. However, it also fails to reproduce the ex-
perimental band gaps, similarly to the case of PBE. In the case
of the HSE functional, both the structural parameters and the
band gaps are in excellent agreement with the experimental
data. The results for all the functionals are summarized in
Table 1. In an effort to reduce the computational cost, the
PBEsol relaxed structures were used as a starting point for
the HSE calculations.

According to Vegard’s law [85], the lattice constant of a
solid solution of two constituents follows a linear relationship
given by the rule of mixtures, such that a?® = (1 — x)a, +
xag. In the case of AlGaN, the role of the lattice constant of
the wurtzite crystal is substituted by the pseudocubic lattice
constant, defined as the cube root of the normalized volume of
the supercell. Figure 1 shows the pseudocubic lattice constant
with respect to the composition of the alloy obtained by PBE,
PBEsol, and HSE calculations. The volumes of the supercells
and the atomic positions were fully relaxed. The values of
the pseudocubic lattice constant among different configura-
tions of the same composition were found identical. The

TABLE I. Crystallographic parameters and band gaps of the
wurtzite GaN and AIN obtained by PBE, PBEsol, and HSE calcu-
lations. The experimental band gaps and structural parameters are
obtained by Refs. [5] and [82], respectively.

Method a (A) c (A) u E, (eV)
GaN PBE 3.217 5.242 0.377 1.72
PBEsol 3.180 5.181 0.377 1.91
HSE 3.178 5.168 0.377 3.45
Expt. 3.190 5.189 0.377 3.39
AIN PBE 3.126 5.010 0.382 4.07
PBEsol 3.111 4.979 0.382 4.13
HSE 3.095 4.950 0.382 6.14
Expt. 3.110 4.980 0.382 6.2

pseudocubic lattice constant of the intermediate compositions
obtained by the three different functional calculations is in
excellent agreement with the straight line connecting the
pure phases. Therefore, no bowing is observed for the lattice
constant. Instead, the results are coherent with Vegard’s law.

Supercells of 4, 8, 12, and 16 atoms were employed for the
investigation of the stability of the alloys with respect to the
pure phases. In total, 401 unique atomic configurations were
considered including the pure phases. The alloys were studied
for 11 different compositions. The PBE functional was em-
ployed for all the calculations and the results shown in Fig. 2
were obtained using Eq. (1). The lowest formation energy
of each composition is indicated with a red diamond in the
figure. The general concavity of the results indicates the lack
of ground states for the intermediate compositions. However,
regions with local convexity are observed for x = 0.333, 0.5,
and 0.667. Hence, these compositions result in locally stable
ground states. An estimation of the local potential depths can
be obtained using Eq. (2). For the case of x = 0.333, 0.5,
and 0.667 the local potential depths are —1.65, —1.24, and
—1.82 meV /cation, respectively.
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FIG. 1. The pseudocubic lattice constant, i.e., Vcle{f , obtained

using the HSE, PBE, and PBEsol functionals for different alloy
compositions.
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FIG. 2. Formation energies of the AlGaN alloys using supercells
of 4, 8, 12, and 16 atoms, obtained by PBE calculations. The
diamonds indicate the lowest formation energy of each composition
while the circles correspond to the formation energies of the random
alloys. The stars indicate the formation energies of the superlattice
configurations along the [0001] direction. The lines are drawn to
guide the eye.

The formation energies of random alloys with aluminum
content of x = 0.25, 0.333, 0.5, 0.667, and 0.75 were cal-
culated using supercells of 96 atoms. For these calculations,
25 distinct randomly generated structures were employed for
each composition. The mean value and the standard error of
the calculated formation energies were 8.34 +0.07, 9.9 &+
0.1, 11.3£0.1, 9.98 £0.09, and 8.58 £ 0.07 meV /cation
for x =0.25, 0.333, 0.5, 0.667, and 0.75, respectively.
Figure 2 shows the values of the formation energies of the
random alloys as violet circles. In this case, the formation
energies follow a concave trend and the local convexity is
lost. Even though the random structures are not the most en-
ergetically favorable, they still yield lower formation energies
compared to other ordered configurations. For instance, the
superlattices along the [0001] were not found to be thermody-
namically favorable. Their formation energies, shown as stars
in Fig. 2, were significantly higher, compared to the random
configurations. These configurations will be discussed in more
detail as a special case later.

Regarding the dependence of the atomic ordering on the
formation energies of the alloys, all the compositions follow
similar trends. Typically, poor mixing of the cations yields
higher formation energies. In this context, poorly mixed con-
figurations refer to configurations exhibiting long-range or-
dering such as multilayer superlattice structures. On the other
hand, well-mixed structures refer to configurations where
the cations are uniformly distributed, exhibiting short-range
ordering or no ordering at all. The lowest formation energy
of a given composition is obtained for well-mixed structures.
Specifically, the atomic configuration yielding the lowest for-
mation energy for composition x is the same also for the com-
position 1 — x, by interchanging the aluminum and gallium
atoms. In general, the results indicate that the dependence of
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FIG. 3. The atomic configurations yielding the lowest formation
energies for compositions of x = 0.125, 0.167, 0.25, 0.333, 0.375,
and 0.5. The large red and black atoms correspond to gallium and
aluminum, respectively, while the small blue atoms refer to nitrogen.

the formation energy on the ordering of the alloys is similar
for x < 0.5 and x > 0.5, considering the interchange of the
cations. Figure 3 shows the atomic configurations yielding the
lowest formation energies for compositions up to 50%. For
x > 0.5, the configurations are identical with the cations be-
ing interchanged. In the case of the first two compositions that
were investigated, namely x = 0.125 and 0.167, the formation
of monolayers of pure gallium along the [0001] direction is
observed. Similarly, the formation of aluminum monolayers
along the same direction is observed for x = 0.875 and 0.833.
For increasing aluminum content, this behavior disappears
until x = 0.5 is reached where perfect mixing is observed.
For x = 0.25 and 0.375, layers of pure gallium appear in
both nonpolar directions of the crystal. Finally, in the case of
x = 0.333, monolayers of pure aluminum and bilayers of pure
gallium are formed along the [1120] direction. This structure
is also observed in InGaN of the same composition [86,87].
As mentioned before, we consider the ordering of the su-
perlattices along the [0001] direction as a special case. These
configurations can be distinguished in terms of the number of
consecutive pure layers of the minority cation, i.e., Al and Ga
forx < 0.5and x > 0.5, respectively. However, for supercells
of up to 16 atoms, like the ones used in our calculations, there
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are limitations on the number of consecutive layers of the
minority cation that can be modeled for the different compo-
sitions. In the case of x = 0.125 and 0.167 where aluminum
is the minority cation, structures of one and two consecutive
aluminum layers can be modeled. Three consecutive layers
can be modeled for x = 0.375, while up to four consecutive
layers can be investigated for x = 0.5. Consequently, the same
is true for the complementary compositions with x > 0.5,
where gallium is the minority cation. The formation energies
of these configurations are shown as stars in Fig. 2. Blue, cyan,
orange, and red stars correspond to one, two, three, and four
consecutive layers of the minority cation, respectively. The
formation energy decreases with increasing consecutive layers
of the minority cation.

B. Electronic properties
1. Band gaps

The standard DFT approach usually fails to predict impor-
tant electronic properties of materials such as the band gap.
In this matter, hybrid functionals have greatly improved the
agreement of calculations with experimental data. However,
their benefit comes with increased computational cost. Hence,
large-scale hybrid functional calculations are still prohibitive.
Even though standard DFT lacks the accuracy of hybrid
functionals, it produces qualitatively similar results. For the
investigation of the band gaps, PBE calculations were em-
ployed primarily, while HSE calculations were used in some
characteristic cases for comparison and verification.

The band gaps obtained by both the PBE and the HSE
calculations exhibit large variations as shown in Fig. 4. The
variation of the band gaps generally increases with increasing
aluminum content. The dependence of the band gap on the
structural properties of the alloys exhibits similarities for
all compositions. Typically, the well-mixed configurations
with low formation energy yield large band gaps for all the
investigated compositions. On the contrary, poorly mixed
configurations with long-range ordering result in smaller band
gaps.

Among all the band gaps shown in Fig. 4, it is worth noting
some characteristic cases. First, a straight line connecting the
band gaps of the pure phases is used as a reference. The
largest band gap of each composition follows closely this
straight line. Specifically, these configurations correspond to
the lowest formation energy configurations shown in Fig. 2.
Furthermore, the band gaps of the random alloys, shown as
crosses in Fig. 4, are obtained using 25 randomly generated
96-atom supercells. In the case of the PBE calculations, the
band gaps of the random alloys presented in Fig. 4 corre-
spond to the mean values of the different random configura-
tions. The mean values and the standard errors of the band
gaps of the random alloys obtained by the PBE calculations
are 2.268 £ 0.002, 2.445 4+ 0.002, 2.810 +0.003, 3.189 +
0.002, and 3.386 £ 0.001 eV, forx = 0.25,0.333, 0.5, 0.667,
and 0.75, respectively. The last characteristic case is the case
of superlattices along the [0001] direction. This case is of
particular importance since these structures were found to
exhibit the smallest band gaps.

The critical feature determining the band gap of the [0001]
direction superlattices was the number of consecutive atomic
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FIG. 4. The band gaps of the AlGaN alloys obtained by PBE
and HSE calculations, using supercells of 4, 8, 12, and 16 atoms.
The stars indicate the band gaps of superlattice configurations along
the [0001] direction. The crosses correspond to the band gaps of the
random alloys. The lines connecting the band gaps of the pure phases
and the random alloys are drawn to guide the eye.

layers of the minority cation. Specifically, more consecutive
layers of the minority cation yield lower band gaps. In Fig. 4,
the band gaps of configurations of one, two, three, and four
consecutive layers of the minority cation along the [0001]
direction are shown in blue, cyan, orange, and red. Increasing
the thickness of consecutive layers of the minority cation
causes a decrease in the band gap. These findings support the
all-electron DFT results of Cui ez al. [88], where the band gaps
of GaN/AIN superlattices have been investigated. As a final
note, somewhat mixed layers along the same direction also
resulted in small band gaps.

In order to reduce the computational cost, HSE calcu-
lations were performed only for compositions of x = 0.25,
0.333, 0.5, 0.667, and 0.75. Some indicative cases were
investigated at these compositions. These cases include the
lowest formation energy configurations, the random alloys,
the superlattices along the [0001] direction, and a few other
randomly selected configurations. The band gaps of the ran-
dom alloys were computed using a single configuration for
each composition. This configuration was chosen based on
the PBE calculations to yield a band gap close to the mean
band gap. Quantitatively, the band gaps are larger since
HSE mitigates the underestimation of the band-gap problem
which is prevalent in standard DFT calculations. Qualitatively,
though, the results shown in Fig. 4 are identical for both
functionals. Hence, useful information can be obtained from
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PBE calculations at a fraction of the computational cost of
HSE calculations.

An important parameter that can readily be extracted from
the calculations is the bowing of the band gaps for different
compositions. The bowing parameter b is a measure of the
deviation of the band gaps from linearity, defined in terms of
equation

Ey=(1—-x)E} +xE; —bx(l1 —x), 3)

where E Q and Eg are the band gaps of the pure phases A and
B, respectively. In the case of b > 0 (downward bowing), the
dependence of the band gap of the alloy on the composition
is concave, while for b < 0 (upward bowing) the dependence
is convex. The largest band gap of each composition follows
closely the straight line connecting the band gaps of the pure
phases in Fig. 4, thus indicating zero bowing. However, the
random alloys yield a bowing parameter of 0.36 eV both
for PBE and HSE calculations. Considering only x = 0.25
and 0.333, a good fit is achieved for b = 0.25 eV, while
considering only x = 0.667 and 0.75, a value of b = 0.5 eV
is obtained. Therefore, the results show stronger bowing for
increasing Al content. Based on the results presented in
Fig. 4, larger positive bowing parameters can be derived by
considering other configurations that deviate even more from
linearity.

2. Band alignments

The band alignments were obtained using HSE calcula-
tions following the method of aligning the energy levels with
respect to the vacuum level. Figure 5 shows the electrostatic
potential obtained by the GaN m-plane slab. The macroscopic
average of the potential is calculated as described in Sec. II.
The atomic positions of the relaxed slab are also included
in the figure for reference. The adequateness of the size of
the supercell can be verified by the flatness of the planar
average of the electrostatic potential in the vacuum region,
as shown in Fig. 5. The structural parameters in the center
of the slab were identical to the ones of the bulk. In addition
to the structural parameters, the flatness of the macroscopic
average of the electrostatic potential, shown with a dashed line
in Fig. 5, is also indicative that the thickness of the slab was
adequate. Regarding the surfaces of the slab, reconstructions
similar to the ones reported by Csik et al. [89] for the CdSe
wurtzite system were observed. There is an outward and
inward relaxation for the anions and the cations, respectively,
for both the m- and the a-plane surfaces.

In addition to the adequate size of the supercell and the
polarity of the surfaces, one more condition should be con-
sidered for the slab calculations of the AlIGaN alloys. Moses
et al. [39] have shown that the stoichiometry of the alloy
should be preserved in each layer parallel to the surface.
Otherwise, even if the total composition over the whole slab is
maintained, the potential alignment becomes sensitive to the
positioning of the layers of different stoichiometry within the
slab. However, the fulfillment of this condition gives rise to
challenging practical issues. First, alloy compositions of either
small or large Al content require very large supercells in order
to achieve a constant stoichiometry for every layer, making
these calculations computationally prohibitive. Second, even
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FIG. 5. The planar average (solid curve) and macroscopic aver-
age (dashed curve) of the electrostatic potential for a fully relaxed
GaN m-plane slab, obtained by HSE calculations. The large red and
the small blue spheres correspond to Ga and N atoms, respectively.

if such calculations were computationally feasible, it would
be possible to model only a small fraction of the available
configurations.

For our band offset calculations, in addition to the pure
phases, the AlpsGagsN alloy was also considered as an
intermediate point. This particular alloy exhibits the highest
number of possible atomic configurations. Thus, the effects
of different atomic configurations on the band offsets can
be investigated. In order to study these effects, a well and
a poorly mixed configuration should be used. As mentioned
earlier, the low formation energy configurations yielding large
band gaps are typically well-mixed configurations, while high
formation energy configurations yielding small band gaps are
typically highly ordered structures. Therefore, the first case
refers to a configuration of low formation energy and large
band gap while the second case refers to a configuration of
high formation energy and small band gap.

An obvious choice for the case of the well-mixed config-
uration is the one shown in Fig. 3 for x = 0.5. This configu-
ration yields the lowest formation energy and the largest band
gap among all the investigated Aly 5Gag 5N alloys. Employing
this structure, the stoichiometry of the alloy is maintained for
both nonpolar surfaces, over all the layers of the slab. The first
two structural models in Fig. 6 illustrate the m- and a-plane
surfaces corresponding to this configuration.

For the second case, the one of a poorly mixed configu-
ration, a number of different options are available that could
serve the purpose. The effects of slightly different ordering
can also be investigated by considering two different config-
urations instead of one. In order for the results to be compa-
rable, though, the band gaps of the two configurations should
be similar. In this work, two poorly mixed configurations of
similar band gap were employed. Each configuration was used
for one of the nonpolar surfaces. Hence, one was employed for
the surface along the [1120] direction while the other was used
for the [1010] direction. For the m-plane surface, the chosen
configuration forms a bilayer superlattice along the [1010]
direction of the crystal. The third model shown in Fig. 6, cor-
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(@) (b) (d)

FIG. 6. The relaxed surfaces of the large band-gap AlysGagsN
configuration for the m plane (a) and a plane (b). The small band-gap
configurations for the m- and a-plane calculations are shown in (c)
and (d), respectively.

responding to this configuration, illustrates the formation of
this superlattice. Since the surface parallel to the superlattice
is not suitable for the calculations because the stoichiometry
is not preserved in every layer, another equivalent m plane,
rotated by 60° with respect to the direction of the superlattice,
is used. For the a-plane surface, the superlattice of alternating
cation monolayers along the [0001] direction was used. The
corresponding slab is shown as the last model in Fig. 6. In
both configurations, the stoichiometry in planes parallel to the
surface is preserved.

The results for the valence band and the conduction band
offsets are presented in Fig. 7. The m- and a-plane slab cal-
culations indicate a valence band offset of 0.46 and 0.40 eV,
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FIG. 7. The valence band and conduction band offsets of
AlysGagsN and pure AIN with respect to GaN, calculated for both
nonpolar directions of the wurtzite crystal. The inset shows just the
valence band offset and the solid lines are drawn to guide the eye,
while the dashed lines connect the pure phases linearly.

respectively, between pure GaN and AIN. These results fall
within the range of the experimental values of 0.15 to 1.4 eV
[35-38], and are in good agreement with previous calculated
data [39]. In the case of Alys5GagsN, the valence band edge
shift with respect to pure GaN ranges between 0.16 and
0.28 eV based on the calculations of the m-plane surface.
The a-plane surface calculations yield a range between 0.14
and 0.24 eV. The inset in Fig. 7 shows a magnified version
of the valence band alignment results, indicating the effect
of the different atomic configurations. The inset in Fig. 7
also demonstrates a hypothetical linear dependence of the
band offset on the composition. In the case of poorly mixed
alloys, an upward deviation from linearity is observed while
the opposite is true for well-mixed alloys. This effect is not
observed in the case of the conduction band offsets.

Other properties such as the ionization potentials (IP)
and the electron affinities (EA) can also be derived from
the slab calculations. The IP is defined as the valence band
maximum referenced to the vacuum level, while the EA
corresponds to the conduction band minimum referenced to
the vacuum level. The IP/EA of GaN and AIN is calculated
to be 6.49/3.05 and 6.95/0.81 eV, respectively, using the
m-plane surface calculations. The a-plane surface calculations
yield the values of 6.55/3.11 and 6.95/0.80 eV for GaN and
AIN, respectively. These results are in good agreement with
previous theoretically determined values of 3.18 and 1.01 eV
for the EA of GaN and AIN, respectively [39]. Our calculated
EA of GaN is in excellent agreement with the experimental
value of 3.1 £0.2 eV reported by Grabowski et al. [90].
Other experimental values for GaN range from 2.6 to 3.5 eV
[91-93]. In the case of AIN, the experimental values of the
EA range from 0 to 1.9 eV [92,94]. It should be noted that the
accurate experimental determination of the EA is challenging
due to surface contamination and oxidation of the samples.

Regarding the case of AlysGagsN, the IP/EA of the
large band-gap configuration was obtained both by the m-
and a-plane surface calculations. The calculated values were
6.77/1.98 and 6.79/2.00 eV, respectively. Hence, both sur-
faces yield almost identical results. In the case of the small
band-gap configurations, the IP/EA of the first structure, ob-
tained by the m-plane surface was 6.65/1.99 eV. The IP/EA
calculations of the other small band-gap configuration, using
the a-plane surface, yielded the values of 6.69/2.06 eV. As
observed by these results, the EA of the small and large
band-gap configurations are quite similar. The difference in
the band gaps of these configurations arises mainly from the
IP. Therefore, the main reason of the band-gap difference
is the lower positioning of the valence band maximum with
respect to the vacuum level.

3. Effective band structures

The effective band structure introduces the concept of the
electronic band structure for solids where the long-range peri-
odicity is missing, as in the case of random alloys. Typically,
the k dependence of the energy is represented by lines of zero
broadening in a band structure diagram. A useful quantity in
EBS calculations is the spectral function of the energy, which
is the energy dependence of the spectral weight, as defined in
Sec. II, for a given k point. For a pristine crystal, the spectral
function of a given k point would be a set of § functions of
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FIG. 8. The effective band structures of the random alloys for Al content of 25% (left), 50% (middle), and 75% (right) obtained by PBE
calculations. The spectral weights are normalized in the range between 0 and 1 for all the compositions.

integer amplitude. In the case of alloys, the § functions are
broadened, introducing perturbations to the band structure.

The EBS of the random alloys was obtained for the rep-
resentative cases of x = 0.25, 0.5, and 0.75. Typically, two
different approaches are available for obtaining the EBS of
an alloy. The first approach relies on the sampling of a large
number of alloy supercells followed by the statistical averag-
ing of these results. The second approach corresponds to the
calculation of the EBS of a random configuration on a large
supercell. In this work, the latter approach was employed in a
supercell of 96 atoms. The EBS of the different compositions
is presented in Fig. 8. The energy scale is referenced at the
Fermi level.

Since the PBE functional was used in order to reduce the
computational cost compared to the HSE calculations, the
band gaps are severely underestimated as shown in Fig. 8.
However, the results are still informative since they are quali-
tatively similar for both functionals. Perturbations in the band
structure appear in the form of broadening of the bands.
Minimal broadening is observed in the vicinity of the I" point,
while significant perturbations are observed along the A-H-K
path, both for the valence and the conduction bands, as shown
in Fig. 8. The characteristic band inversion of AIN around the
I" point at the top of the valence band can be observed in the
Aly.75Gag 5N alloy. The band gap widens with increasing alu-
minum content and the width of the valence band decreases,
in accordance with previous VCA calculations [95].

IV. DISCUSSION

The concept of the local potential depth was employed
to investigate the local stability of the alloys. Locally sta-
ble ground states seem to appear for the compositions of
x = 0.333, 0.5, and 0.667. However, the values of the local
potential depths are less than 2 meV /cation indicating fairly
weak stability. At growth temperatures, the thermal energy
ks T exceeds 80 meV, which is indicative of the weakness of
the local potential depths. Besides, the concept of the local
stability applies only to the lowest-energy configurations. In
the case of the random alloys, the global concavity is restored.
Regions of local convexity have been reported for the system

of wurtzite BeZnO [96] and are present in other systems as
well [97,98].

Woicik et al. [20] investigated experimentally the ordering
of AlGaN alloys for x = 0.2 and 0.45. According to their
findings, the low aluminum content alloy was ordered with
pure gallium layers along the [0001] direction. Additionally,
they argued that even though strong ordering is maintained,
mixed layers appear with increasing aluminum content. Our
results agree with the appearance of pure gallium layers
along the [0001] direction for the low aluminum content
alloys. Specifically, pure gallium (aluminum) layers appeared
in the lowest formation energy structures for x = 0.125 and
0.167 (x = 0.833 and 0.875). Pure layers of either cation
were not observed for the lowest-energy configurations in
the [0001] direction for compositions between x = 0.25 and
0.75. In general, the calculations showed that the extreme
compositions favor pure cation layers, while the intermediate
compositions favor better mixing, supporting the experimen-
tal findings only for the extreme compositions. Therefore,
the question of the existence of ordering in the intermediate
compositions still remains.

A characteristic case of ordering in a III-V semiconductor
alloy system is the case of GalnP. In this system, superlattices
emerge in the [111] direction [99]. For this particular system,
the ordering was attributed to surface phenomena rather than
bulk thermodynamics [100,101]. In the case of Ill-nitrides,
Northrup et al. [102] investigated the system of InGaN and
they reported that the ordering in this system is driven kinet-
ically by surface phenomena. Our results support the notion
of surface-driven phenomena for the emergence of ordering
in intermediate compositions in the AlGaN system since
well-mixed configurations are more energetically favorable.
Previous works have also shown that surface kinetics and
preferential attachment are the driven mechanisms for the
ordering appearing in AlGaN [103,104]. As a further note,
the high symmetry of the wurtzite crystal leads to direction-
dependent mixing. In other words, while excellent mixing
is achieved along a certain direction, superlattice structures
emerge along a different direction. For instance, in the case of
x = 0.25, shown in Fig. 3, monolayers and bilayers of pure
gallium emerge along the a and m plane, respectively.
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Limiting the discussion on the superlattices of pure gallium
and aluminum layers along the [0001] direction, the formation
energy was found to decrease with increasing thickness of
the consecutive layers of the minority cation. This can be
attributed to strain interactions, which favor the separation of
the cations at different layers as a strain relief mechanism.
The band gaps of these configurations were found to decrease
with increasing thickness of the minority cation layers. The
same dependence was reported in the work of Cui et al. [88],
where GaN/AIN superlattices of thickness of up to 14 layers
were investigated. This result is expected since decreasing the
thickness of the minority cation layer increases the quantum
confinement, causing the band gap to increase.

It is worth mentioning again the issue of the miscibility
gap in Ill-nitrides, even though it is beyond the scope of
this work. As discussed earlier, the presence of In induces
large mismatch causing the spinodal decomposition of the
InGaN alloys into In-rich and In-poor phases [8—13]. The
same can be said for InAIN as well [14,15]. The situation
is even worse in the case of BGaN and BAIN where the
boron incorporation is typically less than 3% [15,105-107].
The electronic properties of the above-mentioned materials
have been previously investigated [108—111]. AlGaN is an
exception due to the relatively small lattice mismatch between
GaN and AIN. The critical temperature for the miscibility
gap is estimated theoretically at 70 K, indicating that solid
solutions of any composition are possible for AlGaN [15].

The bowing parameter of AlGaN based on experimen-
tal evidence, ranges from —0.8 to +2.6 eV [24-34], even
though the reports of upward (negative) bowing have not
been reproduced [29,31]. Our results indicate that the bowing
parameter depends strongly on the ordering of the alloy. For
perfect mixing, no bowing is observed and the band gap
varies linearly between the pure phases. The random alloys
yield a bowing parameter of 0.36 eV both in PBE and HSE
calculations. However, as shown in Fig. 4, the random alloys
exhibit quite large band gaps compared to other configura-
tions. Thus, the bowing parameter could reasonably take even
larger values depending on the kind of ordering considered.
Finally, stronger bowing is observed for increasing aluminum
content.

Moreover, the calculated band offset between the pure
phases was 0.40 and 0.46 eV, obtained by the a- and m-plane
surfaces, respectively. Since both surfaces were nonpolar, any
effects that arise from the polarization of the crystal were
eliminated and both surfaces should in principle yield the
same result. The small difference of 0.06 eV in the band offset
of the pure phases does not affect the results and is indicative
of the computational uncertainties. This difference has also
been reported in previous GW calculations [64]. The band
offset dependence on the composition was investigated with
the AlpsGagsN alloy. A strong dependence on the ordering
was observed for the valence band offset, i.e., both upward
and downward deviations from linearity were observed. Well-
mixed configurations yield downward deviation from linear-
ity, while upward deviation is observed for poorly mixed
configurations.

The band structures of the wurtzite phases of GaN and AIN
are qualitatively similar in general. Some minor differences
are observed along the A-H-K path [112]. Therefore, minor

perturbations are observed in the EBS of the random alloys
around the I' point, while some broadening is observed in
the band structure along the A-H-K path. On the contrary, the
band structures of the cubic phases of GaN and AIN are quite
different, with cubic AIN being an indirect semiconductor.
Landmann et al. [71] determined that the crossover composi-
tion for which the alloy transitions from direct to indirect gap
occurs at around 63% Al content. In the case of cubic AlIGaN,
the EBS is expected to exhibit large perturbations.

At this point, it is worth commenting on the approach of
using different mixing parameters for the HSE calculations
of the alloys at different compositions since the structural
properties of a material, its energy eigenvalues, as well as its
total energy are affected by changing the mixing parameter.
The effect on the structural properties is directly related to
the lattice constant, the energy eigenvalues are essential for
determining the band gap, while the total energy is crucial
for obtaining properties such as the formation energy of the
alloys. As shown in Eq. (1), the formation energy of a given
configuration at a certain composition depends on the total
energies of the pure phases and the total energy of the cor-
responding configuration. Therefore, the formation energies
rely on the comparison of the total energies of three different
systems. Since the total energies are affected by the mixing
parameter, varying the mixing parameter of each composition
in this case would significantly impact the results. In such
cases, PBE calculations like the ones presented in Fig. 2 are
more appropriate.

However, not all properties suffer from a variable mixing
parameter in the HSE calculations. For instance, unlike the
formation energies, the lattice constant is an inherent property
of the material, which is obtained independently for each
system. Therefore, the lattice constants can be investigated
using different mixing parameters. Figure 1 shows the ex-
cellent agreement between PBE (no mixing parameter) and
HSE (variable mixing parameter) for the slope of the line
connecting the lattice constants of the different compositions.
The PBE results overestimate the lattice constant, as expected,
while the HSE results are in excellent agreement with exper-
imental data, as presented in Table I. Furthermore, the band
gap of each material is obtained as the energy difference
of the eigenvalues of the lowest unoccupied state and the
highest occupied state. The eigenvalues are also obtained
independently for each system and not as a relative quantity in
comparison to other materials. Therefore, an optimal mixing
parameter can be used to describe each system independently,
as long as the same mixing parameter is used for a given
composition.

Our approach for determining the band alignments relies
on the determination of the IP/EA of each material. This
approach offers a significant advantage on the matter of the
variable mixing parameter since the IP/EA of each material
is an inherent property of the material and is obtained inde-
pendently. Nevertheless, it is informative to investigate the
effect of a common mixing parameter on the band offsets. The
mixing parameter affects neither the position of the vacuum
level nor the average electrostatic potential at the center of
the slab. Instead, the mixing parameter affects only the bulk
eigenvalues. A common mixing parameter leads to either the
overestimation or the underestimation of the band gap of one
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of the two systems under investigation. Due to the wrong
description of the band gap in the case of a common mixing
parameter, the valence band offset is affected by 0.1 eV with
respect to the results obtained for variable mixing parameters.
The fact that both the vacuum level and the average elec-
trostatic potential are unaffected by the mixing parameter is
indicative of the need to properly account for the band gap of
each material, in order to obtain the correct band alignment.
Evidence of this is provided in the Supplemental Material
[113].

Finally, even though the heterostructure method [72,73]
was not adopted in this work for the determination of the
band offsets, it is worth mentioning the effects of the mixing
parameter in this method as well, both for completeness
and to demonstrate the similarities to our approach. In the
heterostructure approach, the two different materials coexist
at the same supercell. Therefore, the use of a single mixing
parameter describing both materials is unavoidable in this
approach. Additionally, the eigenvalues of the valence band
maximum and conduction band minimum are obtained by
separate bulk calculations, similar to the IP/EA approach.
Alkauskas et al. [73] demonstrated the merits of using the
optimal mixing parameter of each system, in order to properly
account for the correct band gap of each material involved
in the calculation. The scheme proposed by Alkauskas et al.
[73] involves bulk calculations using the optimal mixing pa-
rameter of each material while the average mixing parameter
is used for the heterostructure calculations where a single
mixing parameter is unavoidable. According to Alkauskas
etal. [73], this mixed scheme provides a striking improvement
in the theoretical estimation of band offsets. In the IP/EA
band alignment approach that was adopted in this work, the
reference levels, which are the vacuum level and the average
electrostatic potential, are unaffected by the mixing parameter
[113], indicating that obtaining the correct IP/EA is a matter of
describing the band gap properly. Similarly, Alkauskas et al.
[73] showed that the reference levels in the heterostructure
approach, which are the average electrostatic potentials at
each side of the interface, are also unaffected by different
mixing parameters, thus, indicating the need to just properly
account for the band gap in the heterostructure approach as
well.

V. CONCLUSION

The dependence of the structural and electronic properties
of AlGaN alloys on the composition and the atomic ordering
was investigated employing first-principles calculations. Both
standard and hybrid density functionals were used. The in-
vestigated properties include the stability of the alloys, their
band gaps and band offsets, as well as their effective band
structures.

The stability of the alloy in different compositions was
derived by formation energy calculations on all the distinct

atomic configurations that can be modeled in supercells of
up to 16 atoms. Overall, the general concavity of the results
indicated the lack of ground states for the intermediate com-
positions. However, states exhibiting local convexity were ob-
served for x = 0.333, 0.5, and 0.667. Well-mixed configura-
tions were found to yield the lowest formation energies, while
structures exhibiting poor mixing or long-range ordering were
less thermodynamically favorable. Particularly, the formation
energy of the superlattices along the [0001] direction was
influenced by the thickness of the consecutive layers of the
minority cation, with increasing thickness yielding lower for-
mation energy. Yet, relying on the bulk thermodynamics, the
formation of the [0001] superlattices could not be explained,
especially for the intermediate compositions. Instead, we at-
tribute the preference to the [0001] superlattices on surface
phenomena during growth.

The electronic properties of the alloys were significantly
affected by the different types of atomic orderings observed
in the alloys. Well-mixed configurations typically produced
large band gaps, following minimal downward bowing de-
pendence on the composition of the alloy. Specifically, for
the lowest formation energy configurations, the dependence
was linear. On the other hand, poorly mixed configurations
exhibited larger deviations from linearity, causing an increase
in the bowing parameter. Overall, depending on the atomic
ordering, the bowing parameter ranges from zero to large
positive values. Additionally, the atomic ordering affected the
band offsets of the alloys with respect to the pure phases. A
downward deviation from the linear band offset connecting
the pure phases was observed for well-mixed alloys, while
upward deviation was exhibited by poorly mixed configu-
rations. The ionization potentials and the electron affinities
were calculated for the pure phases and good agreement
with previously reported experimental and theoretical data
is observed. Regarding the AlysGapsN alloy, the different
kinds of ordering were found to affect mainly the ionization
potential of the material, hence, the top of the valence band
with respect to the vacuum level. The effective band structures
of the random alloys of compositions x = 0.25, 0.5, and 0.75
were investigated and minimal perturbations were observed
around the I point. Additionally, the shrinking of the width
of the valence band was observed with increasing aluminum
content.
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