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In search for a new generation of spintronics hardware, material candidates for room temperature quantum
spin Hall effect (QSHE) have become a contemporary focus of investigation. Inspired by the original proposal
for QSHE in graphene, several heterostructures have been synthesized, aiming at a hexagonal monolayer
of heavier group IV elements promoting the QSHE bulk gap via increased spin-orbit coupling. So far, the
monolayer/substrate coupling, which can manifest itself in strain, deformation, and hybridization, has proven
to be detrimental to the aspired QSHE conditions for the monolayer. For stanene, the Sn analog of graphene, we
investigate how an interposing buffer layer mediates between monolayer and substrate in order to optimize
the QSHE setting. From a detailed density functional theory study, we highlight the principal mechanisms
induced by such a buffer layer to accomplish quasifreestanding stanene in its QSHE phase. We complement
our theoretical predictions by presenting attempts to grow a buffer layer on SiC(0001) on which stanene can be
deposited.
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I. INTRODUCTION

Quantum spin Hall (QSH) systems are two-dimensional
bulk nonconducting materials featuring topologically nontriv-
ial conducting edge modes, whose stability against external
perturbations is ensured by time reversal symmetry [1,2].
After the first theoretical prediction in graphene by Kane and
Mele [3,4] and the subsequent prediction and experimental
realization in HgTe/CdTe quantum wells [5,6], it became
evident that the small bulk energy gap represents the hardest
obstacle to render QSH materials operative at room tempera-
ture and, as such, relevant to technological applications.

An initial plausible way of increasing the bulk gap is to
enhance the spin-orbit coupling strength of the constituting
atoms. Within the group-IV elements, freestanding honey-
comblike structures made by Si, Ge, and Sn atoms, dubbed
silicene, germanene, and stanene, respectively, were estimated
in theory to exhibit gaps up to 100 meV [7–9]. A realistic
implementation, however, always requires the stabilization of
freestanding 2D layers on a supporting substrate, with no
guarantee that the resulting symmetry breaking keeps the
QSH phase intact. For instance, this detrimental effect to
the QSHE phase is seen when an insulating MoS2 substrate
stabilizes the growth of germanene [10] or a Bi2Te3 template
is used to accommodate stanene flakes [11]. In both cases,
the topological bulk gap does not survive the interaction with
the substrate and either yields a metallic or trivially insulating
monolayer.

By contrast, a constructive effect of the substrate is
observed for bismuthene on SiC [12]. There, the strong
hybridization between the substrate and the Bi π orbitals
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leaves a sizable topological bulk gap of 0.8 eV, highlighting
bismuthene as the first material realization of a QSH system
operable at ambient temperature. Monolayer WTe2 is another
recent example where the interaction between the 2D layer
and the substrate stabilizes the QSH phase by opening a finite
gap, thus avoiding contributions from the bulk material which
may be detrimental to the edge conductivity [13–15].

On the basis of these observations, it is evident that any
meaningful theoretical investigation must properly take the
role of substrates into consideration. With a particular focus
on stanene, several studies have attempted to include these
effects [11,16–19], while only a few of them have considered
technologically achievable, and hence relevant, substrates
[18,19]. Rather, our objective is to address commercial wafers
of wide-gap semiconductors as possible substrate candidates,
in order to follow the motif of reaching proposals that might
allow for the integration of QSH physics into ambient life
devices. SiC(0001) turns out to be a promising way along
this direction [20]. However, dangling bond passivation is a
well-known problem of semiconductor surfaces. The presence
of highly reactive surface charge may be detrimental to the
QSH phase. Recent theoretical investigations proceeded by
removing the effect of the dangling bonds via hydrogen (H)
saturation [18,21]. Despite its modeling efficiency, this cannot
be considered a viable solution, since no evidence of a 2D
material grown on a pure H-saturated surface has so far been
reported in the literature.

For silicene and germanene, several studies report on at-
tempts of reducing the interaction with the substrate [22–27].
Regarding carbon, one monolayer deposited on SiC does not
form graphene, as the symmetries and electronic properties
are destroyed by the strong binding. Moving towards almost
freestanding graphene, one can either grow further carbon
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on this first layer, which in fact takes care of saturating the
dangling bonds, or intercalate “spacers” such as H, Au, or O
between the first layer and the substrate [28–34]. Here, we
explore another possibility, namely realizing the QSH phase
in stanene on SiC(0001) by the insertion of a buffer layer
of group-III and group-V elements. This way, the valence
electrons from the buffer atoms saturate the SiC dangling
bonds, keeping at the same time a favorable lattice match-
ing. The positive effect of the buffer is counterbalanced by
an unavoidable monolayer/substrate hybridization which, as
we will explicate in the following, turns out not to damage
the QSHE under particular conditions, and instead to even
structurally stabilize stanene.

For buckled geometries, as it is also the case for stanene,
a concomitant staggered potential (Semenoff mass [35])
emerges, which for specific buffers is strong enough to prevent
the QSH formation [3]. Via a proper choice of the buffer char-
acteristics, we tune the quantitative impact of the Semenoff
mass term. While our DFT calculations show that on Al, Ga,
In, and Tl, stanene is topologically trivial, we successfully
minimize the detrimental effect of the Semenoff mass through
switching to buffers made of group-V elements. Our calcu-
lations indeed demonstrate that the topology in stanene can
be comfortably stabilized for buffer layers made of P and As
atoms, which might stimulate further experimental progress
along this direction.

II. METHODS

For our theoretical study of stanene on buffered SiC(0001)
we employ state-of-the-art first-principles calculations based
on density functional theory as implemented in the Vienna ab
initio simulation package (VASP) [36], within the projector-
augmented-plane-wave (PAW) method [37,38]. The gener-
alized gradient approximation as parametrized by the PBE-
GGA functional for the exchange-correlation potential is used
[39], as well as different flavors of revised and van der Waals
corrected functionals [40–43], by expanding the Kohn-Sham
wave functions into plane waves up to an energy cutoff
of 300 eV. We sample the Brillouin zone on an 8 × 8 × 1
regular mesh, and if applicable, spin-orbit coupling (SOC) is
self-consistently included [44]. Even though the stanene low-
energy models are extracted by projecting onto Sn pz- and
sp2-type maximally localized Wannier functions (MLWF) by
using the WANNIER90 package [45], we compute the Z2 topo-
logical invariant following the general method by Soluyanov
and Vanderbilt [46] as in the Z2PACK code. That is, without
relying on any precomputed low-energy model, we directly
compute the Wilson loop of the entirely occupied ab initio
spectrum [47]. Phonon dispersions are obtained within the
context of the frozen phonon method [48] as implemented
in the PHONOPY code [49] with a 2 × 2 × 1 supercell (as
explained in the next paragraph, the unit cell consists already
of 3 × 3 SiC and 2 × 2 stanene superstructures).

Each atom from group III and V can saturate three dan-
gling bonds from the SiC surface, either from Si atoms
of the Si-terminated SiC or from C atoms from the C-
terminated SiC, as shown in Fig. 1(b). This requires a minimal√

3 × √
3R(30◦) reconstruction, whose Brillouin zone and

crystal structure are reported in Fig. 1(a). Moreover, a 2 × 2
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FIG. 1. (a) Brillouin zones of
√

3 × √
3R(30◦) SiC (blue), 1 × 1

stanene (black), and 2 × 2 stanene (red), with relative high symmetry
points. (b) Top and side views of the crystalline structure of buffered√

3 × √
3R(30◦) SiC and (c) 2 × 2 stanene/3 × 3 buffered SiC. The

bottom termination of the slab models is artificially passivated by
H atoms. In the top view in panel (c) the colors of the substrate are
intentionally less intense compared to panel (b) in order to emphasize
the hexagonal lattice of 2 × 2 stanene.

hexagonal lattice of stanene (a = 9.28 Å) turns out to have
a good commensuration with a 3 × 3 reconstruction of SiC
(lateral compressive strain ε ∼ 0.62%), suggesting a promis-
ing strain-free overlayer deposition. A 3 × 3 buffered SiC
template ultimately shows at its surface a triangular lattice of
buffer atoms [see Fig. 1(c)].

The large structural reconstructions enforce a folding of
the electronic states into the supercell Brillouin zones, which
map onto the primitive 1 × 1 Brillouin zones as sketched
in Fig. 1(a). It is usually simpler to achieve a transparent
physical description in the latter setting, where the unfolded
band structure readily compares with the freestanding models
when the symmetry breaking induced by the reconstruction is
weak. The unfolding procedure we adopt in this work follows
the lines described in Refs. [50,51].

For the experimental realization of a buffer layer we use
n-doped (0.01–0.03 �cm) Si-terminated 4H-SiC(0001) wafer
pieces. To prepare an atomically smooth, well-ordered sub-
strate surface on large scales, the wafer pieces undergo a
dry-etching process in a helium diluted hydrogen atmosphere
with a flow of two standard liter per minute at 950 mbar
and temperatures around 1200 ◦C for roughly 10 minutes.
Subsequently, the H-terminated SiC(0001) samples [21]
were transferred to the preparation chamber (base pressure
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FIG. 2. LEED image of Al
√

3 × √
3R(30◦) on Si-terminated

4H-SiC(0001) recorded with an electron energy of 40 eV. Hexagons
in red and blue highlight the Al induced

√
3 × √

3R(30◦) and 1 × 1
spots, respectively.

p < 3 × 10−11 mbar) using a vacuum suitcase. Surface qual-
ity was inspected in situ by low-energy electron diffraction
(LEED).

Prior to the epitaxial growth of Al, the H termination of
SiC(0001) has to be removed. This is achieved by heating the
substrate to ∼620 ◦C with a subsequent cooling to ∼350 ◦C
in the Al beam of the effusion cell, to form the Al

√
3 ×√

3R(30◦) lattice, as shown in Fig. 2, where LEED clearly
shows the reconstruction of the commensurate buffer layer.
All samples were heated by direct current and the tempera-
tures were measured pyrometrically.

III. STANENE ON GROUP-III BUFFER

A. Buffer analysis

We consider Al, Ga, In, and Tl as group III elements of
the periodic table, which all share the same s2p1 valence
electronic configuration. It has been shown that Al and other
group III atoms can saturate the (111) surface of a silicon
crystal, inducing a

√
3 × √

3R(30◦) reconstruction [52–55].
The underlying mechanism is that the three Al valence or-
bitals saturate three of the Si surface dangling bonds, which
naturally leads to a

√
3 × √

3 coverage of the Si substrate. By
analogy, and based on the similarities that the SiC electronic
structure shares with Si, we assume here that the deposition
of group-III atoms induces on the SiC surface the same

√
3 ×√

3R(30◦) reconstruction as on silicon. Our theoretical as-
sumption is indeed experimentally proven here for the case of
an Al buffer on SiC. Figure 2 shows a clear

√
3 × √

3R(30◦)
reconstruction (red hexagon) on an underlying 1 × 1 template
(blue hexagon).

The sp3 orbitals of Al on SiC host the three valence
electrons. The fourth one is empty and of spz-type character
and gives rise to an antibonding in-gap state. The resulting
band structures for this type of buffer layers on SiC (Si face)
are shown in Fig. 3(a). The energy position of the antibonding
in-gap state anticorrelates with the bonding distance of the
buffer atom to SiC, as we show in Fig. 3(b). The lighter
the buffer atom the shorter is the resulting distance, with the
concomitant upward level repulsion of the antibonding orbital.
This anticorrelation trend is independent of the SiC termina-
tion, holding both for the Si- and for the C-terminated surface.

In Fig. 3(a), in the case of the Al buffer on the Si face,
in addition to the equilibrium Al-SiC distance dBuf =1.7 Å,
we show the bonding-antibonding in-gap states with pre-
dominant buffer character for two more values of dBuf. If
we lift Al to distances close to those obtained for Tl, the
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FIG. 3. (a) Electronic band structures for group III buffered SiC (top row for Si-face and bottom row for C-face SiC) along the high-
symmetry lines of the

√
3 × √

3R(30◦) Brillouin zone [see Fig. 1(a)]. The colored dots highlight the orbital contribution from the buffer
atom. For Al we additionally show the dependence of the bonding-antibonding in-gap states on the Al-SiC distance dBuf: green corresponds to
dBuf = 2.1 Å, i.e., roughly the same equilibrium distance obtained for Tl, while red corresponds to an exaggeratedly small value dBuf = 1.3 Å.
(b) Anticorrelation of the bonding-antibonding states gap with the distance between the group-III atom buffer layer and the SiC surface, shown
for both substrate terminations (Si and C faces).
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FIG. 4. (a) Evolution of the stanene/Al/SiC electronic band structure at different stanene-Al buffer distances (d = 2.9 Å, 3.4 Å, 4.9 Å,
and 6.9 Å from left to right panels). Red dots highlight the unfolding weight from the 2 × 2 Brillouin zone onto the primitive 1 × 1, while
the violet color code refers to the orbital contribution from the buffer atoms. (b) Behavior of the Z2 topological invariant close to the critical
transition distance dcr. (c) Zooms around the K point across the topological transition. Red and blue colors refer to orbital character from top
and bottom Sn atoms, respectively. In the inset we report a three-dimensional view of the spin texture. The in-plane Sx and Sy components are
negligible compared to the out-of-plane Sz component.

bonding-antibonding states are located at a very similar po-
sition with a comparable gap � (green curve). On the other
hand, by pushing the buffer artificially close to SiC (dBuf =
1.3 Å, red curve), � increases, with the antibonding state
merging into the SiC conduction band. This evidences a rather
weak dependence of the buffer states on the atomic species,
proving that they instead decisively depend on dBuf.

The energy position of the antibonding buffer level, and in
turn the excitation gap, affect the strength of the hybridization
when we add the stanene monolayer on top: The larger the
gap of the SiC+buffer system is, the more strongly the buffer
(conduction and valence) states hybridize with SiC. This
implies that for a large �, the corresponding buffer states
penetrate more pronouncedly into the bulk, and their surface
localization is reduced. Stanene will hence be less affected in
this situation. In the opposite case of a narrow gap, with buffer
states situated at low energies, these have more weight at the
surface and we expect sizable interaction effects between the
buffer and stanene. A further important consequence is that
top and bottom Sn atoms of the buckled inversion-breaking
geometry have significantly distinct energy levels, as they are
differently exposed to a strong interface potential. In Sec. IV
we are going to show explicitly that this directly translates into
the presence of a staggered potential term (Semenoff mass).

This is known to be detrimental to the QSH phase, as it tends
to compete with the second-nearest neighbor SOC [3].

B. Group-III buffered SiC + stanene

We now analyze the behavior of stanene, in particular its
geometrical and its topological properties, when deposited
on the group-III buffer layer. For the sake of clarity, we
derive most of the following conclusion by focusing on the
specific case of the Al buffer on SiC. The main purpose is
to understand the physical mechanisms behind the interaction
between stanene and the buffered substrate. With this in mind,
we monitor the evolution of the electronic band structure
of stanene as its bonding distance is artificially tuned from
an unrealistically large value down to the equilibrium one
deq ∼ 2.9 Å [see Fig. 4(a)]. The 2 × 2 structure reconstruction
induced by the lattice commensuration leads to band foldings
[50]. When the stanene-substrate distance is large enough to
reduce the hybridization effects and the Coulomb interaction,
we recover the freestanding stanene electronic properties. By
unfolding the stanene band structure from the 2 × 2 Brillouin
zone into the primitive 1 × 1, we can directly compare with
the results of the freestanding description [8]. The reduction
of the distance towards the equilibrium geometry and the
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TABLE I. Summary of the DFT results obtained for buffer layers
made of group III elements (for a geometry of stanene with preserved
hexagonal symmetry). Si and C refer to the silicon and carbon
terminated SiC, respectively. �EK is the stanene energy gap at the
K point. The dash symbol indicates that the system is metallic.
dBuf, d , and δ are the buffer layer-SiC distance, the stanene-buffer
distance, and the buckling height, respectively. λv and 3

√
3λSO are

the Semenoff mass and the effective SOC entering the Hamiltonian
at the K point as given in Eq. (3), respectively. We also report the
values of the Z2 invariant, even though in the case of group III this is
always 0 at d =deq. The calculations are performed within GGA-PBE
[39]. In the trivial Z2 =0 phase, �EK = 2[λv − 3

√
3λSO].

Al Ga In Tl

Si
�EK (meV) 56 66 60 63

dBuf (Å) 1.7 1.8 2.0 2.2
d (Å) 2.9 2.9 3.0 3.1
δ (Å) 0.44 0.48 0.48 0.48
Z2 0 0 0 0

λv (meV) 49 58 50 52
3
√

3λSO (meV) 21 25 20 21

C
�EK (meV)

dBuf (Å) 1.3 1.4 1.8 2.1
d (Å) 2.8 2.8 3.0 3.1
δ (Å) 0.44 0.48 0.48 0.48
Z2

concomitant interaction causes the opening of hybridization
gaps in the stanene band structure. Along with it, we find
a distribution (spread) of stanene character over the Al/SiC
electronic states. When the distance becomes smaller than
the critical value dcr ∼ 3.2 Å, we observe a switching of the
Z2 invariant from 1 to 0 [Fig. 4(b)]. This evidence marks
the transition from freestandinglike topologically nontrivial to
topologically trivial stanene, at least within GGA framework.
As we will see in the following, the same mechanism leads to
a different outcome in the case of group V.

A change in the topological invariant can only occur
through an inversion of the bulk gap [1,2]. This evolution is
indeed what we observe and show in Fig. 4(c). First of all, the
breaking of the inversion symmetry induced by the presence
of the substrate removes the band degeneracies at the K
points. This effect goes under the name of valley-contrasting
physics, or valleytronics, and is a well-known property of
gated graphene and transition metal dichalcogenides [56,57].
The gap closure is accompanied by a change in the sublattice
character of the bands. In fact, in the topological (trivial)
phase, the contribution from the bottom Sn (top Sn) atom
dominates the valence band maximum and vice versa for the
conduction band minimum. The closure of the gap occurs

through a linear Dirac-like band touching where the sublattice
character is equally mixed, as highlighted by the brownish
color of the linear branches in the middle panel of Fig. 4(c).

In the next section, we will establish an analogy with the
topological transition as described by the Kane and Mele
model [3] and analyze the quantitative role of the Semenoff
mass. Note that the trend observed here for stanene on Al/SiC
is common to all the group-III buffer setups, regardless of the
SiC termination (see Table I). As shown in Fig. 3(b), it holds
that the heavier the buffer atom deposited on SiC, the smaller
the bulk gap. For this reason, the most favorable group-III
buffer for growing quasifreestanding stanene is Al. The latter
leads, however, to a topologically trivial configuration for
stanene, demonstrating how going downwards in the “triels”
group of the periodic table is not a promising approach to
obtain Z2 =1.

IV. ROLE OF THE SEMENOFF MASS

Interpreted within the framework of the Kane and Mele
model [3], our tight-binding Hamiltonian reads

H = t
∑
〈ij〉,α

c
†
i,αcj,α + iλSO

∑
〈〈ij〉〉,αα′

νij c
†
i,αsz

αα′cj,α′

+ iλR

∑
〈ij〉,αα′

c
†
i,α (s × d̂ij )zαα′cj,α′

+ λv

∑
i,α

ξic
†
i,αci,α, (1)

where the first is a nearest neighbor hopping term on the hon-
eycomb lattice and the second a mirror symmetric SOC one
(here νij ûz = (2/

√
3)(d̂1 × d̂2) where d̂1,2 are unit vectors

along the two bonds from site j to site i, and ûz is a unit
vector perpendicular to the stanene plane), and s are the Pauli
matrices for the electron spin. The third term is a nearest-
neighbor Rashba coupling due to a perpendicular electric field
or to an interaction with a substrate and the last term sets the
staggered potential (Semenoff mass) λv (ξi = ±1 depending
on the sublattice). The latter differentiates the on-site energies
of the two atoms constituting the bipartite honeycomb lattice.
Without the Rashba term, the momentum-space Hamiltonian
assumes the form

H (k) = t (1 + 2 cos x cos y)�1 − 2t cos x sin y�12

+ λSO(2 sin 2x − 4 sin x cos y)�15 + λv�2 (2)

with x = kxa/2 and y = √
3kya/2 (a being the hexagonal

unit cell lattice constant, i.e., 〈ij 〉 = a/
√

3), �1 = σx ⊗ s0,
�2 = σz ⊗ s0, and �5 = σy ⊗ sz three of the five Dirac ma-
trices with σi describing the sublattice degree of freedom
and �ab = [�a,�b]/2i. At the K point, the Hamiltonian is
diagonal in the sublattice basis A↑, B ↑, A↓, B ↓:

⎡
⎢⎢⎢⎢⎣

λv − 3
√

3λSO 0 0 0

0 −(λv − 3
√

3λSO) 0 0

0 0 λv + 3
√

3λSO 0

0 0 0 −(λv + 3
√

3λSO)

⎤
⎥⎥⎥⎥⎦

. (3)
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The two ↑ and the two ↓ eigenvalues with smaller and
larger splitting, respectively, give a perfect account of the
four bands visible in the actual DFT calculation [Fig. 4(c)].
The matching between the DFT result and the Kane-Mele
model can be pushed further upon comparing the sublattice
character of these four eigenvalues and its evolution with d.
We define dcr as the distance at which the two lowest-lying
DFT eigenvalues touch each other. For d < dcr the character
of both the uppermost eigenvalues is on one sublattice, namely
the one corresponding to the bottom Sn atom, while both
eigenvalues in the valence band belong to the top Sn. For
d > dcr the sublattice character at the K point is instead
interchanged, a situation which in the mapping onto the Kane-
Mele is obtained in the QSH phase for values of the Semenoff
mass λv < 3

√
3λSO [3]. In the topological phase with inverted

sublattice character, the lattice site with the highest on-site
energy (+λv) contributes to the valence band maximum at K,
at odds with the trivial atomic limit.

Let us note that the inversion of sublattice character is
well defined only at the K and K′ points, where the Kane-
Mele Hamiltonian is diagonal in the original basis. A suitable
definition of the character over the whole Brillouin zone can
be obtained by rotating the Kane-Mele Hamiltonian at each
k point in the basis of the eigenvectors of (2) calculated at
λSO = 0. At the � point, for instance, the Kane-Mele model is
made of two identical 2 × 2 blocks, with ±λv on the diagonal
and 3t between the A and B sites. Going away from the
� point and continuing to use the “bonding”-“antibonding”
basis defined above, the SOC acquires off-diagonal elements
which mix the “bonding”-“antibonding” eigenvectors ap-
proaching K and K′ leading to the inversion at the topological
phase transition.

So far we have discussed the qualitative correspondence
between the Kane-Mele model and the DFT results. Now,
we make a more quantitative comparison by estimating the
Semenoff mass and SOC term via a fit of the DFT eigenvalues
at the K point with the analytic expressions given in Eq. (3).
For the Al buffer, at deq, we extract a difference between the
pz onsite energies of the top- and bottom-Sn atoms of 2λv =
0.098 eV. The highest levels belong to the bottom Sn atoms
that feel the buffer layer stronger than the top ones and are
hence pushed up in energy. In the Kane-Mele Hamiltonian λSO

represents a nonlocal term which accounts for the coupling
of orbitals with parallel spin on the same sublattice. How-
ever, a finite buckling angle introduces a nonvanishing local
contribution to the SOC [58]. We estimate that, in stanene on
Al/SiC, 3

√
3λSO ∼ 21 meV. Therefore, the relationship λv >

3
√

3λSO holds for stanene on the Al buffer at the equilibrium
distance, confirming the trivial ground state found in our DFT
computations. As can be inferred from Table I, the same
relationship holds for all the investigated group-III buffers.

Let us briefly comment on the quantitative estimate of the
Semenoff mass: An alternative way of extracting the staggered
potential is from the difference of the pz-local levels of the
two sublattices via a Wannier projection of the DFT band
structure. In order to get a satisfactory agreement with DFT,
the projection must contain all the p orbitals of tin as well as
orbitals from the buffer atoms. This means that the resulting
Wannier Hamiltonian is defined on a much larger Hilbert
space than the one of the Kane-Mele model, which assumes

one single orbital per site. To directly connect to λv , one
would have to further downfold the Wannier Hamiltonian onto
a pz-type low-energy model. A direct projection onto such
a minimal model, however, turns out to yield a poor corre-
spondence with the DFT bands. Furthermore, there is another
argument in favor of an extended local basis, namely that
this allows us to disentangle hybridization effects stemming
from the buffer. As described above, we adopt the simpler
procedure based on the fit of the DFT eigenvalues at the K
point to the analytic results of Eq. (3).

In the previous analysis, we have neglected the Rashba
coupling in Eq. (1). The presence of a finite λR mixes the ↑
and ↓ blocks of the Hamiltonian breaking the conservation of
the z component of the spin. Moreover, a chiral spin texture
appears around the K point. We checked that this effect is
negligible, as shown in the inset to Fig. 4(c), proving that
our assumption λR =0 is justified and does not affect the
qualitative arguments given above. Let us additionally note
that, as recently demonstrated, the impact of the Rashba
coupling in 2D superstructures can be reduced by a proper
choice of the lattice commensuration [59].

V. STANENE ON GROUP-V BUFFER

Equipped with the microscopic understanding gained in
the previous section of the mechanism responsible for the
topological transition in stanene on the buffer layer, we shall
now address the key question of our study: how to realize
quasifreestanding topologically nontrivial stanene. From our
analysis of group III, we have learned that the buffer in-gap
states have to stay as far as possible away from EF and, at
the same time, the Semenoff mass term must be minimized.
To limit the detrimental effect of these antibonding states, the
corresponding bonds ought to be saturated. Two more valence
electrons in the buffer exactly serve this purpose, offered by
the p shell of group-V atoms.

In Fig. 5(a) we compare the density of the states (DOS)
and band structure of Al/SiC and P/SiC (C face). From the
comparison between the group-III and V buffer it is clear
that our expectation of the quenching of the antibonding state
is fulfilled: For group V we indeed observe a chemically
inert lone pair characterized by a pronounced s-type orbital
character [see inset in Fig. 5(a)]. This is located around
10 eV below the Fermi level, leaving as a consequence more
“room” within the gap for an interference-free positioning of
the stanene layer. Thanks to the reduced monolayer/substrate
interaction, the induced Semenoff mass is indeed smaller. This
is illustrated in Table II, where we summarize our results for
stanene on group-V buffer/SiC substrates. All the calculated
values of λv are sensibly reduced compared to the ones
reported in Table I. Furthermore, contrary to group III, in the
case of group V buffers the hexagonal symmetry of stanene
is preserved during the relaxation, reflecting the much weaker
hybridization strength.

Before moving to the analysis of the resulting electronic
properties, we turn our attention to the nature of the bonding
between stanene and the buffer layer. To this purpose, in
Fig. 5(b) we show the binding energies of stanene on Al (left
panel) and P (right panel) buffer/SiC within different levels
of sophistication, explicitly including long-range dispersion to
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FIG. 5. (a) Buffer resolved density of the states and band structure of Al/SiC and P/SiC (C face hereafter in this caption), respectively.
The dots in the band structure highlight the orbital weight of buffer atoms. In the inset, the charge distribution projected on the states forming
the lone pair around 9 eV of binding energy for P/SiC is shown. (b) Binding energy curves for stanene on Al Si-terminated SiC (left panel)
and on P C-terminated SiC (right panel) with and without different flavors of van der Waals corrected functionals (PBE [39], PBEsol [40],
VDW1 [41], VDW2 [42], VDWopt [43]). The black dashed lines are guide to the eye to track the evolution of the equilibrium distance within
the tested approximations. (c) band structure (with VDW1 van der Waals correction) of 2 × 2 stanene on P/SiC with the red dots referring
to freestanding stanene in the primitive 1 × 1 structure. (d) Phonon spectra of freestanding stanene (leftmost panel) and stanene on P/SiC at
the 3.9 Å PBE (central panel) and 2.9 Å VDW1 (rightmost panel) equilibrium distances. The color code refers to pure P/SiC (blue) and pure
stanene (red) contributions to the phonon modes.

account for van der Waals interactions. The difference in the
two behaviors suggests a distinct nature of the bonding. While
on group III buffer/SiC van der Waals corrections do not
change qualitatively the equilibrium geometry of stanene, a
sizable reduction of the equilibrium distance occurs for group
V buffer/SiC. Such an evidence hints at a strong covalent
nature of the bonding on the group-III buffer, as a result of
the hybridization between stanene and the antibonding in-gap
state. On the other hand, the inert lone pair prevents from any
form of chemical bonding, leaving room for the predominance
of the van der Waals interaction.

The band structure of stanene on C-terminated P/SiC at the
van der Waals equilibrium geometry is shown in Fig. 5(c). The
Dirac physics around the K point resembles to a large extent
the one of freestanding stanene [8]. Our conclusion is further
substantiated by the explicit computation of the Z2 invariant
(not shown), where a Kramers’ pair switching indicates the
nontrivial topological nature (Z2 = 1) [46].

Our calculations reveal that P and As buffer atoms on
C-terminated SiC are ideal templates to host stanene in the
QSH phase. The high electronegativity of carbon plays an im-
portant role. The resulting strengthening of the bonding of the
buffer atoms to the substrate, and in turn of the hybridization
between the in-gap bands and the continuum of SiC electronic
states, sets favorable conditions for a topological ground state.
We predict stanene to be a QSH on Bi as well, but it is likely
that Bi on SiC prefers the 2/3 coverage, as recently reported
in the case of bismuthene/SiC [12]. Stanene on Sb/SiC is
right at the verge of the topological transition, being the gap
at the K point not larger than ∼1 meV. The configurations
on the other termination of SiC are instead metallic and
in the cases of P and As, also highly distorted. Being less
electronegative than C, Si attracts less negative charge from
the buffer atoms compared to what C does, resulting in turn in
a larger SiC/buffer distance dBuf (see Table II). This confirms
that the C face, in combination with group-V buffer layers,
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TABLE II. Same as Table I but for buffer layers made of group-V
elements. The column on the left refers to Si face or C face of the
SiC substrate. The asterisk (*) in the entries of δ indicates that the
stanene low-buckled hexagonal geometry is not preserved anymore
and it is not possible to define a buckling parameter. The calculations
are performed within the VDW1 framework [41]. In the topological
Z2 =1 phase, �EK =2[3

√
3λSO − λv].

P As Sb Bi

Si
�EK (meV)

dBuf (Å) 1.8 2.0 2.1 2.2
d (Å) 1.9 1.7 3.0 3.2
δ (Å) * * 0.40 0.43
Z2

C
�EK (meV) 13 34 1 13

dBuf (Å) 1.2 1.4 1.6 1.8
d (Å) 2.9 3.0 3.2 3.2
δ (Å) 0.43 0.42 0.42 0.42
Z2 1 1 1 1

λv (meV) 16 6 19 10
3
√

3λSO (meV) 23 23 19 17

offers the ideal degree of hybridization to host stanene without
spoiling the QSH phase.

Having assessed the possibility to achieve a topological
ground state for stanene, an important issue is yet to be
addressed. It is known that freestanding stanene as predicted
in Ref. [8] is not dynamically stable in the low-buckled
(LB) geometry of interest here [60]. This instability is a
consequence of negative phonon frequencies that the flexural
ZA mode has along the �-K and �-M directions, as shown
in the leftmost panel of Fig. 5(d). The origin of negative
frequencies is ascribed to the weak π -π bonding of LB
stanene that fails to stabilize a buckled configuration. It is
interesting to note how a dumbbell (DB) stanene configuration
has been theoretically proposed to be stable and topologically
nontrivial on a variety of different substrates [60]. At odds
with LB stanene, however, in DB stanene the band inversion
induced by the SOC occurs at the � point, and the Dirac-like
physics at the K point is irredeemably spoiled.

The substrate engineering based on our buffer strategy
turns out to be decisive to stabilize stanene in the LB con-
figuration. As shown in the central and rightmost panels of
Fig. 5(d), the interaction with the substrate reduces the nega-
tive phonon frequencies, eventually ending up in a stable con-
figuration at the van der Waals equilibrium distance. In such a
configuration, all the frequencies of phonon modes associated
to stanene are positive. The small still imaginary frequencies
in the long-wavelength q → 0 flexural acoustic ZA mode
is a well known artifact that is not related to a structural
instability [61–63]. The stabilization of the ZA phonon mode
via interaction with the buffer is a result of the very nature of
this mode, which in atomically thin systems involves a vertical
bending of the layer, i.e., a flexural mode in the direction of
the substrate. We cannot exclude at this point a high-buckled
(HB) configuration of stanene, since it has been reported that

for freestanding tin and lead monolayers, a metallic HB phase
is energetically favorable against the LB one [64]. However,
we stress again here that the role of the substrate, within the
concept we propose in this work, is pivotal to accomplish a
quasifreestanding LB phase, which is dynamically stable but
still retains a QSH physics at the K point.

VI. CONCLUSIONS

Through a systematic first-principles analysis we have
unveiled the mechanisms underlying the delicate QSH for-
mation in stanene grown on a SiC(0001) substrate and how
these growth conditions can be fundamentally improved by
an appropriate buffer between substrate and monolayer. We
followed the guiding principle that a technologically relevant
substrate is crucial for any future integration of QSH systems
in novel spin-based devices. SiC distinguishes itself as one
of the most promising substrate candidates; we have accom-
plished a substrate engineering mechanism that employs a
buffer layer for the saturation of the substrate dangling bonds.
We have further revealed the microscopic processes that are
deleterious to the formation of the topological phase, owing
to the electronic hybridization between the substrate and the
stanene monolayer. Combining these insights, we predict a
stable QSH phase of stanene in the four cases of group-V
buffered SiC.

By analyzing the hybridization between the stanene layer
and the buffer, and by mapping the full ab initio Hamiltonian
onto a generalized effective Hamiltonian including a stag-
gered potential (Semenoff mass term), we show that some
buffer layers are more suitable than others to protect the QSH
formation in the monolayer. The strategy we follow then is
to minimize the detrimental staggered potential by choosing
such atoms which have their bonding and antibonding states
energetically far away from the chemical potential. This leads
us to concrete suggestions for promising buffer materials, in
particular the use of group-V elements (P and As).

Note that our theoretical study only establishes a lower
bound to the potential range of parameter space in which
the QSH phase in stanene might be stabilized by proper
substrate engineering. This is because our DFT approach
utilizes the GGA approximation, which, due to the prohibitive
size of the reconstructions we considered, would be extremely
time consuming to replace it by alternative procedures. The
use of GGA suggests that a ∼20% underestimation of the
antibonding states energy position is possible [see Fig. 3(a)]
and that some of the trivial configurations we have found
(Tables I and II) are in fact still in the QSH domain. In
terms of an explicit analysis of the buffer-assisted growth of
stanene on SiC, we reported a detailed LEED pattern (Fig. 2)
demonstrating a

√
3 × √

3R(30◦) reconstruction of SiC after
Al deposition. Together, our efforts constitute promising steps
towards the accomplishment for the realization of quantum
spin Hall candidate materials through buffer engineering.
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