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Concentration dependence of interdiffusion in aluminum-rich Al-Cu melts
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We present measurements and ab initio molecular dynamic simulations of interdiffusion in aluminum-rich
Al-Cu melts for concentrations up to 30 at. % copper. To obtain accurate data, a combination of x-ray
radiography and shear-cell technique is used, including an experiment in microgravity. Interdiffusion coefficients
between 5.3 and 3.2 × 10−9 m2/s at 973 K are found experimentally with a slight decrease with increasing Cu
concentration. Results from ab initio molecular dynamic simulation at 1000 K show a decrease of interdiffusion
coefficients with the same slope at slightly higher values. Using Darken’s equation to discuss the relation between
self-diffusion and interdiffusion, we find the cross-correlation term S to be around unity by simulation and
experiment.
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I. INTRODUCTION

Diffusion in general describes the long-range transport of
particles by random motion due to their thermal energy. In
liquid alloys, diffusion impacts the formation and evolution
of the microstructure during solidification [1–3]. This makes
diffusion coefficients in the melt an important parameter in the
simulation and design of cast alloys.

Al-Cu has been established as a model system on which
numerous studies were performed regarding the solidification
behavior [4–7], its thermophysical properties [8–10], and the
structure of the melt [11,12]. Furthermore, Al-Cu exhibits pro-
nounced x-ray contrast, facilitating the application of in situ
measurement techniques.

In multicomponent alloys, chemical diffusion or interdiffu-
sion is distinguished from self-diffusion. Chemical diffusion
is measured by studying the evolution of a concentration
gradient. It is driven by differences in the chemical potential.
Self-diffusion describes the long-range transport of a single
tagged particle driven by entropy. It can be measured by
studying the spreading of an isotope accumulation.

Conventionally, diffusion coefficients are measured ex situ
by the long-capillary technique where two rods of different
concentrations or different isotope contents are brought to-
gether in a thin tube. The samples are annealed at the desired
temperature and the concentration or isotope distribution is
analyzed after solidification. The diffusion coefficient is de-
rived from this distribution according to Fick’s law. However,
the concentration or isotope distribution can be altered during
melting and solidification as well as by convection due to
buoyancy or free surfaces (Marangoni convection) [13–16].

In recent years new methods have been developed to over-
come or reduce these effects. Self-diffusion can be accurately
measured by quasielastic neutron scattering (QENS) for many
liquid metals and alloys [17]. In the hydrodynamic limit,
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self-diffusion is related to the width of the incoherent,
quasielastic signal of the dynamic structure factor. For alloys
in which the incoherent part arises mainly from one element,
the self-diffusion coefficient of this element can be derived.
Because QENS probes the diffusion on an atomic length scale
and on a picosecond time scale, its results are unperturbed by
convection [18].

For the measurement of interdiffusion in liquid alloys, the
combination of the long-capillary technique with x-ray ra-
diography (XRR) greatly improved process control [19]. The
diffusion process is thus studied space- and time-resolved.
One time-resolved measurement by XRR corresponds to a
series of ex situ measurements with different diffusion times.
As the diffusion process is studied in situ, changes of the
concentration profile during solidification do not affect the
measurement. Space-resolved information allows for ana-
lyzing parts of the sample separately to reveal convection
rolls [13]. Furthermore, free surfaces, which can provoke
Marangoni convection in the sample, can be detected and
affected measurements are excluded from analysis. As in
classical long-capillary setups, the denser alloy is placed at
the bottom and the convective flow is reduced by choosing a
small sample-diameter [6,15].

Molecular dynamic simulation is a powerful tool to study
various material properties and to extend knowledge be-
yond the experimentally accessible range. Results of classical
molecular dynamic simulations may differ depending on the
potential used [20]. These potentials can be optimized to
describe melt properties using more accurate diffusion coef-
ficients in the liquid which was shown using the example of
liquid titanium [21]. On the other hand, ab initio molecular
dynamics (AIMD) provides a very accurate tool to study
consistently structural, dynamic, and electronic properties of
a large variety of materials, including metallic systems [22].
This technique has proven to be particularly well suited for
the study of liquid alloys and their evolution as a function of
concentration, as it is able to take into account specificities of
electronic structures through the density functional theory.
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Our first objective is to resolve the problem of the evolution
of interdiffusion with concentration in liquid Al-Cu alloys
since there is a controversy in the results by different research
groups. The goal is achieved by using AIMD and obtaining
refined measurements of interdiffusion.

To measure interdiffusion in aluminum-rich Al-Cu melts,
we use an advanced setup which combines the linear shear-
cell technique [23,24] and XRR. In a shear cell, rod-shaped
samples of different concentrations are melted separately.
When the desired temperature is reached, samples of two
different concentrations are brought into contact by a shear
movement of part of the sample holder. This gives the ob-
served diffusion process a distinct starting point and avoids
disturbances due to the melting process, e.g., segregation. The
movement is done with a low velocity in order to minimize
shear convection [25].

To exclude buoyancy-driven convection from the diffusion
measurement, selected samples were additionally measured
under microgravity (μg). For these experiments the same
combination of x-ray radiography and shear-cell technique
was implemented aboard the sounding rocket MAPHEUS.

To further verify the reliability of the measurement re-
sults, interdiffusion experiments with the diffusion couple
Al90Cu10-Al85Cu15 were conducted in a classical shear cell
[26]. In this approach the samples are melted separately,
brought into contact by a shear movement, annealed for a
defined time, and finally separated into several sections before
freezing the sample. This procedure prevents changes in the
concentration profile due to solidification. The sections are
analyzed ex situ by atomic absorption spectroscopy.

The interdiffusion coefficient DAB in a binary liquid alloy
A-B is related to the self-diffusion coefficients DA and DB via
the equation [27]

DAB = S�(cADB + cBDA). (1)

Here, cA and cB are the atomic concentrations of A and B, �

is the thermodynamic factor, and S describes the influence of
cross-correlations. In the microscopic description presented in
Ref. [27], the factor S is due to distinct velocity correlation
functions. For alloys with chemical short-range order that
show a mixing tendency, S is expected to be below unity
[27,28]. For S = 1, Eq. (1) reproduces Darken’s equation
[29], which is an approximation based on thermodynamic
considerations.

The factor S has recently been studied by experiments and
simulations in liquid Al-Ni and Ni-Zr [30–33]. These alloys
show chemical short-range order and a tendency for mixing.
Our second objective is to further elucidate the connection
between S and the mixing tendency of liquid alloys.

II. METHODS

A. Experimental details

For the x-ray shear-cell experiment, sample materials with
Cu content between 0 and 30 at. % were prepared from the
pure elements (Al, 99.999% Cerac; Cu, 99.995%, Alfa Aesar)
by inductive melting in a cold crucible under a purified argon
atmosphere. From each alloy, rods of 1.2 mm in diameter
were prepared by arc melting and suction casting into a water-
cooled copper mold under a purified argon atmosphere. The

capillaries containing the samples have a diameter of 1.3 mm
and a total length of 15 mm. At one end of the capillary, a
reservoir containing the same alloy is provided. The material
in the reservoir is needed for volume compensation during
melting to ensure complete filling of the capillaries.

The furnace itself is made of high-purity graphite (Mersen
2120 PT) which is high-temperature stable, is x-ray trans-
parent, and shows no reaction with the sample material. It
is heated by a resistance heater made of molybdenum wire
and thermally insulated by graphite foam. The whole setup
is placed inside a vacuum chamber where the pressure stays
below 2 × 10−3 mbar during the measurement. Details of the
furnace setup are described in Ref. [34]. To avoid segregation
during melting, samples are heated in a horizontal position
and turned to a vertical position when the measuring temper-
ature of 973 K is reached.

For x-ray imaging a Viscom XT9160-TED microfocus
transmission x-ray source with a tungsten target is used. It is
equipped with an aperture plate with a pinhole of 0.8 mm in
diameter to reduce stray radiation and is operated at 100 kV
and 15 W. The x-ray detector is a Shad-o-Box 2048 by Rad-
Icon with a 14-bit dynamic range and 48-μm pixel size. The
positions of the x-ray source, the sample, and the detector
result in an effective pixel resolution of about 25 μm. The
x-ray images are continuously recorded using an exposure
time of 2 s.

The gray values are extracted from the x-ray images and
averaged over the width of the sample using the program Im-
ageJ. The gray values are then converted to Cu concentrations
as described in Ref. [19] using the ends of the capillary, where
the initial concentration remains unaffected, as references.
Additionally, the left, center, and right parts of each capillary
are analyzed separately in order to detect possible convection
rolls and to estimate the uncertainty of each measurement
[13].

For every point in time t the obtained concentration profile
c is fitted using the solution of Fick’s second law for two semi-
infinite rods with initial concentrations c1 and c2 [35]:

c = c1 + c2

2
+ c2 − c1

2
erf

(
x − x0√
4DABt

)
. (2)

Here, x0 denotes the center of the diffusion profile and erf
denotes the error function. The term

√
4DABt is also called the

diffusion length L with DAB being the diffusion coefficient.
Figure 1 shows the concentration profiles of one diffusion
couple at different times as an example for measurements
carried out on the ground [panel (a)] and aboard the sounding
rocket MAPHEUS [panel (b)]. Due to a necessary gap in the
outer part of the crucible, data points in the middle of the
concentration profile cannot be displayed. At the earlier point
in time, the concentration profile resembles a step function.
At the later point in time it has become wider as diffusion
progressed. The concentration profiles are well described by
the fit function, Eq. (2), shown as a red (gray) line. The
squared diffusion length L2 = 4DABt gained from this fit is
plotted against time. It shows a linear dependence on time
as can be seen in Fig. 1. The Data of the first 20 s are
excluded from analysis because of possible perturbations from
the shear movement. The diffusion coefficient is then derived
from a linear fit by dividing its slope by 4. Additionally, the
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FIG. 1. Concentration profiles at two different times as obtained
(a) from laboratory experiment and (b) aboard the sounding rocket
MAPHEUS-5. Fits with Eq. (2) are shown as red (gray) lines. The
gap in the middle of the concentration profile is due to a necessary
gap in the outer part of the shear cell. The insets show the squared
diffusion length L2 derived from the concentration profiles as a
function of time and a linear fit to the data.

left, center, and right parts of each capillary are analyzed
separately. In cases where the diffusion coefficients from
these parts differed by more then 15%, the measurement is
discarded. In these cases we assume that perturbations would
have affected the measurement.

To exclude disturbances of interdiffusion measurements
by buoyancy, three diffusion couples (Al90Cu10-Al85Cu15,
Al85Cu15-Al80Cu20, and Al80Cu20-Al75Cu25) were processed
aboard the sounding rocket MAPHEUS-5. It provides a mi-
crogravity level better than 10−4 g. To ensure comparable
conditions on the ground and in microgravity, the same shear-
cell setup in combination with x-ray radiography was used.
Owing to the necessary compact design of the x-ray source, it
was operated at 70 kV and 10 W. The samples were already

FIG. 2. Concentration profile as obtained from laboratory exper-
iment using the ex situ shear cell [26]. A fit with Eq. (2) is shown as
a red (gray) line.

liquid before lift-off. When the samples were homogeneous
and a stable temperature was reached, the two parts of each
diffusion couple were brought into contact by the shear move-
ment and diffusion was recorded for 80 s in microgravity.
Due to problems in the heater control, the temperature of the
crucible was increased by 3.9 K during this time. Changes in
temperature favor temperature differences which may cause
convection. In two samples bubbles appeared close to the
contact plane. A bubble in a concentration gradient will
lead to convection due to differences in the surface tension
(Marangoni convection). One of these samples cannot be
analyzed, the other one yields a diffusion coefficient which is
a factor 1.5 higher than the values obtained on the ground. In
the third diffusion couple, only a small bubble far away from
the contact plane was present and did not change its position.
Such a bubble will not affect the measurement [13]. This
measurement is therefore included in the discussion. Besides
the 1 g and μg XRR experiments, three diffusion couples
Al90Cu10-Al85Cu15 were processed at 973 K in a graphite ex
situ shear cell. Samples were melted separately in a horizontal
position. After time for homogenization, the setup was moved
into a vertical position and the samples were brought into
contact. The diffusion couples had a total length of 90 mm and
were processed for 7200 s. This ensures a sufficient spread
of the concentration profile while leaving the concentration
at the capillary ends unchanged. Therefore the assumption of
two semi-infinite rods in the analysis is valid. The samples
were divided into sections of 3 mm in length before cooling.
Further details of the setup are given in Ref. [26].

The concentration of the solidified sections were analyzed
by atomic absorption spectroscopy. This concentration profile
was fitted with Eq. (2) as shown in Fig. 2 and the interdif-
fusion coefficient was derived from the obtained diffusion
length and the known diffusion time. The results of the three
measurements agree with each other. For further discussion,
the average value is used.
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B. Computational details

The AIMD simulations of liquid Al-Cu alloys with copper
concentrations of 10, 20, and 30 at. % were taken from our
preceding work [36]. An additional simulation has been per-
formed in the present work for concentration 25 at. %. All the
simulations were performed within the Vienna ab initio sim-
ulation package [37] with projected augmented plane-waves
with a cutoff of 270 eV, using the local density approximation
to describe exchange-correlation effects [38,39]. A total of
256 atoms arranged in a cubic simulation box with standard
periodic boundary conditions has been considered with only
the � point to sample the Brillouin zone. We have shown
that such approximations reproduce correctly the structural
and transport properties of liquid aluminum [40] as well as
Al-Cu liquid alloys [36]. Additionally, we mention that for
these systems the generalized gradient approximation leads to
overstructuring effects and a lower self-diffusion coefficient
with respect to experiments. The numbers of Al and Cu atoms
were chosen to reproduce the desired composition and the
volume of the box was fixed to reproduce the experimen-
tal densities [8]. The molecular dynamics simulations were
carried out by integrating numerically Newton’s equations of
motion using Verlet’s algorithm in the velocity form, with a
time step of 1.5 fs within the NVT ensemble by means of
a Nosé thermostat to control temperature. For all composi-
tions, the liquid samples were first simulated at a temperature
well above the one studied, namely 2500 K during 30 ps to
reach thermal equilibrium, and cooled down at a rate of 3 ×
1012 K/s to the desired temperature of 1000 K. The pressures
calculated in the simulation cell do not exceed 0.9 GPa with
a typical fluctuation of 1.2 GPa. After reaching the target
temperature, the run was continued for an equilibration period
of 30 ps followed by an 80-ps production time during which
the self-diffusion and interdiffusion were calculated. Such a
simulation time is sufficiently long for performing accurate
statistics but does not exceed the time for which finite-size
effects could occur due to the smallness of the simulation
box.

The self-diffusion coefficients were determined from the
well-known Green-Kubo time integral of the velocity au-
tocorrelation function for each species. The interdiffusion
coefficients were calculated by means of the concentration
current-current correlation function, expressed in terms of the
Al velocities, and integrated using the Green-Kubo formalism.
This is equivalent to taking the Cu velocities however the
choice of Al is made to have better statistics, since Al is
the majority type of atom for all concentrations used here.
It contains the long-wavelength limit of the concentration-
concentration structure factor in the Bhatia-Thornton formal-
ism. The latter was obtained by a smooth extrapolation to
q = 0 by using a square polynomial function [41]. For a more
detailed description we refer the reader to the Supplemental
Material [42] and our preceding work [27,33].

III. RESULTS AND DISCUSSION

A. Concentration dependence of interdiffusion

The measured interdiffusion coefficients of Al-rich Al-Cu
alloys at 973 K are compiled in Fig. 3. Measurements using

FIG. 3. Measured interdiffusion coefficients at 973 K as a func-
tion of Cu concentration. Displayed are data obtained using a com-
bination of x-ray radiography and shear-cell technique (XRR-SC) on
the ground and in microgravity as well as data using an ex situ shear
cell. For comparison, data from literature are also shown.

the linear shear-cell technique and XRR for alloys with the
same concentration agree within error bars. Only at 22.5
at. % Cu is one value clearly higher than the other one.
Convection which cannot be detected by XRR, e.g., helical
flow or convection rolls perpendicular to the projection plane,
may be the cause [13]. The value obtained in microgravity
is between the interdiffusion coefficients measured on the
ground, tending towards the higher value. The interdiffusion
coefficient obtained with the ex situ shear cell is directly below
the two values measured with the shear-cell technique and
XRR. Overall, the coefficients measured in different environ-
ment and with different techniques show good agreement.

For comparison, the data by Zhang et al. [53] which were
obtained at 983 K using a combination of x-ray radiography
and the long-capillary technique are also shown. These inter-
diffusion coefficients are higher than the ones presented here,
which is due to perturbations [13].

In a setup similar to the XRR and shear-cell technique
used here, Kargl et al. measured DAlCu = 3.8 × 10−9 m2

s−1 for Al90Cu10 at 973 K [13]. Zhong et al. report an
interdiffusion coefficient of (4.8 ± 0.7) × 10−9 m2 s−1 for
Al85Cu15 at 993 K from a series of experiments with different
diffusion times using a sliding cell [54]. Those values are
compatible with the ones presented here. The same is true for
measurements of impurity diffusion of Cu in Al by Ejima et al.
[55] who found 5.3 × 10−9 m2/s at 976 K.

Lee et al. [56] determined diffusion coefficients by analyz-
ing the concentration profile ahead of a planar single phase
and a planar eutectic interface in small-diameter tubes. For
concentrations between 1.7 and 11.8 at. % Cu a diffusion
coefficient of 2.4 × 10−9 m2 s−1 was measured. Diffusion
is probed in the vicinity of the eutectic temperature assum-
ing a temperature-independent diffusion coefficient. A differ-
ent way to obtain interdiffusion coefficients is to use x-ray
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FIG. 4. Interdiffusion coefficients obtained by ab initio molecu-
lar dynamic simulation (AIMD) at 1000 K in comparison to experi-
mental values at 973 K.

tomography to study the coarsening of the microstructure
during annealing. The results are matched with phase-field
modeling. This approach was employed by Aagesen et al.
[57] and Zhang et al. [58] for Al93Cu7 and Al90.4Cu9.6,
respectively. A diffusion coefficient of 8.3 × 10−10 m2 s−1

was found at 836 or 831 K, respectively.
While data from Ref. [53] suggested an increase of the

diffusion coefficient with increasing Cu content, values pre-
sented here show a slight decrease. As density and dynamic
viscosity are found to increase with increasing copper con-
centration [10,36] a slower dynamics is expected.

A reasonable agreement of experimental and simulation
results can be seen in Fig. 4, keeping in mind that the
simulation was done at a slightly higher temperature. The
diffusion coefficients determined by AIMD indicate a slight
decrease for concentrations above 20 at. % Cu with a slope
similar to the one found in the experiment at 973 K. Molecular
dynamic simulations presented by Trybula et al. [59] using
the embedded atom model show a considerably larger drop of
the interdiffusion coefficient by about 40% between 10 and 30
at. % Cu at 1345 K. These values should be taken with caution
as they are extracted from self-diffusion coefficients, the latter
being underestimated by a factor of 2 with respect to AIMD
[36].

B. Influence of cross-correlations

To determine the influence of cross-correlations on inter-
diffusion in liquid Al-Cu, the factor S is calculated from
Eq. (1). To do so, the thermodynamic factor � is derived from
the Gibbs free energy G of liquid Al-Cu via

� = c(1 − c)

RT

∂2G

∂c2
. (3)

In this equation, c is the concentration of one component,
R the gas constant, and T the absolute temperature. � can

FIG. 5. Thermodynamic factor � and Manning factor S as a
function of Cu concentration gained from experiment and ab initio
molecular dynamic simulation. The experimental thermodynamic
factor is derived from the thermodynamic description of Al-Cu by
Witusiewicz et al. [60]. Note that at 20 at. % Cu content, the symbols
for S determined by experiment and AIMD overlap.

be derived from the Redlich-Kister polynomial coefficients
for values of Gibbs free energy given by Witusiewicz et al.
[60] or Saunders [61]. The difference between the calculated
� is less than 6% at the discussed concentrations. In the
discussion we use the thermodynamic description of Al-Cu
given by Witusiewicz et al. [60] because it it based on a
broader and more recent experimental database. The derived
thermodynamic factor � is depicted in Fig. 5 as a black line.
As can be seen, � rises from one to about 2.5 in the discussed
concentration range. The increase of � calculated by AIMD
is more shallow.

The self-diffusion of copper DCu at 973 K was reported
for Al80Cu20 in Ref. [62] as (2.4 ± 0.2) × 10−9 m2 s−1 and
for Al87.5Cu12.5 in Ref. [63] as (5.3 ± 0.07) × 10−9 m2 s−1

using QENS. These results are employed in the calculation of
S. Measurements of DCu by Dahlborg et al. [64] using also
QENS but employing a jump diffusion model to analyze the
data gives higher values which decrease from 7 × 10−9 m2

s−1 at 10 at. % Cu to 5.5 × 10−9 m2 s−1 at 25 at. % Cu. For a
discussion we refer the reader to Ref. [63].

Due to the lack of suitable isotopes and the very low
incoherent scattering cross section of aluminum, there are no
measurements of DAl in Al-Cu. In the following calculations
we assume DAl = DCu. Using DAl ≈ 1.1 × DCu as suggested
by AIMD simulation [36] changes the result for S by less
than 2%. The value of DAl has a minor effect on the calcu-
lation of S in aluminum-rich alloys because it is weighted
with the low concentration of copper, as can be seen from
Eq. (1).

For the calculation the average of the two interdiffusion
coefficients measured by XRR at 12.5 at. % Cu was used.
To estimate the interdiffusion coefficient at 20 at. % Cu, the
values at 17.5 and 22.5 at. % Cu were averaged.
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Figure 5 shows the cross-correlation term S which was
calculated according to Eq. (1) using experimental data
denoted as solid red circles. The resulting values for S at 12.5
and 20 at. % Cu are slightly below and slightly above unity,
respectively. Results from AIMD simulations are depicted
as open red circles in Fig. 5. Note that at 20 at. % Cu,
the values for S from the experiment and the simulation
overlap. AIMD simulations indicate that for concentrations
between 10 and 30 at.% Cu S is close to unity without a
clear composition dependence. This is in line with findings by
Trybula et al. [65] and Wang et al. [66] who calculated S to
equal unity in Al80Cu20.In a recent study on aluminum-rich
Al-Ni, S was found to be between 0.7 and 0.8 [30]. Also
molecular dynamic simulations [32] and ab initio molecular
dynamics [33] found S to be below unity in Al-Ni melts.
In liquid Ni-Zr values between 0.3 and 0.65 were obtained
for concentrations between Zr36Ni64 and Zr64Ni36 [31]. Just
like Al-Ni and Ni-Zr, Al-rich Al-Cu exhibits chemical short-
range order in the liquid phase with a preference of unlike
atoms to pair [9,36]. From these three materials, Al-Cu has
the smallest negative enthalpy of mixing [60] followed by
Al-Ni [67]. Ni-Zr has the largest negative enthalpy of mix-
ing [68] in the respective concentration range. This corre-
sponds to a decrease of S. It appears that interdiffusion is
more influenced by cross-correlations the stronger the mixing
tendency is.

IV. SUMMARY

Accurate interdiffusion coefficients in Al-Cu melts were
measured for concentrations between 2.5 and 22.5 at.%
copper at 973 K using an advanced setup which combines
x-ray radiography and the linear shear-cell technique. An
experiment in microgravity confirmed that buoyancy did not
disturb these measurements. Independent measurements using
an ex situ shear cell matched the results. Interdiffusion coeffi-
cients in Al-rich Al-Cu lay between 5.3 and 3.2 × 10−9 m2/s
at 973 K, showing a slight decrease with increasing Cu-
concentration. Above a copper concentration of 20 at. %,
AIMD and experiment indicate a decrease of the interdif-
fusion coefficients with comparable slope. Experiments and
simulations suggest that the influence of cross-correlations on
interdiffusion in Al-Cu is weaker compared to values reported
for Al-Ni and Ni-Zr.
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