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Doping dependence of d-wave bond-charge excitations in electron-doped cuprates
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Motivated by the recent experiments reporting the doping dependence of the short-range charge order (CO) in
electron-doped cuprates, we study the resonant x-ray scattering spectrum from d-wave bond-charge fluctuations
obtained in the two-dimensional t-J model. We find that (i) the CO is short-range, (ii) the CO peak is pronounced
at low temperature, (iii) the peak intensity increases with decreasing carrier doping δ down to δ ≈ 0.10 and is
substantially suppressed below δ ≈ 0.10 due to strong damping, and (iv) the momentum of the CO decreases
monotonically down to δ ≈ 0.10 and goes up below δ ≈ 0.10. These results reasonably capture the major
features of the experimental data, and the observed short-range CO can be consistently explained in terms of
bond-charge fluctuations with an internal d-wave symmetry.
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I. INTRODUCTION

Recently resonant x-ray scattering (RXS), resonant inelas-
tic x-ray scattering (RIXS), and high-energy x-ray scattering
revealed the presence of short-range charge order (CO) with
modulation vector along the axial direction (0, 0)-(π, 0) in
various hole-doped cuprates (h-cuprates) such as Y- [1–5],
Bi- [6–9], and Hg-based [10,11] compounds, implying that
the CO can be a universal phenomenon in h-cuprates. The
understanding of the origin of those charge correlations, there-
fore, will likely yield an important clue to the origin of the
pseudogap as well as high-Tc superconductivity [12]. In fact,
a large number of theoretical studies were performed [13–22],
although a consensus has not been obtained.

On the other hand, a short-range CO was also observed in
electron-doped cuprates [23–25] (e-cuprates). Since the pseu-
dogap features similar to those in h-cuprates are much weaker
in e-cuprates, a theoretical study may be less complicated
in e-cuprates. However, compared to theoretical studies of
h-cuprates [13–22], the CO in e-cuprates is much less studied
[26–29]. The authors of Ref. [26] showed a comprehensive
study of all possible COs in the two-dimensional (2D) t-J
model and found a strong tendency to d-wave bond-charge
order [30]. The authors of Ref. [27] then showed that d-wave
bond-charge fluctuations can capture the charge excitation
spectrum observed in experiments [23]. Although the theoret-
ical framework is different from Refs. [26,27], similar d-wave
bond-charge fluctuations were also proposed in Ref. [28] to
explain the experimental data.

The d-wave bond-charge order is different from a usual
textbook-like charge-density-wave because the bond charge
has an internal structure characterized by a d-wave symmetry.
Therefore if the short-range CO observed in e-cuprates is
indeed a d-wave bond-charge order, it can be interpreted as the
first observation of unconventional CO in e-cuprates. Given
that d-wave bond-charge order was discussed in h-cuprates
[31], it can be a universal phenomenon in the whole cuprate

family. In addition, d-wave bond-charge order would be re-
duced to the electronic nematic order [32], more precisely a d-
wave Pomeranchuk instability [33–35] when the momentum
transfer approaches zero. In this sense, the nematic physics
can also play a role in the charge dynamics in e-cuprates
while the nematic physics is discussed only in h-cuprates so
far [36–39]. Therefore it is very important to study whether
recent experimental data in e-cuprates [24], i.e., the doping
dependence of the short-range CO, can be indeed captured
in terms of d-wave bond charge, which will then provide a
crucial step to establish the presence of d-wave bond-charge
fluctuations in e-cuprates.

In this paper, we compute the static charge susceptibility
associated with d-wave bond-charge order and then the equal-
time correlation function S(q), the quantity measured by
RXS, in a large-N scheme of the t-J model. We show that
our theoretical results capture the major features of the doping
dependence of the recent RXS data [24]. Our calculations
suggest the presence of unconventional charge fluctuations in
e-cuprates, which are connected with the nematic order in the
limit of momentum to zero.

II. MODEL AND FORMALISM

The d-wave bond charge is obtained in a nonbiased study
of the 2D t-J model by employing a large-N scheme [13]. We
follow such a theoretical scheme and focus on the excitation
spectrum of the d-wave bond charge.

The 2D t-J model on a square lattice reads

H = −
∑
i,j,σ

tij c̃
†
iσ c̃jσ + J

∑
〈i,j〉

(
�Si · �Sj − 1

4
ninj

)

+V
∑
〈i,j〉

ninj , (1)

where tij = t (t ′) is the hopping between the first (second)
nearest-neighbors sites; J and V are the magnetic exchange
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and Coulomb interaction between the nearest-neighbors sites
as denoted by 〈i, j 〉, respectively. c̃

†
iσ (c̃iσ ) is the creation

(annihilation) operators of electrons with spin σ (=↑,↓) in the
Fock space without any double occupancy. ni = ∑

σ c̃
†
iσ c̃iσ is

the electron density operator and �Si is the spin operator.
Various approximations to the t-J model [26,40,41] found

a strong tendency toward phase separation, especially for band
parameters appropriate for e-cuprates. The phase separation,
however, can be an artifact caused by discarding the Coulomb
repulsion [42]. Therefore we included the nearest-neighbor
Coulomb interaction in the Hamiltonian (1) to suppress the
tendency of the phase separation. From a more realistic point
of view, we would include the interlayer hopping as well as the
long-range Coulomb interaction. This is actually important
when studying the high-energy charge excitation spectrum,
which is dominated by plasmon excitations [43–45]. However,
three dimensionality and the precise form of the Coulomb
interaction are not important to the low-energy charge exci-
tations [44] addressed in the present work.

It is not straightforward to analyze the Hamiltonian (1) be-
cause it is defined in the Fock space without double occupancy
of electrons. Here we employ a large-N technique in a path
integral representation of the Hubbard X operators [13,46],
where the leading order approximation becomes exact in the
limit of large N . With this formalism, all possible charge
instabilities included in the Hamiltonian (1) are treated on
equal footing and were studied at leading order [13,26]. In
particular, for band parameters appropriate for e-cuprates,
d-wave bond-charge instability is leading around the doping
rate δ = 0.15; see Figs. 4(b) and 6 in Ref. [26] for the phase
diagram. As seen in the phase diagram, there are other CO
tendencies close to d-wave bond-charge order and their low-
energy charge excitations are actually present; see Fig. 7 in
Ref. [44]. However, other charge excitations do not show a
possible softening along the (0, 0)-(π, 0) direction and cannot
capture the experimental data [23]. In fact, it is only d-
wave bond charge which exhibits a peak structure along the
(0, 0)-(π, 0) direction in S(q) as shown in Fig. 6 in Ref. [44]
and captures [27] the essential features of the experimental
data in e-cuprates at δ = 0.14 and 0.15 (Ref. [23]). Therefore
to study the recent experimental data performed at different
doping rates in e-cuprates [24], we focus on the charge excita-
tions coming from d-wave bond-charge fluctuations. Since we
deal with the t-J model, which is derived from the three-band
Hubbard model [47], bond-charge order can be interpreted as
charge-density-wave at the oxygen sites because bond charge
is defined on a bond between the nearest-neighbor Cu sites.

RXS measures the equal-time correlation function, which
is defined by

S(q) = 1

π

∫ ωc

−ωc

dω Imχd (q, ω)[nB (ω) + 1], (2)

where nB (ω) = 1/(eω/T − 1) is the Bose factor and T is
temperature. We introduced the cutoff energy ωc for a later
convenience (see Fig. 5) and ωc = ∞ for the equal-time
correlation function. The d-wave bond-charge susceptibility
χd (q, ω) is obtained in the large-N expansion at leading order

as [13]

χd (q, ω) = (8J�2)−1

1 − 2J�d (q, ω)
, (3)

which becomes exact in the limit of large N . Here � is
the mean-field value of a bond field and is given by � =

1
4Ns

∑
k(cos kx + cos ky )f (εk ); the value of � is determined

self-consistently. This bond field � naturally appears in our
path integral formalism [13] as a Hubbard-Stratonovich field.
Ns is the total number of lattice sites and f (x) = 1/(ex/T +
1) is the Fermi-Dirac distribution function. The electron dis-
persion εk is renormalized already at leading order in the
large-N expansion

εk = −2

(
t
δ

2
+ J�

)
(cos kx + cos ky )

− 4t ′
δ

2
cos kx cos ky − μ, (4)

where t and t ′ are reduced by a factor of δ/2 and μ is
the chemical potential. The d-wave polarization �d (q, ω) in
Eq. (3) reads

�d (q, ω) = − 1

Ns

∑
k

γ 2(k)
f (εk+q/2) − f (εk−q/2)

εk+q/2 − εk−q/2 − ω − i�
,

(5)

where the d-wave form factor γ (k) = (cos kx − cos ky )/2
describes a d-wave symmetry of the bond-charge order and
� is infinitesimally small. In the limit of q = 0, χd (q, ω)
would be reduced to the electronic nematic susceptibility [48]
associated with a d-wave Pomeranchuk instability [33–35]. In
the following, we measure all quantities with the dimension
of energy in units of t . A realistic value of t/2 (Ref. [49]) in
cuprates is around 500 meV (Ref. [50]).

III. RESULTS

We choose J = 0.3 and t ′ = 0.3 in our Hamiltonian (1)
as typical parameters for e-cuprates [26]; the precise value of
V is not important as long as it suppresses phase separation.
As a value of � in Eq. (5) we take � = 10−4, which is
reasonably small. In Fig. 1(a), we present the static part of the
d-wave bond-charge susceptibility χd (q) = χd (q, ω = 0) as a
function of q for several choices of temperatures at δ = 0.13.
Note that χd (q) has 4π periodicity because of the presence of
the d-wave form factor [see Eq. (5)] and thus the q region
is in 0 � qx � 2π in Fig. 1(a). With decreasing T , a peak
is pronounced at q = (±2πQco, 0) and (0,±2πQco) with
Qco ≈ 0.25, indicating a tendency toward a charge ordered
phase. However, the static susceptibility does not diverge and
the CO remains a short range.

We show in Fig. 1(b) the equal-time correlation function
S(q) for the same parameters as in Fig. 1(a). While S(q) has a
peak at almost the same position of χd (q), the peak intensity is
slightly suppressed with decreasing T (Ref. [51]) even though
χd (q) shows a pronounced peak at low T [Fig. 1(a)]. This
counterintuitive feature comes from the presence of the Bose
factor nB (ω) in Eq. (2). In fact, if nB (ω) were omitted in
Eq. (2), S(q) would show a peak, which is enhanced with
decreasing T .
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FIG. 1. (a) q dependence of χd (q) for various choices of temper-
atures at δ = 0.13. (b) S(q) for the same parameters as in (a) and the
cutoff energy is ωc = ∞.

The suppression of S(q) with decreasing T in Fig. 1(b) can
be an artifact because we completely neglect the damping of
quasiparticles, that is, we assume � = 10−4 at any tempera-
ture. Apparently this is unphysical. In fact, a relatively large
� is frequently assumed when a spectral line shape obtained
theoretically is compared to the experimental data [43,45,52].
For example, in Ref. [43] a comparison to the experimental
data was made successfully by assuming that � increases
with increasing temperature to understand the temperature
dependence of the high-energy charge-excitation spectrum.
Similarly, the damping effect should be pronounced also in
a low doping region because of strong antiferromagnetic
fluctuations there in cuprates. Therefore, we invoke a finite
value of � in Eq. (5) to simulate phenomenologically the
damping of quasiparticles as a broadening of the spectrum.

A value of � may, in principle, depend on T , δ, q, ω,
and others. Since our major interest is a study of temperature
and doping dependencies of S(q), we consider only possible
T and δ dependencies of �. As a function of T , a leading
correction may be given by a linear term in T (Ref. [53]), i.e.,

�(δ, T ) = �(δ) + αT . (6)

Concerning the doping dependence, we recall that neutron
scattering experiments [54] revealed that the antiferromag-
netic correlation length starts to increase substantially below
δ ≈ 0.10 in the normal metallic phase around T ∼ 300 K.
Concomitantly, quasiparticles may be damped heavily below
δ ≈ 0.10. To mimic this phenomenology in a simple way, we
assume a δ dependence of �(δ) as shown in Fig. 2, where �

increases rapidly below δ ≈ 0.10. An explicit expression is
given by

�(δ) = 0.001 + 0.05

[
1 − tanh

(
δ − 0.09

0.02

)]
. (7)

In Fig. 2 we also plot the boundary of the d-wave bond-
charge phase at T = 0. When � is infinitesimally small and
independent of doping, the model would exhibit the d-wave
bond-charge instability at δc ≈ 0.125 (Ref. [26] and also see
the Appendix). With increasing �, the d-wave bond-charge
phase shrinks. As a result, we have only charge fluctuations

FIG. 2. Doping dependence of the damping � (solid line) and the
phase boundary of the d-wave bond-charge order at T = 0 (dashed
line).

associated with the d-wave bond-charge order for doping
above the dashed line in Fig. 2.

While the choice of the absolute value of � is rather
arbitrary in Eq. (7), we choose it to have no charge instabilities
even at low doping rate at T = 0 (solid line in Fig. 2), so that
our calculations are performed in the paramagnetic phase in
the entire doping region. For a finite T , we choose α = 9 in
Eq. (6) after checking that our conclusions are not modified
for other choices of α = 3 and 6. While we specified the
functional form of � [Eqs. (6) and (7)] to perform systematic
calculations, the precise functional form itself is not important
as long as � increases with increasing temperature and de-
creasing doping, so that charge instabilities (see the Appendix
for details) are suppressed in a low doping region.

Figure 3(a) shows S(q) along the direction (0, 0)-(2π, 0)
in a temperature range 0 < T < 0.035 for δ = 0.13. S(q)
forms a peak structure at q ∼ (0.5π, 0) even at high T . To
clarify how the peak of S(q) develops, we define �S(q) =
S(q; T ) − S(q; T = 0.035). Since T = 0.035 corresponds to
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FIG. 3. (a) q dependence of S(q) for various choices of tempera-
tures at doping δ = 0.13. (b) �Speak as a function of temperature for
several choices of doping rates. The cutoff energy is ωc = ∞.
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FIG. 4. Peak intensity of S(q) with ωc = ∞ and the momenta
Qco, Qcut

co , and Qedge as a function of δ at T = 0. Qco is the peak
position of S(q) with ωc = ∞ whereas Qcut

co is that of S(q) with ωc =
0.05; Qedge is defined in the inset. Solid circles are the experimental
data from Ref. [24].

T ≈ 400 K, the intensity at T = 0.035 may be regarded
as a background. Hence �S(q) is regarded as S(q) after
background subtraction, as is often seen in an experimental
data analysis [24]. We plot in Fig. 3(b) the temperature
dependence of the peak intensity of �S(q) for several choices
of doping rates (>0.10). The peak intensity �Speak is pro-
nounced upon decreasing temperature and doping rate, which
is qualitatively the same as the experimental observation (see
Fig. 2G in Ref. [24]).

With decreasing δ beyond δ ≈ 0.10, S(q) is suppressed
substantially as shown in Fig. 4, which is actually observed in
experiments [24]. This rapid suppression comes from the pro-
nounced increase of the damping � below δ ≈ 0.10 as shown
in Fig. 2. If � is assumed to be constant, the peak intensity of
S(q) would continue to increase with decreasing δ.

As shown in Fig. 3(a), S(q) exhibits a peak at q =
(±2πQco, 0) and (0,±2πQco). This peak position is plotted
in Fig. 4 as a function of doping rate at T = 0 together with
Qedge, the distance between the Fermi surface edges across
k = (π, 0) and its equivalent wave vectors (see the inset in
Fig. 4). As was pointed out in Ref. [27], the peak structure is
formed by particle-hole scattering processes characterized by
Qedge. Hence Qco corresponds to such scattering wave vector
Qedge at least down to δ ≈ 0.10, although it becomes slightly
larger than Qedge since S(q) is an energy-integrated quantity
[see Eq. (2)]. Below δ ≈ 0.10, Qco goes up and deviates sub-
stantially from Qedge. This is because the damping � increases
rapidly and the structure coming from the underlying Fermi
surface is blurred.

The peak width of S(q) in Fig. 3(a) is very large even at
T = 0. This broadness is not due to our introduction of a
finite � [Eqs. (6) and (7)]. In fact, the peak of S(q) is very
broad even for � = 10−4 as shown in Fig. 1(b), although the
static susceptibility exhibits a sharp peak at q = (0.5π, 0) at
low T . This counterintuitive feature originates from the ω

integration in Eq. (2). To demonstrate this, we decrease the
cutoff energy ωc in Eq. (2). As shown in Fig. 5(a), the resulting
spectrum exhibits a shaper peak around q = (0.5π, 0) for
lower ωc. That is, the sharp peak of S(q) for low ωc originates
from the short-range d-wave bond-charge order and this sharp
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FIG. 5. (a) q dependence of S(q) for several choices of the cutoff
energy at δ = 0.13 and T = 0. (b) q dependence of S(q) with a cutoff
energy ωc = 0.05 for various choices of temperatures at δ = 0.13.
The inset shows the temperature dependence of the peak intensity of
�S for several choices of doping rate after subtraction of intensity at
T = 0.035.

peak is simply smeared out by spectral weight coming from
the high-energy region. To extract direct contributions from
the short-range d-wave bond-charge order, therefore, it may
make sense to consider S(q) with a low cutoff energy ωc,
as actually done in a recent experimental analysis [25]. In
Fig. 5(b), we plot S(q) for ωc = 0.05 for various choices of
temperatures. S(q) exhibits a broad spectrum at high T , but a
sharp peak gradually grows below T ∼ 0.02 as a consequence
of development of a short-range bond-charge order. Similar to
Fig. 3(b), we plot �Speak as a function of T for several choices
of doping in the inset of Fig. 5(b). The overall feature is the
same as Fig. 3(b), that is, the peak intensity increases at lower
T and for lower doping, consistent with the experiments [24].
Denoting the peak position of S(q) in Fig. 5(b) by Qcut

co , we
plot its doping dependence in Fig. 4. Qcut

co tends to follow
Qedge down to rather low doping and starts to go upward
below δ ≈ 0.1.

IV. DISCUSSIONS

The equal-time correlation function S(q) can be measured
directly by RXS. In particular, we computed S(q) associated
with the d-wave bond-charge order, which is reduced to
the nematic order in the limit of q = 0 (Refs. [33–35]). A
possibility of d-wave bond-charge order [31] as well as the
nematic order [36–39] is already discussed in h-cuprates.
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Therefore it is a crucial step toward the understanding of
the charge dynamics in cuprates to clarify to what extent
our results capture recent RXS data in e-cuprates [23–25].
Since the previous data of Ref. [23] were already discussed in
Ref. [27], we focus on the recent experimental data reported
in Refs. [24,25].

The peak width of S(q) shown in Fig. 3(a) is much larger
than the experimental one [24]. However, when we focus
on a low-energy region as shown in Fig. 5(b), the peak
width becomes substantially small especially below T ∼ 0.01
(≈100 K) and comparable to the experimental data [24].
This suggests that compared to experiments, our results in
Fig. 3(a) emphasize too much the contributions from high-
energy spectral weight in S(q) [Eq. (2)]. We consider two
reasons for that. First, the spectral weight in a high-energy
region in experiments can be much weaker than the present
results and thus our results overestimate such a contribution,
leading to a much broader peak. Second, as found in Ref. [25],
the spectral weight reported in Refs. [23,24] comes not only
from charge excitations, but also from magnetic excitations.
In particular, the magnetic contribution extends from 200 to
700 meV at Qco and is pronounced below T ∼ 300 K. These
contributions are surely important to the resulting line shape
of the spectrum, but are fully neglected in the present theory.

Nevertheless, our results are in line with the recent RIXS
measurements. In Ref. [25], the spectral weight related to the
CO signal is discussed to come from energy below 60 meV,
whereas our sharp peak is realized in Fig. 5(a) for ωc ≈
0.05–0.1, which corresponds to 50–100 meV. A possible rea-
son why the spectral weight of charge excitations concentrates
only in the low-energy region in experiments is that the actual
system is located much closer to the vicinity of CO phase than
the present theoretical situation (see Fig. 2).

The experimental observation that the energy range of
charge dynamics coincides with that of magnetic excitations
[25] is also in line with our theory based on d-wave bond-
charge order. As shown in Refs. [13,44], d-wave bond-charge
order comes from the exchange interaction, i.e., the J -term
in the t-J model. This is also clear from Eq. (3) where the
interaction strength J enters. If the charge dynamics origi-
nates from usual on-site charge excitations, its major contri-
bution would appear in a higher-energy region as plasmons
[43–45]. On the other hand, needless to say, magnetic exci-
tations are controlled by the J -term. Therefore both bond-
charge and magnetic excitations naturally appear in the same
energy scale of J . Obviously more theoretical studies are
necessary when one wishes to address more details: for ex-
ample, the reason why the magnetic excitations are strongest
around ω = 0.2 eV whereas the typical charge excitation
energy is lower than that, and why the magnetic excitations are
enhanced at the same wave vector as that of the bond-charge
excitations [25]. These issues are beyond the scope of the
present work.

The peak position of Qco tends to be larger with increasing
T as shown in Fig. 3(a) whereas the peak position is almost
independent of T in the experiments [24]. However, given
that the magnetic excitations are included in S(q) mainly in a
high-energy part in the experiments [24], a comparison to the
experiments may be made better by focusing on a low-energy
region as shown in Fig. 5(b). In fact, in this case, our peak

position is almost independent of T below T ∼ 0.01, which
corresponds to about 100 K.

Qco decreases with decreasing doping in the experiments
[24] (the experimental data are plotted in Fig. 4). In particular,
it tends to be constant in δ � 0.10 if we do not consider
seriously the data at δ = 0.059, where the existence of a peak
at Qco in Fig. 2(B) of Ref. [24] is unclear. We think that
our theoretical results shown in Fig. 4 reasonably capture
the major feature of Qco observed in the experiments. In
particular, if we consider Qcut

co , instead of Qco, the agreement
with the experimental data is more satisfactory in a wide
doping region.

As shown in Fig. 4, the peak intensity of S(q) gradually
increases and sharply drops in δ � 0.10. Therefore the CO
signal is expected to become difficult to be detected in δ �
0.10. Conversely, we expect that the CO signal is observed
more clearly above δ ≈ 0.10, as is indeed the case in the
experiments [24].

In the region above δ ≈ 0.10, the peak intensity of S(q)
increases at lower temperature and decreases for higher dop-
ing as shown in the inset of Fig. 5(b). This tendency is the
same even if we take ωc = ∞ and include high-energy con-
tribution to S(q) [Fig. 3(b)]. Those temperature and doping
dependence are consistent with the experimental observation
[24]. Although the peak intensity in Fig. 5(b) seems to develop
below a certain temperature, it should not be interpreted as
the onset of the d-wave bond-charge order because the static
susceptibility does not diverge down to zero temperature [see
Fig. 1(a)].

We have shown that d-wave bond-charge order can reason-
ably capture the major features of low-energy charge excita-
tions in e-cuprates [23–25]. What about other types of CO?
The crucial points in the experimental data are twofold: (a)
the CO tendency is detected along the (0, 0)-(π, 0) direction
and (b) its momentum is controlled mainly by 2kF scattering
processes across the Fermi surface edges along the Brillouin
zone boundary (inset of Fig. 4). As shown in Figs. 4, 6,
and 7 in Ref. [44], the first feature (a) cannot be captured
by other promising types of CO obtained in the t-J model
such as s-wave bond-charge order and flux phase whereas the
d-wave bond-charge order can capture it. There are various
2kF scattering processes for the Fermi surface shown in the
inset of Fig. 4. The reason why the scattering processed near
(π, 0) and (0, π ) is favored lies in the d-wave form factor,
which is enhanced around (π, 0) and (0, π ). In this sense, the
feature (b) is in line with the presence of a d-wave form factor.

V. SUMMARY

Motivated by the recent RXS measurements of the doping
dependence of the short-range CO observed in e-cuprates
[25], we studied the equal-time correlation function S(q)
associated with the d-wave bond-charge order by using a
large-N technique in the two-dimensional t-J model. We
extended our previous work [27] for a single doping rate
by introducing the doping and temperature dependencies of
the damping � and showed the consistency of our proposed
scenario of the d-wave bond-charge order. The short-range
CO is pronounced at low temperature (Figs. 3 and 5). The
peak intensity develops gradually down to δ ≈ 0.10 and is
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substantially suppressed below that (Fig. 4) due to the strong
damping effect presumably coming from antiferromagnetic
fluctuations. A recent experiment on a h-cuprate [55] also
shows that the CO competes with antiferromagnetic fluctua-
tions. The momentum of the short-range CO decreases with
lowering doping and goes up below δ ≈ 0.10 (Fig. 4). All
these features reasonably capture the essential features of the
recent experimental data [24]. This agreement suggests three
important implications for the physics in e-cuprates. (i) The
origin of the CO lies in the magnetic exchange interaction,
i.e., J -term in the t-J model. (ii) The CO is not generated
by antiferromagnetic fluctuations. Rather they seem to con-
tribute to the enhancement of the quasiparticle damping and
consequently to suppress the charge ordering tendency. (iii)
The CO is not a usual charge-density-wave, but a bond-charge
order. In particular, it is characterized by d-wave symmetry
and is connected to the nematic order in the limit of q = 0. In
this sense, the nematic physics plays a role also in e-cuprates,
although so far it has been discussed only in h-cuprates.
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APPENDIX: S(q) ALONG THE DIAGONAL DIRECTION

The d-wave bond-charge order in Fig. 2 occurs at q1 =
(±q1,±q1)/

√
2 and the instability at q2 = (±2πQco, 0) and

(0,±2πQco) is the second leading one. Nevertheless, the peak
structure of S(q) as well as χd (q) becomes sharper at q2 with
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FIG. 6. S(q) along the (0, 0)-(π, π ) direction for various choices
of � at T = 0 and δ = 0.08; the cutoff energy is ωc = ∞.

decreasing T whereas the spectrum around q1 is typically very
broad and the peak structure develops only in the vicinity of
the onset temperature of the charge instability. This peculiar
feature was addressed in detail in Ref. [27]. In the present
paper, we introduced a large �. In this case, the peak structure
around q1 is not realized unless the system is located in
the vicinity of the phase boundary of the d-wave bond-charge
order (dashed line in Fig. 2). To demonstrate this, we compute
S(q) for various choices of � along the (0, 0)-(π, π ) direction
for δ = 0.08 at T = 0 in Fig. 6. There is a broad structure for a
large � and a small peak develops around (0.75π, 0.75π ) only
near � = 0.025, which is very close to the phase boundary.
Since a large momentum near q ≈ (π, π ) is not accessible
by RXS and furthermore the peak structure around q1 is
not realized in general in the presence of a large �, we
focus in this paper on the peak structure around q2, which
is relevant to RXS as well as to recent experimental data
[24,25].
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