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We report on a quantitative analysis of the magnetic field generated by a continuous current running in
metallic microwires fabricated on an electrically insulating diamond substrate. A layer of nitrogen-vacancy
(NV) centers engineered near the diamond surface is employed to obtain spatial maps of the vector magnetic
field, by measuring Zeeman shifts through optically detected magnetic resonance spectroscopy. The in-plane
magnetic field (i.e., parallel to the diamond surface) is found to be significantly weaker than predicted, while
the out-of-plane field also exhibits an unexpected modulation. We show that the measured magnetic field is
incompatible with Ampere’s circuital law or Gauss’s law for magnetism when we assume that the current is
confined to the metal, independent of the details of the current density. This result was reproduced in several
diamond samples, with a measured deviation from Ampere’s law by as much as 94(6)% (i.e., a 15¢ violation). To
resolve this apparent magnetic anomaly, we introduce a generalized description whereby the current is allowed
to flow both above the NV sensing layer (including in the metallic wire) and below the NV layer (i.e., in the
diamond). Inversion of the Biot-Savart law within this two-channel description leads to a unique solution for the
two current densities that completely explains the data, is consistent with the laws of classical electrodynamics,
and indicates a total NV-measured current that closely matches the electrically measured current. However,
this description also leads to the surprising conclusion that in certain circumstances the majority of the current
appears to flow in the diamond substrate rather than in the metallic wire, and to spread laterally in the diamond by
several micrometers away from the wire. No electrical conduction was observed between nearby test wires, ruling
out a conventional conductivity effect. Moreover, the apparent delocalization of the current into the diamond
persists when an insulating layer is inserted between the metallic wire and the diamond or when the metallic
wire is replaced by a graphene ribbon. The possibilities of a measurement error, a problem in the data analysis,
or a current-induced magnetization effect are discussed, but do not seem to offer a more plausible explanation
for the effect. Understanding and mitigating this apparent anomaly will be crucial for future applications of NV

magnetometry to charge transport studies.

DOI: 10.1103/PhysRevB.99.014436

I. INTRODUCTION

The nitrogen-vacancy (NV) defect center in diamond is
routinely used as an atomic-sized magnetometer through op-
tical detection of its electron spin [1,2]. Thanks to its high
sensitivity and small size, it is particularly well suited to
applications in condensed matter physics [3], where the quan-
titative measurements it provides can be precisely compared
to theoretical models under diverse conditions, including from
cryogenic temperatures up to 600 K [4,5]. Recent applications
of NV sensing in this area include the study of nanoscale
spin textures in ferromagnets [6—11] and multiferroics [12],
vortices in superconductors [13-16], spin excitations in fer-
romagnets [17-19], Johnson noise in metals [20-22], and
current flow in conductors [23-25]. The latter is the focus of
this work. By measuring the stray magnetic field produced by
a stationary (dc) electric current, known as the Oersted field,
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it is possible to probe the properties of this current, and even
in some situations to fully reconstruct its spatial distribution
[26,27]. This capability offers potential applications to large-
scale testing of integrated circuits [23], as well as to real-space
observation and investigation of exotic transport phenomena
in condensed matter systems, such as electron refraction and
viscous flow in van der Waals materials [28,29].

In this work, we use NV magnetic microscopy to image the
stray field produced when injecting a dc current in metallic
microwires fabricated on a NV-diamond sensing chip [25].
Our vector magnetic field measurements are analyzed in
several ways of increasing generality: (i) by comparing to
the predictions from the Biot-Savart law assuming a uniform
current density in the metallic wire; (ii) by using Ampere’s
circuital law in its integral form to derive an equality inde-
pendent of the current density distribution in the wire; (iii)
by using Gauss’s law for magnetism and Ampere’s law in
their differential forms (V -B =0 and VxB = 0, respec-
tively) which give relationships between the magnetic field
components independent of the nature and location of the
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sources of magnetic field (but all above the NV layer). These
various analysis methods all point to an apparent magnetic
anomaly; that is, the measured magnetic field seems to be
incompatible with the laws of classical electrodynamics for a
single current-carrying wire. To resolve this apparent violation
of Ampere’s law and Gauss’s law for magnetism, we propose
to relax an assumption made in the application of these laws;
namely, we allow the sources of the measured magnetic field
(including charge currents and magnetization) to be located
anywhere in space including below the NV layer (i.e., in
the diamond). In this case, our data become compatible with
V .B =0 and VxB = 0. We then show that the Biot-Savart
law can be inverted to obtain two current density distributions
(projected in the NV plane), one for the sources located above
the NV layer, one for the sources located below the NV plane.
The solution is unique and, by construction, is an exact fit to
the magnetic field data. However, it leads to the surprising
conclusion that the majority of the current in some instances
appears to flow in the diamond rather than in the metallic wire.
The second part of the paper aims to gain an understanding
of the reason for this apparent leakage of the current into an
insulator, through further experimental tests and discussions
of alternative explanations such as a measurement or analysis
error. We conclude that the least implausible interpretation of
our observations is that there is indeed an apparent long-range
delocalization of the current density (as seen via its associated
magnetic field) which is not associated with a delocalization
of free charges since no conductivity between nearby contacts
was observed.

The paper is organized as follows. In Sec. II, we summarize
our methods for sample fabrication, measurements, and data
analysis, which are described in more detail in Appendices
A-C. In Sec. III, we present the magnetic field results for
two representative samples and analyze them first under the
natural assumption that the current is confined in the metallic
wire (III A), unveiling an apparent anomaly in the measured
magnetic field which can be resolved by relaxing this as-
sumption (III B); we then introduce a generalized descrip-
tion of the magnetic field in terms of a two-channel current
density (IIIC), indicating that the current flows in majority
into the diamond, verify that this apparent delocalization does
not allow conventional electrical conduction between nearby
contacts (III D), and discuss possible interpretations (IIL E). In
Sec. IV, we perform a number of experimental tests including
varying the injected current (IV A), the characteristics of the
diamonds and fabricated devices (IV B), the laser intensity
(IV O), inserting an insulating layer (IV D), and suspending
the metal (IV E). Finally, we summarize the various possible
interpretations and their respective plausibility (Sec. V) and
conclude on the implications of the findings (Sec. VI).

II. METHODS SUMMARY

The principle of the experiment is depicted in Fig. 1(a).
A flat metallic wire (or strip) is fabricated on a diamond
substrate comprising a layer of NV centers at a depth hny
from the surface [Fig. 1(b)]. The goal of the experiment is
to image the stray magnetic field B; generated by a current
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FIG. 1. (a) Schematic of the experiment. A metallic strip carrying a dc current / is fabricated on a diamond containing a layer of near-surface
NV centers. The vector magnetic field is mapped by performing optically detected magnetic resonance (ODMR) spectroscopy on the NV
centers, which requires laser and microwave (MW) excitations and collection of the NV photoluminescence (PL). (b) Cross section of the
device defining the geometrical parameters: The wire has a width w and thickness ¢; the mean NV-surface distance is denoted as /yy. (c)
Photograph showing the microwires fabricated on top of the diamond and the MW antenna placed underneath. (d) PL image of a typical
device. (e) ODMR spectra from a single pixel near the edge of the wire indicated by the red cross in (d), with (red data) and without (black)
an applied current / = —5 mA. Solid lines are multiple-Lorentzian fits. Dips from the different NV orientations are labeled NV 4 p. (f) Pulse
sequence used for the measurement, which is repeated typically N ~ 3000 times for each MW frequency.
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I running through the wire, using the NV layer as an array of
vector magnetometers [30-32]. Precisely, we prepared several
single-crystal diamond plates implanted with nitrogen ions at
various energies and fluences to form the NV centers (see
details in Appendix A). The mean depth in a given sample,
hny, ranged from hny ~ 8 nm to hny ~ 28 nm, set by the
implantation energy. On each diamond plate, we fabricated
Ti/Au or Cr/Au wires by photolithography and electron-beam
evaporation. The wires are between 9 and 23 um in width, at
least 100 um in length, and the Au layer is 50-100 nm thick
on top of a 10 nm adhesion layer made of either Ti or Cr. A
photograph of a typical mounted device is shown in Fig. 1(c).

The time-averaged magnetic field was imaged using pulsed
optically detected magnetic resonance (ODMR) spectroscopy
on the layer of NV centers, using a custom-built wide-field
fluorescence microscope [25,33]. The setup comprises a green
laser (wavelength A = 532 nm) to excite the NV centers over
a wide field of view (~100 um diameter spot), a camera to
image the red photoluminescence (PL), a microwave (MW)
antenna to drive the NV spin resonances, and a dc current
source connected to the device under study (see further details
in Appendix B). A PL image of a typical device (from
underneath) is shown in Fig. 1(d), where the wire appears
darker because of some nonradiative decay induced by the
metal (see Appendix D). ODMR spectra from a single pixel
(containing several hundreds of NVs typically) close to the
wire are shown in Fig. 1(e) with a current / = —5 mA (red
data) and no current (black), with the typical pulse sequence
shown in Fig. 1(f). The negative sign of I denotes that the
current flows in the —y direction. The spectra comprise eight
lines due to two electron spin resonances for each of the four
possible NV orientations (labeled NV 4 p). These eight lines
would be degenerate in the absence of a magnetic field, but
can be resolved via the application of a purposefully oriented
bias magnetic field By [25,30,34,35] produced by a permanent
magnet. The amplitude of this bias field satisfies |By| > |B;|;
hence the current-induced field B; manifests as small shifts in
the ODMR frequencies, as illustrated in Fig. 1(e).

To analyze the ODMR data, we fit the spectrum at each
pixel with a sum of eight Lorentzian functions [solid lines in
Fig. 1(e)]. The eight resulting frequencies are then used to
infer the total magnetic field By, by numerical fitting of the
calculated frequencies obtained from the spin Hamiltonian for
each NV orientation (see Appendix C for details). For each
sample studied, we first measure the field without applying
any current (I = 0) yielding the background field By, before
measuring the field with a given current /, corresponding to
a total field B, = By + B;. Subtraction of the two maps then
gives the current-induced field alone, B;, which is the field we
will show and discuss in the next section.

III. FROM A MAGNETIC ANOMALY
TO A CONDUCTION ANOMALY

A. A conventional analysis of the magnetic field

We first consider two different samples with NV centers
at mean depths hny ~ 28 nm (sample 1) and Any ~ 8 nm
(sample 2). The data for sample 1 are shown in Figs. 2(a)-2(i).
Figures 2(a)-2(e) show the PL image of the device under

study (a), a schematic cross section of the device (b), and the
measured magnetic field components B, (c), By (d), and B, (e)
under a dc current / = —5 mA. The B, component is found
to be mostly null (as expected from the device symmetry),
whereas B, &~ 200 uT near the center of the wire and B, ~
+150 uT near the edges of the wire, consistent with the
Af ~ 3 MHz Zeeman shifts observed in the ODMR spectra
at this location [Fig. 1(e)]. In these images, the pixel-to-pixel
noise is about 1 uT (standard deviation over an ensemble of
pixels) and systematic errors are estimated to be less than
2 uT (see Appendix J).

To compare with theoretical expectations, we use the Biot-
Savart law which expresses the magnetic field generated by a
current density J(r),

B/(r) = X2 / L) x =) (1)

A Ir—r'|3

where (o is the vacuum permeability and the integration
is over all space. Assuming a uniform current density that
is perfectly contained inside the wire, we can compute the
magnetic field in the NV plane by integral Eq. (1). The results
are shown in Figs. 2(f) and 2(g) for the B, and B, compo-
nents, respectively (dashed lines; By is null in this scenario),
along with line cuts extracted from the measurements (solid
blue lines). There is a large discrepancy especially in the B,
component, where the measured field is significantly lower
overall than the predicted field. To quantify the deviation from
theory, we apply Ampere’s circuital law in its integral form
to an appropriately chosen closed curve C (see Appendix E),
which allows us to write

+xp
ol = % B, -dl~x 2/ B (x)dx, 2)
C —Xp

where x = =x;, are the bounds of the measurements (i.e., 2x;,
is the width of the images) satisfying x;, > w [w is the width
of the wire; see Fig. 1(b)]. To a very good approximation
(see Appendix E), the equality in Eq. (2) should hold for any
current density distribution J(r) as long as it is confined inside
the wire, and tells us that the area under the B, profile [as plot-
ted in Fig. 2(g)] should be independent of the details of J(r)
and equal to uol /2. We quantify the deviation from Ampere’s

. 2[4 By(x)dx -
lawas xy =1 — — and find x ~ 61(6)% in this case,
where the quoted uncertainty is based on the possibility of
systematic errors in the measured B, (see Appendix J).

The data for sample 2 are shown in Figs. 2(j)-2(r), for a
dc current I = —4 mA. Here we find that the B, component is
close to the noise floor, with a value of B, = 3(2) uT under
the wire and B, = 2(2) uT elsewhere. This result is consistent
with the lack of observable Zeeman shifts in the ODMR data
at the center of the wire (see Fig. 13 in Appendix C), and is in
clear disagreement with the Biot-Savart law which predicts
a value of B, &~ 200 uT under the wire. Consequently, the
deviation from Ampere’s law is extremely high, x =~ 94(6)%,
corresponding to a 150 violation (where o is the standard
error). The B, component also deviates significantly from
theory [Fig. 2(0)], with the measured B, peaking a factor 2-3
smaller than the predicted field.

To further analyze this magnetic anomaly, we recall an-
other fundamental law of classical electrodynamics, namely
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FIG. 2. (a) PL image of a device in sample 1, which has a mean NV depth Ayy ~ 28 nm. (b) Schematic cross section of the device, with
a typical magnetic field line depicted by a red dotted line. (c)—(e) Maps of the magnetic field components B, (c), B, (d), and B, (e) measured
for the device shown in (a) with a dc current / = —5 mA, where the bias field B, measured with / = 0 was subtracted to show only the
current-induced field B,. (f), (g) Solid blue lines: Line cuts of B, (f) and B, (g) taken along the horizontal dotted line shown in (c), (e). Dashed
blue lines: Prediction from the Biot-Savart law assuming a uniform current density confined within the metallic wire. A convolution with a
Gaussian function (full width at half maximum of 1 m) was applied to account for the finite optical resolution of the microscope [36]. In (g),
the green line is the reconstructed B, profile as defined in (h) and (i). (h), (i) Maps of the reconstructed B, and B, components based on the
measured B, and Egs. (4) and (5). Since these equations are not valid for k = 0, a constant offset was added to cancel the field at the boundaries
of the images (away from the wire). (j)—(r) Same as (a)—(i) for a device in sample 2, which has a mean NV depth iy ~ 8 nm. Here the injected

current is / = —4 mA.

Gauss’s law for magnetism, or V- B = 0 in its differential

. . . . 9B,
form. In Cartesian coordinates, this law writes 2 + 2 4
ax dy

% = 0; hence the components of the magnetic field are not

completely independent [37]. For sample 2 where B, and B,
are essentially null everywhere in the NV plane, this implies
that aa—liz = 0. However, since the magnetic field originates
from a conduction current localized outside the diamond
(and so above the NV layer), B, should decay monotoni-
cally with distance from the current-carrying wire and hence
should never satisfy 33—% =0 unless B, = 0. To verify this
quantitatively, we move to the two-dimensional (2D) Fourier
space where real-space coordinates x and y become k-space
coordinates k, and k,. Gauss’s law for magnetism then writes
(see derivation in Ref. [37] and Appendix F)

ikeby (e, ky, 2) + ikyby (ke ky, 2) = kDT (ke ky, ). (3)
where blf (ky, ky, z) is the 2D Fourier transform of B[jf x, v 2),
k = (k, ky) is the spatial frequency vector, and k =

/k% + k2. The =+ sign refers to the magnetic field produced by
sources located above (4 sign) and below (— sign) the z plane.

In our experiments, assuming all the sources are located above
the measurement plane (we neglect the weak diamagnetic
response of diamond, which has a magnetic susceptibility
of —2.1x107%), we should have ik.b, + ikyb, = kb.. In Ap-
pendix G, we plot the expected B, map as reconstructed from
the measured B, and B, components for samples 1 and 2
using this equation, in clear disagreement with the measured
B, with a difference up to an order of magnitude larger than
the measurement uncertainty.

Likewise, we can apply the differential form of Ampere’s
law in a source-free region (V xB = 0) to write relationships
between the magnetic field components (see Appendix F),
namely

ik
by (ks by, 2) = F == b7 (ks Ky 2), “
ik,
by (ke by, 2) = F=2b7 (ks Ky 2). ©)
For the field generated by a current-carrying wire lo-
cated above the diamond, we should have b, = —”‘sz and
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b, = —%bz. In other words, the components of the magnetic
field in a given plane are completely interrelated [3,11,37].
Applying these relations to the measured out-of-plane compo-
nent B,, we can obtain the reconstructed in-plane components
By and By, as shown in Figs. 2(h) and 2(i) for sample 1 and in
Figs. 2(q) and 2(r) for sample 2, revealing large discrepancies
with the measured field. In particular, the reconstructed B,
is much larger and closer to the Biot-Savart prediction than
the measured B, [see green lines in Figs. 2(g) and 2(p)].
Interestingly, the equality in Eq. (2) is satisfied (within error)
when using the reconstructed B,; that is, the integral form of
Ampere’s law is satisfied when using the measured B, compo-
nent but not when using the measured B, component (which
appears abnormally suppressed). In other words, the measured
B, profile is quantitatively consistent with the injected current
1. However, there is still an apparent anomaly in the measured
B., because the reconstructed B, spreads beyond the width of
the wire in the x direction (especially for sample 2), which
is not expected from a current confined to the wire in our
geometry.

B. Resolving the magnetic field anomaly

Let us briefly summarize our findings so far. We measured
the vector components of the current-induced magnetic field
in the NV plane, but found that these components are appar-
ently not interrelated as they should be according to Gauss’s
law for magnetism (V - B=0) or Ampere’s law (VxB = 0),
which are independent of the detail of the current density in
the metallic wire. In other words, our measurements appear
to be incompatible with the laws of classical electrodynamics.
This implies that either the magnetic field measurements are
erroneous, or that these laws have not been applied correctly.

Our measurements rely on the conversion of precisely
determined spin resonance frequencies into a magnetic field
through a well-characterized Hamiltonian [1,2]. Examining
ODMR spectra at different wire currents / [Fig. 1(e)] or at
different locations with respect to the wire [Fig. 13(c) in
Appendix C] does not reveal any significant modification
of the NV charge state or spin resonance character. In all
cases, the set of resonance frequencies is well fitted by the
standard NV spin Hamiltonian, with a fit error comparable to
the measurement uncertainty (see details in Appendix C). In
other words, there is no evidence that this Hamiltonian may
be incorrect or incomplete for our purpose. Moreover, the
anomaly concerns a small differential magnetic field (induced
by the current) on top of a much larger background magnetic
field (produced by a permanent magnet), which as expected
is seen to be uniform and unaffected by the presence of
the metallic wire (Fig. 14 in Appendix C). This rules out a
modification of the purely magnetic response of the NVs, as
this would affect the total magnetic field, not just the small
current-induced magnetic field. The possibility of a problem
in the analysis will be reanalyzed in detail in Sec. V, and
representative raw ODMR data are available [38] to allow
independent verifications to be carried out.

Beside the possibility of a measurement error in this differ-
ential magnetic field, the other way to reconcile experiment
and theory is to question the assumptions that led to the
apparent violation of the laws of classical electrodynamics.

To apply V - B = 0 and V xB = 0 to the data, one assumption
was made: it was assumed that the sources of magnetic field
are located only on one side of the NV layer, namely above
the NV layer where the metallic wire is located. This led to
Eq. (3) with the plus sign for V- B =0, and Egs. (4) and
(5) with the minus sign for VxB = 0. Such an assumption
is needed as measurements in the xy plane do not have direct
access to the d/0z terms of the differential equations (see
Appendix F). Although this assumption seems very reason-
able a priori, we will see that removing this assumption not
only resolves the magnetic anomaly problem, i.e., there is no
longer a violation of Gauss’s law for magnetism and Ampere’s
law, but also leads to an excellent match between the total
current deduced from the magnetic field measurements and
the electrically measured current. However, this will also lead
to the surprising conclusion that the majority of the current
(or more generally, the dominant source of magnetic field) is
located in the diamond rather than in the metallic wire.

C. A generalized analysis of the magnetic field

Instead of making an assumption on the location of the
magnetic sources, here we generalize our description to the
situation where the measured (total) magnetic field B has
contributions from sources that are both above (current den-
sity J* producing a field B™) and below (J~ producing B™)
the NV plane. We emphasize that at this stage the sources
are not specified and could be in the form, for instance, of
a magnetized object (permanent or induced) equivalent to
a current density J = VxM where M is the magnetization
density. In this generic scenario, Eqgs. (4) and (5) become
by = _ika(b; —b_) and by = —%(bj — b_), implying that
the total out-of-plane component (b, = bF +b;) is com-
pletely decoupled from the total in-plane components, which
are themselves still related to each other via kyby = kiby.
Likewise, Gauss’s law for magnetism no longer imposes any
relationship on the magnetic field components. As a result,
the experimental data become compatible with the laws of
classical electrodynamics. Moreover, it is then easy to find
a source that can explain (qualitatively) the data of sample
2: if the current / is allowed to flow partly above and partly
below the NV plane in a symmetric fashion, the in-plane field
components will be identically null (because the in-plane field
from the two sides interferes destructively, i.e., Bj = —B)),
while the out-of-plane field will be essentially unchanged
(because of constructive interference, Bj’ = B_). Likewise,
the reduction in B, observed for sample 1 is consistent with
a current that flows partly below the NV plane (although still
mostly above). This thus resolves the apparent discrepancy
between the measured and predicted in-plane field. As for the
discrepancy in the out-of-plane component B, (related to the
anomalous lateral spread in the reconstructed B,), it can be
explained by a lateral spread in the current density beyond the
width of the wire.

We now quantify these effects by inferring the current
densities J* and J~ from the measured (total) magnetic
field B =B* + B~. To do so, we make the assumption that
J™ and J~ are confined within a distance /. to the NV
plane such that Ay, < Axpin, where Axp, &~ 500 nm is the
lateral spatial resolution of our measurements (which limits
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FIG. 3. (a) Map of the total current density projected in the NV plane (denoted J) deduced from the measured magnetic field component B,
for sample 1 [device imaged in Figs. 2(c)-2(e)] via Egs. (8) and (9). Since these equations are not valid for k = 0, a constant offset was added
to cancel the current density at the boundaries of the images (away from the wire). The color codes for the norm |J| whereas the direction of J
is indicated by black arrows overlaid on the image. The arrows have a length proportional to |J| and are shown only if |J] > 100 A/m. (b), (¢)
Maps of the current density above [J*, panel (b)] and below [J~, panel (c)] the NV plane, deduced from Eqs. (6)—(9). (d) Line cuts of jy, ]j s
and .7‘._ taken along the horizontal dotted line shown in (a). The gray shading indicates the location of the wire as extracted from the PL image.
(e) Model of the current flow: The injected current / is split into two separate paths, a current /,, confined to the metallic wire (current density
J”) and a current I; flowing in the diamond symmetrically with respect to the NV plane and unbounded laterally (current density J¢). (), (g)

Maps of J* and J¢ deduced from (a)—(c). (h) Line cuts of jy, ‘7)‘.“, and ]Vd taken along the horizontal dotted line shown in (a). (i)—(k) Maps of J,

Jv, and J¢ obtained for sample 2 [device imaged in Figs. 2(1)-2(n)]. The threshold for the arrows is |j| > 40 A/m. (1) Line cuts of J,, J¥. and

]Vd taken along the horizontal dotted line shown in (i).

the maximum spatial frequency accessible, knax = 1/ AXmin),
close to the diffraction limit [33] and roughly matched to the
pixel size. Under this assumption, valid here since /p,x &~ 88
nm and A,x & 118 nmin samples 1 and 2, respectively (based
on the current flowing in the Au layer), the magnetic field
depends only on the projected current density J* = [J¥dz
(ji is a lineal current density, in units of A/m), with no
experimental parameter. Namely, we have in the Fourier plane
(see derivation in Appendix H)

Mo ~ ~—
be= =20y = Jy)s (6)
Mo ~y
by = G =00, 7
Mo ik ~4 ~_
b, = —Tk—x(]y + 7y ), (®)
Mo ik ~ ~_
b, = "——
<=7 ky(Jx +Ji s )

showing that B, is related to the total projected current density,
J=Jt+J, whereas B, and B, are related to the difference
AJ = J* — J~. Equations (6)—(9) are very general and apply
to any situation where the magnetic sources (charge cur-
rents, magnetic moments, etc.) are located within a distance

y 2

Nmax <K Axpmin of the magnetic field measurement plane. In
reality, the NV centers exhibit a spread in z due to the im-
plantation process, with a typical standard deviation of hyy /2
where Ayy is the mean implantation depth [39]. Therefore,
the distinction “above” and “below” is to be understood as
“mostly above” and “mostly below,” respectively, with an
appropriate weighting for sources located within the NV layer.

Equations (6)—(9) form a system of four equations with
four unknowns (j=, j}i) and that has a unique solution. Tradi-

tionally, one of the conduction channels is neglected (e.g., J7)
and the system is then overdetermined; i.e., the vector com-
ponents of the magnetic field are used as redundant infor-
mation to improve the reconstruction of the single-channel
current density [23,25]. Alternatively, when only a single
field component is available, the current continuity condition
(V -J =0) must be imposed to provide a unique solution
for the single-channel current density [26]. Here, we make
full use of the vector information available to reconstruct
the two-channel current density, without any unnecessary
assumption. The results of the reconstruction for sample 1
are shown in Figs. 3(a)-3(c) where we plotted J,Jt, and J-,
respectively. In these maps, the color codes for the norm of
the current density vector (|J|) whereas the direction of the

vector is indicated by overlaid arrows. Line cuts of Jy, 7;2
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and ]y’ (y is the main direction of current flow) across the
wire are shown in Fig. 3(d), revealing that ];r is maximum
near the center of the wire while jy’ is peaked near the
edges. Importantly, integrating J, over the transverse direction
x gives a total NV-measured current fio = f_t;” jy(x)dx =
—4.9(3) mA, in agreement with the electrically measured
current of / = —5.000(5) mA (elsewhere quoted as —5 mA
for brevity). This agreement indicates that the injected cur-
rent is completely accounted for by our measurements, and
validates our reconstruction method. The uncertainty in [y is
dominated by truncation artifacts due to the finite size of the
measured B, map (see Appendix I).

Similarly to the total current, we can integrate 7V+ and

jv‘ over x to obtain the total current flowing above the NV
plane, I, ~ —3.4(4) mA, and below the NV plane, I_ ~
—1.5(4) mA. This implies that a significant portion of the
current, namely I_ /Iy =~ 30%, flows below the NV plane,
setting a lower bound for the portion of the current flowing
in the diamond, |I;| > |I_|. Furthermore, about 20% of I, is
localized at positions x laterally offset from the wire (|x| >
w/2) and hence must also flow inside the diamond, raising the
lower bound to |I;| > 2.1 mA (i.e., 43% of the total current).
The remaining 80% of I, is localized either in or under the
wire, which the measurements cannot distinguish; therefore
the upper bound for I; is simply I; < I, corresponding to the
case where the current flows entirely in the diamond.

As a metric to characterize the leakage current I;, we will
use I; =2/, which amounts to assuming that the current
flowing in the diamond is distributed equally above and below
the NV plane. Moreover, the lateral distribution of this current
is likely to be similar above and below the NV plane given
the expected vertical confinement; therefore we define the
projected current density in the diamond as J¢ = 2J~. This
scenario is illustrated in Fig. 3(e), where the current density
flowing in the metallic wire is denoted as J* such that the
total current density is simply the sum J = J* + J¢. Within
this model, we have that

JU=Jr-J, 10)

Ji=2J. (11)

That is, there is a simple one-to-one correspondence between
the model-independent quantities (J*) and the model-specific
J™, J%). To facilitate the discussions, in the following we will
analyze the data using the quantities J* and J and describe
them as the current flowing in the wire and in the diamond,
respectively, knowing that the total current flowing in the
diamond may in fact be lower by a factor up to 2 (bounded
by J7) or larger (bounded by the total current J).

Applying this conversion to the data of sample 1, we obtain
the maps shown in Figs. 3(f) and 2(g), with line cuts plotted
in Fig. 3(h). The integrated current flowing in the diamond is
then I; = 21_ ~ —2.9(4) mA while the current in the wire is
only I, & —2.0(3) mA, i.e., a leakage of I;/I;o,; =~ 60%. It can
be seen that J* is laterally confined to the region delimited
by the width of the wire [gray shading in Fig. 3(h)] while
J¢ spreads several micrometers beyond in the x direction,
suggesting that J* and J¢ have been sensibly separated.

Applying the same analysis to the data of sample 2 [current
maps are shown in Figs. 3(i)-3(k)], we find that the current
flows mostly in the diamond, with a ratio I;/Iio; =~ 94%. Like
for sample 1, the current spreads laterally beyond the width
of the wire, here by as much as ~20 um. In fact, only a

portion [ ::)17//22 Jédx/1; ~ 57% of the current flows right under
the wire, with the remaining 43% of 1; flowing a distance of
1 pm or more (laterally) from the wire, and 18% of I; flowing
at a distance larger than 10 pm. This significant lateral spread
explains the apparent discrepancy between measured and cal-
culated B, in Fig. 2(0), which cannot be explained by a current
purely confined to the width of the wire (whether above or
below the NV plane). Again, the total current obtained by
integrating J; is Lot & —3.9(3) mA, in agreement with the
injected current of / = —4.000(4) mA. This shows that the
magnetic field data are completely consistent (within error)
with the injected current flowing near the metallic wire (i.e.,
within our field of view) but simply delocalized into the
diamond both vertically and laterally.

While our measurements provide direct access to the lateral
distribution of the projected current density, the estimation of
the vertical extent of J¢ necessitates further discussion. Let
us first consider the case of sample 2, for which Jr=J+t-—
J~ ~ 0—a consequence of B, and B, being null. Assuming
for simplicity that the current flows entirely in the diamond
(which is formally true in the regions not under the metal),
this implies that for any lateral position (x, y), the following
equality must hold: f?th Jdz = f:O};NV Jdz, where z =0 is
the diamond surface and z = —hAyy the NV plane. Therefore,
any well-behaved function describing the z dependence of J
must decay over a length scale on the order of hyy under the
NV plane. Thus, in sample 2 the current is likely confined
within a distance on the order of Any ~ 8 nm from the surface
or from the NV plane, whereas it spreads laterally over several
micrometers (17% of the total current flows at a distance
larger than 10 um from the edges of the wire). The same
reasoning applies to sample 1 for the regions outside the
wire (]x| > w/2) where the current is necessarily confined to
the diamond z < 0, implying again that the current must be
vertically confined to an extent on the order of /yy. Thus, it is
likely that the current will be confined within zyy ~ 28 nm of
the surface everywhere in sample 1 as well.

D. The case of nearby wires

One of the most surprising conclusions of the above analy-
sis is the fact that the current appears to leak several microme-
ters away from the metallic wire laterally, just underneath the
diamond surface (about the NV layer). If this apparent leakage
were associated with a conventional conduction current, one
would expect a nearby metallic contact on the diamond to
be able to collect some of this current. To test this, we
fabricated a set of wires with a minimum lateral separation
of 4 um on sample 2¢ (same diamond substrate as in sample
2, but different fabrication parameters; see Appendix A). A PL
image is shown in Fig. 4(a), also indicating the connections to
three different power supplies.

The two wires have a similar resistance of about 10 2
each, measured by applying a dc voltage of 50 mV (V; or V)
and reading the corresponding current (I, or I), i.e., about
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5 mA here. However, applying a dc voltage between the
two wires, e.g., V3 = 10 V, does not produce any measurable
current, namely /5 < 1 pA limited by the noise floor of our
instrumentation, i.e., a resistance between the two wires of
R > 103 Q. This result is independent of whether a current
is injected in the wires (including in both simultaneously)
and whether the laser is illuminating the wires during the
measurement. We observed a small increase in the resistance
of each wire (by about 1%) upon turning the laser on; however
this change exhibited little dependence on the exact position
of the laser spot on the diamond and hence is attributed to
laser-induced heating and the expected temperature depen-
dence of the resistance of the metal.

Thus, we conclude that there is no actual electrical conduc-
tion between nearby wires on our diamond, as expected. To
verify that the distance between the two wires was sufficiently
small to allow the apparent leakage from one wire to reach the
other, we used the NV centers to map the total current density
as well as the contributions J* and J¢ [Figs. 4(b)—4(e)].
Here a voltage source was connected to the wires instead
of a current source as in previous sections, and the voltage
between the two wires was set to V3 = 0 (no difference in
the current density maps was observed with V3 =10 V).
Figure 4(b) shows the case where a current is injected into
the top wire only (V; = 50 mV, I} = 5 mA). The portion of
the total current that flows in the diamond (I;/I) varies
between 60% (near the center of the image) and 80% (near
the bottom boundary). This spatial variation and the fact that
the leakage is smaller than measured previously on the same
diamond (Fig. 3) can be explained by the dependence of the
leakage effect on the laser intensity, as discussed in Sec. IV C.
Nevertheless, the apparent leakage is significant (at least 3 mA
appears to flow in the diamond) and a sizable portion of this

JI (A/m)

leakage current (more than 100 ©A) spatially overlaps with
the footprint of the second wire. Likewise, when a current is
injected into the bottom wire only (V, = 50 mV, I, & 5 mA),
at least 60% of the total current flows in the diamond, although
here the leakage current remains mostly laterally confined to
under the wire [Fig. 4(c)]. Thus, there is a clear spatial overlap
between the current densities J¢ associated with the two wires.
Yet, there is no actual conduction between the two wires.

In other words, the conduction electrons in the metal are
not able to tunnel through a 4 um insulating gap (an obvious
result) but the magnetic field they generate suggests that the
current density associated with these conduction electrons
is delocalized over such distances. Again, the reconstructed
current densities are completely satisfying from the classical
electrodynamics point of view, in that the total current
deduced from the current density maps are within error of the
electrically measured current. Moreover, running a current
in both wires simultaneously gives a net current density
that is consistent with the addition of the current densities
obtained previously [Figs. 4(d) and 4(e)], with a constructive
(destructive) interference effect visible in J¢ when the current
flows in identical (opposite) directions. Again, the deduced
net current flowing along the x axis is in excellent agreement
with the electrically measured current; namely we find
10.4(4) mA with identical current directions and 0.1(4) mA
with opposite current directions [against 10.1(1) mA and
0.0(1) mA expected]. This adds to the evidence that the
analysis of the magnetic field is sound.

E. Examination of a few possible interpretations

Before proceeding to further experimental tests, we discuss
here a few possible interpretations of this apparent anomaly.

V; = +50 mvV
V, = +50 mV

FIG. 4. (a) PL image of a set of nearby wires on sample 2¢ and schematic of the electrical setup. (b)—(e) Maps of J (top), J* (middle), and
J¢ (bottom) under a voltage applied only to the top wire in (b), only to the bottom wire in (c), and to both wires simultaneously in (d) and (e)
with identical (d) or opposite (e) current directions. In all cases the voltage between the two wires (V3) is set to zero, but was verified to have
no effect on the results. All the current density maps share the same color bar capped to a maximum value of 200 A/m. The threshold for the

arrows is |J| > 40 A/m.
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To summarize the situation, we analyzed the magnetic field
data with a minimal set of assumptions, yielding a unique
solution for the current density in the system that perfectly
fits the magnetic field data and completely accounts for the
total injected current. However, this analysis suggests that
the current density extends far out of the metallic wire, into
the diamond, and along the diamond surface, even though
no actual electrical conduction was measured between two
nearby contacts on the diamond.

Although the absence of electrical conduction through the
diamond rules out a conventional conduction effect, it is useful
to discuss this possibility quantitatively. Consider the case of
sample 1, where a sheet resistance of Ry &~ 2.2 ©/sq was mea-
sured using four-terminal sensing [allowed by the network of
wires visible in Fig. 1(c)]. Given the r = 50 nm thickness of
the wire, we deduce a wire resistivity of p,, = Rt ~ 107> Q
cm or a conductivity o, &~ 103 S/cm, consistent with typical
values for evaporated gold [40]. On the other hand, a 50%
current leakage through the diamond would indicate that the
resistance of the diamond channel is comparable to that of
the metal, and so with a comparable conductivity o; ~ oy, ~
5%10* S/cm, given that the vertical extent of the diamond
conductive channel is also on the order of # ~ 50 nm. Such
conductivity is two orders of magnitude larger than the record
values reported so far at room temperature (~10? S/cm),
obtained for boron-doped metallic diamond [41]. This implies
that an unprecedentedly efficient doping mechanism would
have to take place. One could imagine an induced conductivity
effect at the metal/diamond interface, but the conductive re-
gion would likely be localized within a few nanometers from
the interface, not the tens of nanometers indicated by our
NV measurements, and would not extend laterally over sev-
eral micrometers. Another possible mechanism could involve
photoinduced doping caused by the laser illumination present
in our experiments; however there is no evidence of such an
effect (explored in Sec. IV C). Moreover, the carrier density
required to explain a conductivity of o; = 5x10* S/cm is
unrealistically large: assuming an optimistic mobility of u =
3000 cm?/V s as achieved in high-quality CVD diamond for
both electrons and holes [42,43], the required carrier density
must be n=0,/qu ~ 102 cm™3 where g is the electron
charge.

An alternative explanation could be that the current density
J9 does not correspond to a conduction current. Indeed, our
analysis does not distinguish between the different types of
magnetic field sources provided they are induced by the elec-
trical current; i.e., J¢ could include effective currents associ-
ated with bound charges or magnetization. Let us first discuss
the case of bound charges. Changes in the electric polarization
density P of the diamond would produce a polarization current
Jp = %. A current / = 1 mA in the metallic wire corresponds
to a drift velocity v; ~ 0.1 m/s. Assuming a density of charge
carriers similar to that in the metal (~60 nm~3, just bound
instead of free) and a similar cross-section area for the effec-
tive diamond channel, this would require a net displacement
of the charges by 30 nm over the 300 ns duration of a single
measurement run (the m-pulse duration in pulsed ODMR),
which is not compatible with bound charges.

Magnetization of the diamond induced by the charge cur-
rent is another possible candidate to explain the effective

current flowing in the diamond, J¢. For instance, the spin Hall
effect in the metallic wire may induce a spin accumulation
in the diamond, characterized by a current-induced magne-
tization density M and corresponding to an effective current
density Juy = VxM. For such a source to be responsible
for the measured J¢, the magnetization density must verify
J? = Jy = VxM, where J¢ is parallel to the main charge
current flowing in the metallic wire, and relatively uniform
under the wire. This requires that M lie in the xz plane, be
confined roughly in the region under the wire, and exhibit
a curling distribution; i.e., M would point towards +x at
some depth below the NV centers, but towards —x at some
deeper depth. This would be quite a peculiar distribution,
inconsistent with spin injection from the metal. Furthermore,
this would require magnetizations up to ~I/t; ~ 10° A/m
locally in the case of sample 2 for instance (#; ~ 20 nm is the
maximum thickness of the effective diamond channel carrying
I ~ 4 mA). Such large magnetizations are typically found in
strong ferromagnets, and would correspond to ~1 pg (Bohr
magneton) per carbon atom of the diamond.

It is important to note that theories involving bound cur-
rents would raise another problem, which is that of charge
conservation. Indeed, if the current I; is to be explained by,
e.g., a current-induced magnetization, then the conduction
current in the wire as seen by our NV measurements is the re-
maining part I, = I,y — I;, which is far below the electrically
measured current. For sample 2, this means that ~ 94% of
the current injected between the two contacts on the diamond
would be unaccounted for.

Summarizing, there seems to be no plausible explanation
for the apparent leakage of the current in the diamond as
identified by the NV measurements. It is therefore natural
to question the measurements and the analysis. However,
we will argue in Sec. V that it is even less plausible that a
measurement error or a problem in the analysis may provide
a complete explanation of all of our observations, and that
an effective delocalization of the conduction current into the
diamond seems to be an overall more satisfying interpretation.
In the following, we will therefore focus on this interpretation
and perform further experiments aiming to gain some insight
into the underlying phenomenon by varying parameters such
as the total current, the NV density, the material composing
the wire, the wire-diamond distance, and the intensity of the
laser used in the experiments.

IV. FURTHER EXPERIMENTAL TESTS
A. Dependence on the total current

We used sample 1 to study the dependence of the effect on
the total injected current, /. Namely, we recorded the magnetic
field for various values of I between 0.2 mA and 8§ mA (both
positive and negative) and for each / we reconstructed the
current density as explained previously. Line cuts of J;, J,

and .7;,1 obtained for / = +5 mA and I = +0.5 mA (normal-
ized by the value of I) are compared in Fig. 5(a), showing
very similar profiles (within noise). In Fig. 5(b), we plot the
integrated currents I, I; and the sum iy = I, + I; as a func-
tion of /, showing a good linearity across the range studied. A
linear fit to the data gives average ratios I; /I,y = 60(2)% and
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FIG. 5. (a) Normalized line cuts of J,, 7","', jvd in sample 1 [taken
along the dotted line shown in Fig. 3(a)] measured for an injected
current / = +5 mA (solid lines) and / = +0.5 mA (dashed lines).
(b) Integrated current I, I, and I as a function of /. The solid
lines are linear fits to the data, yielding slopes of 0.39(2), 0.60(2),
and 0.99(1), respectively.

Liot/I = 99(1)%. We conclude that the current leakage effect
does not depend on the injected current within the range
of currents applied, which was limited on one end by the
sensitivity of the measurements (due to systematic errors in
excess of 0.1 mA; see Appendix J), and on the other end by the
maximum current density that can be handled by the devices
(currents above 8 mA typically irreversibly damaged the
device, presumably due to electromigration-induced failure).

B. Dependence on the device/diamond characteristics

To test the reproducibility of the effect, we varied a num-
ber of parameters in the fabricated devices and used a set
of different diamonds, the main parameters being listed in
Appendix A. First, we note that samples 1 and 2 had a number
of differences besides the nitrogen implantation depth men-
tioned before. Namely, the fabricated devices differed in mate-
rial composition (Ti/Au vs Cr/Au) and thickness (10/50 nm vs
10/100 nm), and the diamonds were prepared differently
prior to implantation: in sample 2 the diamond surface was
as polished whereas in sample 1 the polished surface was
overgrown with 2 um of CVD diamond. The fact that the
two samples showed a strong current leakage through the
diamond suggests that these differences did not play a major
role, and that the effect is relatively robust with respect to the
quality of the diamond surface and the nature of the metal in
contact. Instead, it is likely that the difference between the
results of samples 1 and 2 is mostly related to the difference
in implantation depth (hxy ~ 28 nm vs 8§ nm).

In Fig. 6, we show the results obtained for three other
samples, labeled 3 to 5. For each sample, we show the PL
image and measured magnetic field maps, the reconstructed
current densities separated in terms of J* and J9, and line
cuts across the wire. Sample 3 was implanted at the same
energy as sample 2 (hence same depth iny ~ 8 nm) but with
a fluence 20 times lower (5x 10'! against 10'? nitrogen/cm?),
thus creating about 20 times fewer NV centers and related
implantation defects. Yet, the results are broadly similar to
sample 2, with a large suppression of the B, field component
under the wire [Fig. 6(a)] indicating that the current flows
mostly in the diamond. From the reconstructed current den-
sities [Figs. 6(b)-6(e)], we obtain a ratio I;/li, =~ 97%. We

therefore conclude that the density of NV centers and asso-
ciated defects (such as substitutional nitrogen and vacancy
clusters [44]) in the implanted layer do not play a key role in
the effect, or that the smallest density in our samples already
exceeds a threshold required to activate the effect.

Sample 4 was implanted deeper (hny ~ 20 nm) with a
fluence of 10'2 ions/cm?. Similarly to sample 1, there is a
partial recovery of the B, component [Fig. 6(f)] leading to
current densities that are relatively balanced between wire
and diamond paths [Figs. 6(g)-6(j)] although the ratio 1/l
varies along the wire from 47% (near the top of the image) to
64% (towards the bottom). This confirms that the implantation
depth Anv is a key parameter whereas the fluence appears not
to be.

In all the samples measured so far, the quantity J* = J*+ —
J~ was found to be approximately null outside the wire (|x| >
w/2) even when the total current density J is not, regardless of
the NV depth. This indicates that J? = 2J~ is a good measure
of the current density in the diamond, at least away from the
wire. Furthermore, J* = 0 implies J* = J~, which requires
that the NV layer be at the center of the current density in the
diamond regardless of the NV depth. Thus, this observation
suggests that the NV layer plays a role in the leakage effect
by dictating the z dependence of J¢. In summary, a larger NV
depth results in a smaller overall leakage 1,; /I,o; but J¢ remains
always centered with respect to the NV layer.

Finally, sample 5 was implanted at hxy ~ 12 nm
and comprises not only metallic wires (Ti/Au) but also
graphene ribbons (see Ref. [25] for fabrication details).
Figures 6(k)-6(n) show the data for a junction between a
graphene ribbon (along the y direction) and a Ti/Au wire
(along x), with an injected current / = —4 mA. Interestingly,
the ratio I/l changes across the junction, as clearly seen
from the line cuts in Fig. 6(0). Namely, we have I; /s ~ 90%
near the Ti/Au wire, consistent with samples 2 and 3 (which
had a comparable implantation depth ANy ), but this ratio drops
to I;/Iioc ~ 27% near the graphene ribbon. The fact that there
is still a significant leakage through the diamond under the
graphene ribbon suggests that the effect does not rely on a spe-
cific interfacial mechanism and may possibly be present with
any conductive material in close proximity to the diamond.

C. Dependence on the laser intensity

In some samples, we noticed a correlation between the PL
intensity and the amplitude of the B, magnetic field compo-
nent, indicating a change in the ratio 1, /l,. This can be seen
for instance in sample 4 [see Figs. 6(f)-6(i)] and in sample 2c
(Fig. 4) where the leakage through the diamond seems small-
est where the PL under the wire is brightest, i.e., near the cen-
ter of the laser illumination spot. This observation prompted
us to study the effect of the laser intensity impinging on the
sample. Namely, we kept the size of the laser spot constant
(~120 um 1/¢?> diameter) and varied the total continuous-
wave (cw) laser power Paser from 300 mW (the value used
so far) to 30 mW, corresponding to a maximum power density
at the center of the spot (ignoring interference effects from
the sample) varied from about 5 kW /cm? to 0.5 kW /cm?.
Note that the pulse sequence used for the measurements [see
Fig. 1(f)] gives a laser duty cycle of « ~ 0.85; hence the
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FIG. 6. (a) PL image and measured magnetic field for a device in sample 3 with an injected current / = +5 mA. (b)—-(d) Maps of J (b), Jv

(c), and J¢ (d) deduced from (a). (e) Line cuts of J,, J*, and 7\‘,1 taken along the horizontal dotted line shown in (b). The gray shading indicates

yoJdy o

the location of the wire as extracted from the PL imége. (f)—'ﬁ) Same as (a)—(e) for a device in sample 4 with / = +5 mA. (k)—(o) Same as
(a)—(e) for a device in sample 5. Here the device comprises a graphene ribbon along the y direction connected to a metallic (Ti/Au) wire along
the x direction, with a current / = —4 mA flowing from the graphene into the Ti/Au wire. The line cuts in (0) show the J, components across
the graphene ribbon [horizontal dotted line shown in (n)] and the J, components across the Ti/Au wire [vertical dotted line in (n)]. In the
current density maps, the threshold for the arrows is |J| > 100 A/m for samples 3 and 5, and |J| > 40 A/m for sample 4.

average laser power is oPser. In Fig. 7(a), we plotted line
cuts of the reconstructed current density ]Vw and ]Vd for sample
4, obtained with two different laser powers Pyser = 300 mW
and 30 mW. While the total measured current is unchanged,
ie., Iy = —8.0(3) mA (for an injected current / = —8 mA),
the spatial distribution is clearly affected with more current

(a) 4 (b) 1OF

-300p
-250p

100 200 300
Plaser (mW)

x (pm)

FIG. 7. (a) Line cuts of j;” and 7{" across a wire in sample 4 with
I = —8 mA, for two different cw laser powers, P = 300 mW
(solid lines) and Py = 30 mW (dashed lines). (b) Ratio 1; /I as
a function of P, from a given line cut across a wire in sample 4
(squares) and sample 1 (circles). The total measured current /., was
approximately constant across the range of Py, With Iy = —8.0(1)
mA for sample 4 (for an injected current / = —8 mA) and I, =
—4.9(1) mA for sample 1 (/ = —5 mA), the quoted uncertainty being
the standard deviation. Solid lines are an exponential fit to the data.

flowing in the diamond at lower laser power. This is quantified
in Fig. 7(b) which plots the ratio I; /Iy against Pjyser, sShowing
a roughly exponential decrease as Pl is increased, with a
value of 1;/Iiot = 70% at Piaser = 30 mW and I; /Iy = 33% at
Piaser = 300 mW. In other words, increasing the laser intensity
seems to decrease the leakage effect, suggesting that the
presence of the laser acts against the mechanism leading
to the leakage. Other samples showed a milder effect; for
instance in sample 1 the ratio I; /I decreases from ~73%
at Paser = 30 mW to ~66% at Piuser = 300 mW [Fig. 7(b)].
Moreover, for samples that showed a nearly complete leak-
age through the diamond at the maximum available power
(Piaser = 300 mW), such as samples 2 and 3, decreasing the
laser power did not noticeably change the ratio I, /.

This laser dependence calls for caution when comparing
samples with different NV depths or different wire materials.
Indeed, although the laser power entering the objective lens
was kept constant in Figs. 2-6, namely P, = 300 mW,
the laser intensity is locally modulated by the presence
of the devices. In particular, the metallic wires largely reflect
the laser beam resulting in a laser intensity that is about twice
as large in the NV layer at Ay = 28 nm as at hAxyy = 8 nm
due to an interference effect (see Appendix D). Likewise, in
sample 5 the laser intensity at the NVs is expected to be almost
twice as large under the (unreflective) graphene as under the
metal. Thus, the variations in the ratio I; /I, observed across
samples could be potentially partly due to differences in the
local laser intensity.
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FIG. 8. (a) Cross-sectional schematic of sample 2b, where a 10-nm-thick layer of Al,O3 was deposited on the diamond before fabricating
Cr/Au wires. (b) PL image of a device. (c) Maps of J (left image), J¥ (middle), and J¢ (right) with an injected current / = +5 mA and a laser
power Per = 300 mW. The threshold for the arrows is |J| > 80 A/m. (d) Line cuts of 7}‘,” and 7)‘,1 taken along the dotted line shown in (c). The
total integrated current is [, = +4.8(3) mA. The gray shading indicates the location of the wire as extracted from the PL image.

D. Effect of an insulating layer

Next, we fabricated a sample with an electrically insulating
layer between the metallic wires and the diamond. Precisely,
we removed the metallic wires from sample 2 and deposited
a 10 nm layer of Al,O3 on the whole diamond by atomic
layer deposition, before fabricating a new set of metallic
wires (Cr/Au), labeled sample 2b [Fig. 8(a)]. Such films are
commonly used as a gate oxide in field effect transistors based
on the conductive hydrogen-terminated diamond surface [45],
and were confirmed to be highly insulating on similarly
prepared diamonds [46]. The measured current densities are
shown in Fig. 8(c), with the corresponding PL image shown
in Fig. 8(b). Similarly to the no-oxide case, the current flows
mostly in the diamond, with a ratio I;/I,x & 95% according
to the line cuts shown in Fig. 8(d). Looking more closely at
J*. we find that the remaining 5% of the total current is in
fact localized just outside the wire (laterally), as clearly seen
by comparing the J* map to the PL image, suggesting that the
portion of current flowing in the metallic wire may be even
less than 5%. This result is consistent with the picture (pos-
sibly nonphysical) of an apparent long-range delocalization
of the current density through insulating materials (whether
diamond or Al,03), even though there is no possibility for the
free charges to actually escape the metal.

To study the role of the distance between the metallic wire
and the diamond, we fabricated a sample (labeled 5b, same
diamond substrate as in sample 5) where a 1.5 um layer of
Al,O3 was evaporated through a shadow mask resulting in
a ramp with a thickness increasing from O to 1.5 um over a
lateral distance of ~150 um (i.e., an average slope of 1%),
before fabricating Cr/Au wires [Figs. 9(a) and 9(b)]. A PL
image of a typical device is shown in Fig. 9(c), revealing
interference fringes due to reflection of the laser light at
the oxide/metal interface (under the metallic wire) or at the
oxide/air interface (elsewhere). These fringes can be used as a

ruler to estimate the oxide thickness (see Appendix D). At the
top of the image, the metallic wire sits on the bare diamond
surface, causing a strong reduction in PL intensity due to
near-field coupling.

The current-induced magnetic field for / = —2 mA is
shown in Fig. 9(d) and reveals a correlation with the PL
intensity. This is particularly clear in the B, component, where
the largest fields correspond to the bright fringes seen in
PL, but a correlation can also be seen in the B, component.
The reconstructed current densities [Fig. 9(e)] reveal that
the current oscillates between J* and J¢ in correlation with
the PL intensity. Precisely, while the current flows mostly in
the diamond where the wire sits on the bare diamond surface
[left graph in Fig. 9(f)] with a ratio I; /I ~ 81%, the ratio
1; /1,y decreases under the first bright fringe to zero and even
turns negative [right graph in Fig. 9(f)] before increasing again
(Iz/ Lot =~ 26% for the first dark fringe), and so on. This oscil-
latory behavior is clearly seen in Fig. 9(g), which plots the
integrated currents as a function of the position along the wire
and confirm that 1, and I; are correlated with the PL intensity.
The total current I, = I, + I; is relatively constant along
the wire ranging between —1.9(3) mA and —2.0(3) mA, in
agreement with the injected current /. This confirms that the
reconstruction is sound even near the bottom of the image
where the assumption /iy << Axpin breaks down due to the
large oxide thickness; the main effect of this assumption is
to oversmooth the reconstructed current density, but this does
not affect our conclusions.

The negative sign of I; for some of the bright fringes is
particularly intriguing, and is highlighted by the zoomed-in
7“? map plotted in Fig. 9(h). As can be seen in the line cuts

[Fig. 9(f), right graph], J¢ is negative especially near the edges
of the wire, while 7}‘,” becomes larger than jy (thus conserving
the net current). Moreover, unlike all previous measurements,

here J* spreads beyond the region delimited by the wire,
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FIG. 9. (a) Photograph of sample 5b, which has an Al,O3; ramp made by evaporation through a shadow mask. (b) Schematic of the cross
section of the device (not to scale). The green dash-dotted lines represent the antinodes of the standing wave formed by reflection of the
laser on the metal. (c) PL image of a metallic wire. (d) Maps of the magnetic field components B, and B, with an injected current / = —2
mA and a laser power P = 300 mW. (e) Maps of the current density J (left image), J¥ (middle), and J¢ (right). The threshold for the
arrows is |J] > 100 A/m. (f) Line cuts across the wire taken at two different locations as indicated by the dotted lines shown in (e). The gray
shading indicates the location of the wire as extracted from the PL image. (g) Integrated current 7, (orange line), I, (blue), and I, (black)
as a function of the position y along the wire. The dashed line is the PL intensity measured at the center of the wire. The top axis gives the
approximate N'V-metal distance as estimated from the fringe pattern seen in the PL (see Appendix D). (h) Zoom-in of the current density .7“," in
the region delimited by the dashed rectangle shown in (e). (i) Schematic representation (cross-sectional view) of a possible current flow pattern

qualitatively consistent with the data.

indicating that J* comprises a contribution that is not confined
to the wire and may be localized in the diamond above
the NV plane or in the oxide layer. These observations are
broadly consistent with a current flow pattern as depicted in
Fig. 9(i), where the main current / = —2 mA oscillates in the
z direction between the wire and the diamond, accompanied
by current loops that cross the NV layer giving rise to the
negative current in J¢ (intensity Al ~ 0.4 mA for the main
bright fringe in the experiment).

It is important to note that the bright PL fringes correspond
to an increased laser intensity in the N'V layer, while the laser
intensity penetrating into the metal is essentially unchanged
(see Appendix D). Therefore, the correlation between PL and
current leakage observed in Fig. 9 shows that /; is governed
by the laser intensity at the NVs, where an increase in laser
intensity appears to disturb the leakage mechanism and reduce
1;. This is consistent with the conclusion drawn in Sec. IV B
that the current density in the diamond appears to be centered
with respect to the NV layer.

E. The case of suspended metal

An interesting question is whether the leakage effect would
still occur through an air gap, i.e., without physical contact
between the metallic wire and the diamond. This is a situation
that is naturally present in some of our samples because of

fabrication imperfections at the edges of the wire, where the
metal sometimes rises up during the lift-off process, leaving
a gap between metal and substrate. An example of this is

FIG. 10. (a) Scanning electron microscopy (SEM) image of the
edge of a wire in sample 2c, taken with a 41° tilt. (b) PL image of
the same region. (c)—(e) Corresponding maps of J (c), J¢ (d), and
J* (e) with an injected current I = 5 mA and a laser power P =
300 mW. The threshold for the arrows is |J| > 40 A/m.

014436-13



J.-P. TETIENNE et al.

PHYSICAL REVIEW B 99, 014436 (2019)

dccurrent ac current pulse [ antipulse [ dccurrent ) —_ Eg)) pulse
— (d) B
laser laser laser laser laser _ E?)) laser @7
(b) (c) (d) (e) (f) (8) (h) '
: ‘ {-50 ;
<
1°3
-
8 ‘ {50
Y 0 -100 -200 e —
e —
-200 0 200 By (uT) =200 20
By (uT )

FIG. 11. (a) PL image of a metallic wire from sample 5b. (b)—(f) B, maps under various pulse sequences for the measurement and current

injection, as depicted above each image and described in the text. In all the images, the cw laser power is Pe; = 300 mW and the maximum
current / = 5 mA. (g) Line cuts of B, extracted from (b)—(f) taken along the vertical dotted line shown in (b). (h) Map of the frequency shift
fi/vnv (normalized by the zero-current case) measured by Ramsey interferometry.

shown in Fig. 10(a), for one of the wires of sample 2¢c imaged
in Fig. 4. Figure 10(b) shows a PL image, where the bright
regions near the edge confirm that the metal is not in contact
with the diamond, giving a PL enhancement instead of a
PL quenching. The current density maps [Figs. 10(c)-10(e)]
reveal that the current appears to flow exclusively in the metal
wherever the metal is suspended, while it flows mostly in the
diamond where the metal is in contact with the diamond. This
may suggest that a physical contact is a necessary condition
for the apparent leakage to occur; however the fact that
the metal-diamond interface is changed as well as the laser
intensity seen by the NVs under the suspended metal prevents
a definitive conclusion.

F. Effect of the pulse sequence

Finally, we investigated the effect of the pulse sequence
used for the magnetic field measurements. So far, we used
pulsed ODMR while injecting a dc current. Using sample 5b
with the Al,O3 ramp as a test sample, we compared a number
of other measurement schemes, varying the laser/MW se-
quence and/or the way the current / is injected with respect to
this sequence (i.e., dc, ac, or pulsed). The results are shown in
Fig. 11, where the PL of the wire under study is shown in (a),
the magnetic field measurements for the different sequences
in (b)—(f), and line cuts along the wire in (g). Figure 11(b)
shows the reference B, map obtained with the standard pulsed
ODMR sequence (Paser = 300 mW) with a dc current I =
5 mA. In Figs. 11(c)-11(e), we kept the same pulsed ODMR
sequence but changed the current injection. In Fig. 11(c),
we applied a square ac modulation at 1 MHz; i.e., the sign
of I is alternated every 500 ns, and synchronized such that
I = +5 mA during the 500 ns segment overlaps the 300 ns
MW pulse. The resulting B, shows little change compared
to the reference measurement of Fig. 11(b). In Fig. 11(d),
the current is on only during the MW pulse, again with little
difference in B,. In Fig. 11(e), the current is on except during
the MW pulse when it is turned off, giving no field at all.

In pulsed ODMR, the measurement of the field occurs dur-
ing the MW pulse, when the Zeeman shifts are encoded into
a change of spin population subsequently read out via a laser
pulse. The tests performed in Figs. 11(c)-11(e) therefore show
that the history of the current injection makes no substantial
difference; i.e., the stray field depends on the instantaneous
value of the current at the time of the measurement. This
means that the leakage current through the diamond settles
in a time much faster than the 500 ns pulse duration used,
e.g., in Fig. 11(e), and its steady state value is independent
of whether the current is on or off or alternating the rest of
the time. We also varied parameters of the pulsed ODMR
sequence: (i) the laser pulse duration was decreased to 2 us
or increased to 20 us instead of the nominal 10 us, while
keeping the cw laser power constant Peer = 300 mW; (ii) the
wait time of 1.5 us was increased to 100 us, also keeping
Piaser = 300 mW constant; (iii) the MW pulse duration was
shortened to 75 ns while keeping the cw MW power constant
(such that 300 ns corresponds to a 7 flip of the NV spins);
none of these alterations resulted in a significant change in the
measured B, and, hence, in the leakage current.

Since the measured field was previously observed to de-
pend on the laser intensity, even though the laser is not applied
during the actual field measurement (i.e., during the MW 7
pulse), it is useful to look at the effect of the measurement
sequence itself. In Fig. 11(f), we applied a dc current but
employed cw ODMR for the measurement; i.e., the laser and
MW were applied continuously throughout the measurement
with the same cw laser and MW powers as in Fig. 11(b). The
resulting field is essentially unchanged, although B, appears
slightly reduced near the center of the image [see line cuts
in Fig. 11(g)]. We also compared ODMR spectroscopy with
Ramsey interferometry. In the latter, the Zeeman shift of a
given ODMR line is estimated from the phase accumulated
during the free interval t between two 7 mW pulses [47].
In Fig. 11(h), we tuned the MW frequency to be nearly on
resonance with the lowest-frequency ODMR line [labeled f;
in Fig. 13(c)] and varied the time 7 while applying a current
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pulse to the wire. The resulting Ramsey oscillations are fitted
to extract the value of f;, which is shown in Fig. 11(g) after
subtracting the background field (i.e., f; measured using the
same protocol but under / = 0). The frequency fj is a function
of not just B, but also B, and hence cannot be directly com-
pared with Fig. 11(b); however f; shows a similar modulation
to the B, measured via ODMR, with in particular a sharp
change where the wire sits on the bare diamond. Therefore
we can conclude that the leakage effect is still present in this
measurement. This suggests that the MW field, which is off
during the field measurement in the Ramsey sequence unlike
in ODMR, does not play an essential role in the effect.

From the experiments presented in Fig. 11, we conclude
that the apparent leakage current through the diamond quickly
settles after the current is switched on (in a few tens of
nanoseconds at most), and does not primarily depend on
whether the laser and/or the MW are applied during the
measurement. However, the fact that the leakage current does
depend on the laser intensity prior to the measurement (even
after a 100 us wait) indicates that the laser illumination has
a long-lasting effect (>100 ws) that does affect the amplitude
of this leakage current when the current is switched on.

V. SUMMARY OF THE FINDINGS
AND POSSIBLE EXPLANATIONS

The main finding of this work is the observation of an
anomaly in the magnetic field generated by a dc current in
a metallic wire in physical contact with the diamond surface.
Precisely, the vector components of the magnetic field mea-
sured in the NV layer do not satisfy Gauss’s law for mag-
netism (V - B = 0) or Ampere’s law (VxB = 0). In short,
the in-plane magnetic field is strongly attenuated compared
to theoretical expectations, whereas the out-of-plane field
appears distorted although it still exhibits values that are of the
expected order of magnitude. The strong attenuation (nearly
total in sample 2) of the in-plane field is not permitted by
Gauss’s law for magnetism and Ampere’s law, which impose
strict relationships between the different components. The
only assumption made to apply these laws to the data is that
the current is confined to the metallic wire (as opposed to
having magnetic field sources on both sides of the NV layer).
We therefore explored the possibility that this assumption
may be incorrect, and by allowing the sources to be located
anywhere in space a unique solution that fully explains the
measured magnetic field is found. This solution leads to
the surprising result that a significant portion of the current
density is located below the NV plane within the diamond.
This is only an apparent delocalization of the current (and
its characteristic magnetic field), however, as we verified that
no actual electrical conduction can take place between two
nearby wires via the diamond.

We discussed the possibility that this anomalous current
density, i.e., the part that is delocalized into the diamond, may
be associated with current-induced magnetization; however
this would require a very peculiar magnetization distribution
with an extremely large magnetic moment density. Further-
more, it would raise another problem, which is that there
would then be a large portion of the electrically measured
current unaccounted for by the magnetic field measurements.

Another possibility to consider is that of a major measure-
ment error or a problem in the analysis of the raw data. We
remind the reader that the raw data consist of a set of ODMR
spectra (a full representative data set is available [38] to allow
an independent analysis to be undertaken), one for each pixel,
exhibiting eight resonances split through the application of
a background magnetic field (of amplitude 4 mT) generated
by a permanent magnet. It is only the small current-induced
component, and not the total magnetic field, that is anomalous.
The anomaly observed on this current-induced field takes two
different forms. On the one hand, the in-plane field appears
to be strongly suppressed; for instance in the case of sample
2 it is nearly null under the wire [B, = 3(2) uT] when it
should be about B, ~ 200 uT. This can be directly seen in
the raw ODMR data [Fig. 13(c) in Appendix C], showing that
the resonances do not shift upon turning on the current, their
positions remaining set by the background field. On the other
hand, the out-of-plane field B, appears modulated in such a
way that the field is less intense than predicted at the edges
of the wire but the tails extend over larger distances (which
is interpreted as a lateral spread of the current outside the
wire in our generalized analysis). Importantly, the integral
Tt = f_t;i’ Jy(x)dx, where J, is related to B, via Eq. (8) in
the Fourier space, always remains in agreement with the
electrically measured current /, for all the different samples
and measurement conditions (or experimental parameters) we
tested.

These two different and very specific observations make
an explanation based on a measurement or analysis error ex-
tremely unlikely, including an error based on some unknown
physical mechanism affecting the NV response. Indeed, the
underlying mechanism would have to meet a number of
peculiar requirements. First, it would have to be able to
distinguish between the background magnetic field and the
current-induced field. That is, it cannot be magnetically ac-
tivated; otherwise it would respond to the total magnetic field.
Instead it must be activated by the charge current. Second,
it must be able to distinguish between the in-plane and out-
of-plane components of the current-induced field, since the
response to each is very different (suppression vs modula-
tion). This is problematic since the positions of the ODMR
resonances are not dictated by the Cartesian components of
the magnetic field. Instead, each pair of resonances splits and
shifts according to the direction of the local magnetic field
with respect to the symmetry axis of the corresponding NV
family, which does not coincide with any of the Cartesian
directions. So the mechanism underlying the error would have
to correlate the information gained from multiple NV centers
separated by 30 nm on average to retrieve the direction of the
local magnetic field. Third, since the in-plane field appears
suppressed uniformly across the image, the mechanism for
the error would have to know the value of the current-induced
in-plane field at each pixel of the image in order to exactly
cancel its effect pixel by pixel, or NV by NV. Fourth, in order
to keep the integral o = [ :;b Jy(x)dx constant, it would have
to know the value of the out-of-plane current-induced field
across the whole image and then apply a nonlocal correction
to this field.

The combination of these four requirements clearly rules
out a simple measurement error. As for an analysis error, the
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only way to satisfy all four requirements is for the underlying
mechanism to have a complete knowledge of the current
density in the metallic wire so that it can deduce the true
current-induced magnetic field from the Biot-Savart law and
then apply both a local correction and a nonlocal correction to
change the response of each NV center to this magnetic field,
based on the knowledge of the crystallographic orientation
of this NV center. We argue that such a scenario is far less
plausible than the solution proposed in this paper, namely that
the current density is partly delocalized into the diamond. This
simple solution suffices to explain all the above observations,
and therefore there must be a physical explanation for the ap-
parent long-range delocalization of the current density despite
the absence of conductivity through the diamond.

VI. CONCLUSION

In this work, we identified an anomaly in magnetic
field measurements of the current-induced field from various
metallic wires fabricated on different diamonds. Regardless
of the explanation for this anomaly, whether it is due to
a measurement error or the signature of an actual physical
phenomenon, it has immediate consequences for experiments
that use N'V-based magnetic sensing to study charge transport
in dc [23-25] but also possibly for fluctuating signals [20-22].
Indeed, since we used very standard methods to measure
and analyze the ODMR data and found the effect to be very
robust against many technical details, it is likely that the effect
was and will be present in other related works. In our own
previous work where the current in graphene ribbons was
imaged [25], the current flow patterns were dominated by
structural defects in the graphene layer and therefore clearly
visible in the current density maps despite a possible leakage
through the diamond. However, the presence of the effect may
be problematic in the investigation of more subtle transport
phenomena in graphene and other two-dimensional electronic
systems. In this context, the methodology introduced in this
paper to identify the anomaly and reconstruct the two-channel
current density will be a valuable tool. It could be employed,
for instance, to find empirically a way to prevent the anomaly
from occurring. Here we found that adding a solid insulating
layer between the conductor and the diamond is not sufficient;
however increasing the laser intensity as well as an air gap
were seen to partially mitigate the effect.

On the other hand, understanding why this anomaly oc-
curs may unveil some interesting physics, either about the
measurement system (the NV-diamond physics) or about the
magnetic field generated by a conduction current in the near-
field regime, or about the current density near conductor-
insulator interfaces. We made several observations that may
guide future theoretical work in these directions. First, the
layer of NV centers seems to play a central role because the
current density in the diamond appears to be roughly centered
about the NV layer, and because the effect is modulated by the
laser intensity seen by the NV centers rather than by the metal.
Second, the long-lived effect of the laser (which reduces the
apparent current leakage even several microseconds after the
laser was turned off) suggests that the underlying mechanism
depends on long-lived states in the diamond, possibly de-
fect states that are photoionized (including possibly the NVs

themselves). Third, the effect exists for different conductive
materials in contact with the diamond, even for graphene, and
persists through an oxide spacing layer. In fact, it is possible
that the effect is completely independent of the conducting
wire materials, as the differences between different samples
may be possibly explained by the laser dependence only.
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APPENDIX A: SAMPLE FABRICATION

The NV-diamond samples used in these experiments were
made from 4 mm x4 mm x50 um electronic-grade ([N] < 1
ppb) single-crystal diamond plates with {110} edges and a
(100) top facet, purchased from Delaware Diamond Knives.
The plates were used as received (i.e., polished with a best
surface roughness < 5 nm Ra) or overgrown with 2 um of
CVD diamond ([N] < 1 ppb) using '?C-enriched (99.95%)
methane, leaving an as-grown surface with roughness below
1 nm [48,49]. All the plates were laser cut into smaller
2 mmx2 mmx50 pm plates and acid cleaned (15 minutes
in a boiling mixture of sulphuric acid and sodium nitrate).
Each plate was then implanted with >N+ ions (Innovlon) at
various energies and fluences (see Table I), with a tilt angle
of 7°. Following implantation, the diamonds were annealed in
a vacuum of ~10~> Torr to form the NV centers, using the

TABLE I. Details of the samples used in this work. Samples 2,
2b, and 2c (5 and 5b) correspond to the same diamond substrate used
in different fabrications. Column 2 indicates whether the diamond
was used as received (polished, “P”) or overgrown by CVD prior
to implantation (“O”). Columns 3 and 4: Energy and fluence of the
5N+ ion implantation used to create the NV layer. Columns 5-7:
Materials and dimensions of the metallic wires (thickness ¢, width w)
fabricated on each diamond.

Sample Surface Energy  Fluence  Material t w
(keV) (ions/cm?) (nm)  (um)
1 (0] 14 5x10"2 Cr/Au  10/50 11
2 P 4 1x10" Ti/Au 10/100 12
2b P 4 1x10" Cr/Au  10/50 9
2c P 4 1x10" Cr/Au 10/70 20
3 (0] 4 5x10M" Cr/Au  10/50 9
4 (0] 10 1x10" Cr/Au 5/100 23
5 P 6 1x10" Ti/Au  20/40 10
5b P 6 1x10" Cr/Au  10/80 11
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FIG. 12. (a), (b) Photographs of the diamond as mounted for NV
measurements, showing the permanent magnet used to apply the bias
field By as well as the electrical interfacing for MW and dc control.

following sequence [44]: 6 h at 400°C, 2 h ramp to 800 °C,
6 h at 800°C, 2 h ramp to 1100°C, 2 h at 1100 °C, 2 h ramp
to room temperature. The depth profile of the resulting nega-
tively charged NV centers (i.e., NV ™) is mostly governed by
the implantation energy, Ejnp, but for such shallow implants
it is also affected by surface band bending which depends on
the unknown density and nature of surface acceptors [46]. As
a guide in the discussions, we use the relation hxy = 2Ejy,
to estimate the mean NV~ depth Ay (in nm) when Ejpy, is
given in keV. We stress, however, that this is purely indicative
as the value of hny is not actually used in the current density
reconstruction.

To remove the graphitic layer formed during the an-
nealing at the elevated temperatures, the samples were acid
cleaned (as before). The metallic wires were fabricated by
photolithography (except for sample 2¢ where electron-beam
lithography was used), electron-beam evaporation of the
metallic stack, and lift-off. The metallic stack used for each
sample is indicated in Table I and is typically composed of
5-10 nm of an adhesion layer (Cr or Ti) and 50-100 nm of
Au. The electrical conductivity of Cr and Ti is about an order
of magnitude lower than that of Au; hence the current should
dominantly flow in the Au. After fabrication, the diamond was
glued face-up onto a glass coverslip patterned with metallic
strips for microwave excitation and electrical control of the
devices, which were wire-bonded to the coverslip. Finally,
the coverslip was glued onto a printed circuit board (PCB)
mounted on the microscope, with the electrical connection
between coverslip and PCB achieved using silver epoxy.
Photographs of a typical mounted device are shown in Fig. 12.

APPENDIX B: MEASUREMENTS

The magnetic field was imaged using pulsed optically
detected magnetic resonance (ODMR) spectroscopy on the
layer of NV centers (except in Sec. IVF where other pro-
tocols were tested), using a custom-built wide-field fluores-
cence microscope [25,33]. Optical excitation from a A = 532
nm continuous-wave (cw) laser (Laser Quantum Opus) was
gated using an acousto-optic modulator (AA Opto-Electronic
MQ180-A0,25-VIS), beam expanded (5x) and focused using
a wide-field lens (f =200 mm) to the back aperture of
an oil immersion objective lens (Nikon CFI S Fluor 40x,
NA = 1.3). The photoluminescence (PL) from the NV centers
is separated from the excitation light with a dichroic mirror

and filtered using a bandpass filter before being imaged using
a tube lens (f = 300 mm) onto a SCMOS camera (Andor
Neo). Microwave (MW) excitation was provided by a signal
generator (Rohde & Schwarz SMBV100A) gated using the
built-in IQ modulation and amplified (Amplifier Research
60S1G4A) before being sent to the PCB. A pulse pattern
generator (SpinCore PulseBlasterESR-PRO 500 MHz) was
used to gate the excitation laser and MW and to synchronize
the image acquisition.

The typical pulse sequence is shown in Fig. 1(f), and
comprises a 10 us laser pulse, a 1.5 us wait time, and a
300 ns MW pulse (corresponding approximately to a w flip of
the NV spins when on resonance). This sequence is repeated
N ~ 3000 times for each MW frequency (hence ~30 ms
per frequency, matching the exposure time of the sCMOS
camera), and the MW frequency is swept while alternating
MW on/off to allow removal of common mode fluctuations
in the PL signal. A single frequency sweep takes typically 20
seconds and is repeated 50-500 times, hence total acquisition
times of tens of minutes to hours. The total cw laser power
at the sample was P,y = 300 mW unless otherwise stated,
which corresponds to a maximum power density of about
5 kW/cm? given the 2120 um 1/¢?> beam diameter. This
power density is about two orders of magnitude below the
saturation power of the NV optical cycling. The average
laser power impinging on the sample during a pulsed ODMR
measurement is o Pjpser, Where o & 0.85 is the laser duty cycle
of the pulsed ODMR sequence.

The dc current through the device under study was applied
using a source-meter unit (Keithley SMU 2450) operated in
constant current mode, and applied continuously during the
whole acquisition. This source has an accuracy of about 0.1%
in the range of currents considered and a noise an order of
magnitude smaller; hence a current I = 5 mA actually means
I = 5.000 £ 0.005 mA. All measurements were performed in
an ambient environment at room temperature, under a bias
magnetic field By applied using a permanent magnet [visible
in Fig. 12(a)]. To allow subtraction of B to the field measured
with the current on, a separate measurement was performed
with the current set to zero, with otherwise the exact same
conditions and a similar total acquisition time.

APPENDIX C: DATA ANALYSIS

In our samples, the NV centers are randomly oriented
along the four tetrahedral directions of the diamond crystal
[Fig. 13(a)]. To lift the degeneracy of the different orientations
in the ODMR spectrum, we apply a bias field By allowing all
eight electron spin resonances (two for each NV orientation)
to be resolved [25,30,34,35]. Example ODMR spectra from
sample 2 are shown in Fig. 13(c), with the pixel locations
indicated on the PL image in Fig. 13(b). Upon turning on
the current /, the total field becomes B, = By + B; where
|B;| < |By| for the currents considered in this work, so that
there is no overlap or swapping of ODMR lines induced by
the current [36].

To analyze the ODMR data, we first fit the spectrum at
each pixel with a sum of eight Lorentzian functions with free
frequencies, amplitudes, and widths [solid lines in Fig. 13(c)].
The eight resulting frequencies {f;};—;..g are then used to infer
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FIG. 13. (a) Schematic showing the four possible tetrahedral orientations of the NV bond with respect to the sample reference frame xyz.
(b) PL image of a device in sample 2. (c) ODMR spectra from a single pixel at the center of the wire as indicated by the blue cross in (b), with
(blue data) and without (black) an applied current / = —4 mA. Also shown for comparison is the spectrum from a pixel near the edge of the

wire (red). Solid lines are multiple-Lorentzian fits.

the total magnetic field By, by minimizing the root-mean-
square error function

8

1
e, Bo) = |= Y [fi = [(D, Bon)], (1)
8

i=1

where { ffalc (D, Biot)}i=1..s are the calculated frequencies ob-
tained by numerically computing the eigenvalues of the spin
Hamiltonian for each NV orientation,

H = DSZ + ynvS - B, (C2)

and deducing the electron spin transition frequencies.
Here S = (Sx, Sy, Sz) are the spin-1 operators, D is the
temperature-dependent zero-field splitting, ynv = 28.035(3)
GHz/T is the isotropic gyromagnetic ratio, and XY Z is the
reference frame specific to each NV orientation, Z being the
symmetry axis of the defect [1,50]. For the ODMR spectrum
shown in Fig. 13(c) (with I = 0), we find D = 2870.27(3)
MHz, B, =2.075(2) mT, B, = —0.745(2) mT, and B, =
—3.806(2) mT, where the quoted uncertainty is the standard
deviation obtained by interrogating adjacent pixels (i.e., the
pixel-to-pixel noise). The residual error ¢ &~ 100 kHz is rela-
tively uniform across the image, is independent of whether the
current is on or off, and is on the order of the uncertainty for
the individual frequencies {f;} (as estimated from the pixel-to-
pixel noise), indicating that the spin Hamiltonian considered
in Eq. (C2) captures well the ODMR data. We note that
the presence of residual electric field or strain in the sample
could lead to a systematic bias on the magnetic field of up
to ~¢/ynv ~ 40 uT [46,51]; however it should be efficiently
rejected by background subtraction (current on/off) and was
therefore neglected.

We stress that the results are extremely robust against the
details of the analysis. For instance, instead of fitting the
ODMR frequencies using the full NV Hamiltonian, one can

use the approximation employed in many works [25,34,36]
that relates the splitting of each pair of resonances to the
projection of the magnetic field along the corresponding NV
axis, ignoring the effect of the transverse field. The same
magnetic anomaly is observed when using this method. We
also tested an alternative method to obtain the vector magnetic
field, which involves aligning the background field along each
NV axis sequentially, and measure the ODMR splitting of
the aligned NV family. Combining the four measurements
(or at least three) allows the Cartesian components to be
reconstructed, again with the same outcome. The raw ODMR
data corresponding to Figs. 2(j)-2(n) (sample 2) is available
[38] to allow independent analysis to be carried out, with the
data for the other samples and situations discussed in the paper
being available upon request.

The results of the fit for the whole image in sample 2 are
shown in Fig. 14, in the case where no current is applied
(I = 0). The magnetic field images [Figs. 14(a)-14(c)] reveal
small gradients caused by the nonuniform magnetic field B,
produced by the permanent magnet, resulting in peak-to-
peak variations of up to 20 uT across the images. The wire
(shown as dashed lines) is barely visible, indicating minimal
artifacts (< 5 uT) despite the strong change in PL under the
wire compared to the bare diamond. The zero-field splitting
parameter D is also fairly uniform across the field of view
[Fig. 14(d)], with only a few isolated features attributed to
strain due to polishing damage. Overall, these results confirm
that the fitting method is sound, and that the metallic wire
is not magnetic nor does it perturb the externally applied
magnetic field By. Injecting a current / into the wire and
performing the same magnetic field reconstruction, we obtain
the total field B, = Bg + B;, from which we deduce the field
induced by the current alone, B; = By — By.

In Sec. III we found that in sample 2 the current-induced
field was nearly null under the wire, inconsistent with the
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FIG. 14. (a)—(c) Maps of the magnetic field components B, (a),
B, (b), and B, (c) obtained when no current is applied, i.e., showing
the externally applied bias field By. The color bars indicate the central
value of each component; e.g., B, is centered around 2075 uT. (d)
Zero-field splitting parameter D obtained from the fit. The yellow
features are attributed to strain induced by polishing marks. The
area imaged in (a)—(d) is the same as that imaged in Fig. 13(b), and
corresponds to the wire (from sample 2) imaged in Figs. 2(j)-2(n).
The contour of the metallic wire is indicated by dashed black lines.

prediction from the Biot-Savart law. The spectra taken near the
center of the wire [blue and black data in Fig. 13(c)] confirm
that there is indeed no apparent shift of the ODMR lines upon
turning on the current, in contrast with the edges of the wire
[red data in Fig. 13(c)] which showed visible shifts of all
the lines by ~2 MHz corresponding to an out-of-plane field
B, ~ 100 uT (the variation in By between the two pixels is
negligible here). Importantly, there is no significant change in
the shape of the ODMR lines (i.e., the contrast and width are
essentially unchanged) upon turning on the current, indicating
that the current does not add any significant magnetic noise
that may measurably perturb the ODMR measurement.
Comparing ODMR spectra at different locations, small
differences in contrast can be seen; for instance the contrast
is larger overall under the wire compared to the edges of the
wire [compare blue and red spectra in Fig. 13(c)], and the
contrast is further reduced under the bare diamond surface.
These are attributed to differences in the optical transition
rates of the NVs due either to differences in the local laser
intensity or to nonradiative decay processes (see Appendix D).
In our pulsed ODMR measurements, the laser pulse duration
is fixed (chosen as a trade-off between readout contrast and
fidelity of the spin reinitialization) and therefore variations in
laser intensity are expected to result in variations in ODMR
contrast (namely, the larger the laser intensity the smaller

the contrast). However, these variations do not change the
position of the ODMR lines, as confirmed by the absence of
noticeable change under the wire in the zero-current magnetic
field maps (see Fig. 14).

APPENDIX D: OPTICAL EFFECTS

In this Appendix, we discuss the various optical effects
occurring in the experiments. For a single optical emitter
(two-level system) excited by a cw laser, the total photon
emission rate in the steady state is kLJflé—kJrk where k; is the
excitation rate (proportional to the laser intensity and to the
polarizability of the emitter), and k, and k,,, are the radiative
and nonradiative decay rates. In our experiments, the laser
intensity is well below saturation of the NV optical cycling,
i.e., k; < k,. Furthermore, we collect only a fraction a, of
the emitted light (collection efficiency, which depends on the
far-field radiation pattern and on the collection optics). We
obtain an expression for the collected photon rate for each NV
center,

Lol & aco1 Okp, (D1)
ky

where Q = - is the quantum efficiency of the emitter.
Thus, the PL signal measured in the experiments is propor-
tional to the local laser intensity (via k), to the quantum
efficiency Q, and to the collection efficiency ., . Below we
discuss how these quantities can vary in the presence of the
metallic wires.

We first examine the spatial modulation of the laser in-
tensity (vacuum wavelength A = 532 nm) due to reflections
at the diamond/metal interface. To analyze this interference
effect, we solve the wave optics problem in the plane wave
approximation. The light initially travels in the z direction in
a transparent medium of refractive index n; (the diamond)
and hits a flat interface with an absorbing medium of complex
refractive index n, (Cr or Ti) at normal incidence [Fig. 15(a)].
For an incident plane wave with electric field amplitude E; =
Ege'™*i=) where ko = 2=, the transmitted and reflected
waves are E, = tEye! %= and E, = rEye/(-mkoz=t)  re.
spectively, where t = nz”‘nz and r = 71 are the Fresnel co-
efficients [52]. The total amplitude in the transparent medium
is E = E; + E, which gives a partial standing wave of
intensity

Z
|Ei|* = |E0|2|:1 + |r|*> + 2|r| cos (47mIX - 9)}, (D2)

where |r| and 6 are the magnitude and phase angle of r,
respectively, i.e., r = [r|e?.

This interference pattern is shown in Fig. 15(b) for the
diamond/metal interface, and for comparison for the dia-
mond/air interface. The refractive indices are taken as follows:
ny = 2.425 for diamond [53], n, = 3.03 + 3.33i for Cr, and
ny = 2.48 + 3.35i for Ti [54]. On the metal side, the intensity
is rapidly attenuated, which justifies why we can neglect the
wave reflected at the Cr/Au or Ti/Au interface: for instance,
the reflection at the Cr/Au interface is 17% with a trans-
mission after a round trip through the 10-nm-thick Cr layer
of 21%, giving less than 4% left from this reflected wave
at the diamond/Cr interface. On the diamond side, there is
little difference between Ti and Cr, which both induce a large
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FIG. 15. (a) Schematic illustrating the reflection of the laser light
(A = 532 nm) at the interface between the diamond and the metal (Cr
or Ti) or air. The green shading represents the NV plane. (b) Normal-
ized electric field intensity as a function of position z for the case of
Cr, Ti, and air as the second medium. (c) Schematic illustrating the
multiple reflections of the laser light at the diamond-oxide and oxide-
metal interfaces. (d) Normalized electric field intensity as a function
of position z for the case of a diamond-Al,O3-Cr structure with
an oxide thickness of h,, = 200 nm. (e) Green curve: Normalized
electric field intensity in the NV plane (precisely at z = —hox — hny
with Any = 12 nm) as a function of the oxide thickness of &,,. Red
curve: Normalized electric field intensity at z = 0, indicative of the
intensity transmitted to the metal. In (d) and (e), the blue dashed line
shows the case of the diamond-Al, Os-air structure for comparison.

standing wave with a visibility of about 90%; i.e., the laser
intensity is about 10 times larger at the antinodes than at the
nodes. The intensity right at the interface is about 30% of
the maximum (i.e., of the intensity at an antinode), and it
reaches nearly 50% of the maximum at a distance z = —8
nm (corresponding to the shallowest NVs, as in sample 2)
and more than 90% at z = —28 nm (the deepest NVs, as
in sample 1). Moreover, the intensity with the metal is even
larger than with air for —18 < z < —74 nm. Thus, this laser

interference effect alone cannot explain the strong reduction
in PL observed in all samples under the metal compared to
the bare diamond surface (by a factor 2—4 typically).

Instead, we attribute the strong PL quenching under the
wire to a reduction in the quantum efficiency Q. Indeed,
optical emitters near a metal may couple to evanescent modes
providing an additional nonradiative decay channel increasing
kyr [55,56]. In particular, using the refractive indices given
above, we predict (by solving the Helmholtz equation) that a
surface plasmon polariton (SPP) mode exists at the diamond-
Cr interface with a spatial extent into the diamond of ~100 nm
(1/e decay constant for the electric field amplitude), making
it a prime candidate to explain the PL quenching of the
NVs in our samples. The generated SPPs propagate along
the metal-diamond interface but are rapidly dissipated due
to ohmic losses. Another avenue for nonradiative decay is
via coupling to electronic excitations [57], which is likely
the dominant effect in the case of graphene on diamond as
in sample 5, and also eventually dissipates as heat. We note
that the presence of the interface modifies the local density
of optical states (LDOS) [55,56], hence the radiative decay
rate k,, due to an interference effect similar to that for the
laser light. However, this effect is small in comparison to
the change in k,, for the NV-metal distances considered here
(hnv ~ 8-28 nm). Finally, the collection efficiency a., is also
affected by the presence of the interface, which modifies the
angular emission pattern, although the presence of the metal is
expected to increase oo rather than decrease it (by redirecting
more light to the collection side).

On the other hand, for NV-metal distances on the order of
the wavelength, the laser interference effect is the dominant
effect governing the measured PL intensity I, and this
is what gives rise to the fringe pattern seen in sample 5b
with the Al,O3 ramp. To model this situation, we use the
plane wave approximation at normal incidence as before and
include both the diamond/oxide and the oxide/Cr interfaces
[Fig. 15(c)], with a refractive index n, = 1.684 for Al,O;
[58]. The standing wave pattern is plotted in Fig. 15(d) in the
case where the oxide has a thickness s, = 200 nm. Because
of the small reflection at the diamond/oxide interface, there
is a small change in the amplitude of the standing wave in
the diamond compared to in the oxide, which depends on the
oxide thickness due to multiple reflection effects, although the
main effect governing the laser intensity in the diamond re-
mains the reflection at the oxide/metal interface. In Fig. 15(e)
(green line), we plot the intensity at z = —hyx — hny With
hnv = 12 nm (as in sample 5b), as a function of the oxide
thickness of /.. We find that the minimum laser intensity in
the NV plane (obtained for o, = 130, 288, 446, 604, 762 nm,
etc.) is less than 10% of the maximum (at iy = 45, 203, 361,
519, 677 nm, etc.). Such a contrast is larger than observed
in the experiment [Fig. 9(c)], which can be explained by the
spread in z of the NV layer. Figure 15(e) also shows the
intensity in the metal (red line), revealing small oscillations
caused by Fabry-Pérot resonances through the oxide, and the
intensity in the N'V plane in the case where no metal is present
(blue dashed line), resulting in a reduced contrast of the fringe
pattern as seen experimentally. The positions of the nodes and
antinodes listed above were used in Fig. 9(g) to estimate the
NV-metal distance along the Al,O3 ramp.
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We note that according to Fig. 15(e), the maxima in the
laser intensity at the NVs coincide with minima in the laser
intensity in the metal. Therefore, a decrease in I; corresponds
to a decrease in the laser intensity in the metal, while we saw
in Sec. IV C that an increase in the total laser power (i.e.,
in both the metal and the NV layer) resulted in a decrease
in I;. This is why we interpreted the correlation between
PL intensity and current leakage I; observed in Fig. 9 as
evidence that the leakage is dictated by the laser intensity in
the NV plane rather than in the metal. Nevertheless, because
the NV centers are close to the diamond surface (hyy ~ 12 nm
in sample 5b), this experiment alone does not allow us to
discriminate a diamond surface effect from an effect involving
the implanted defects.

APPENDIX E: APPLICATION OF BIOT-SAVART
AND AMPERE’S LAWS

In Sec. III, we compared the measured magnetic field to
theory by using the Biot-Savart law, Eq. (1). For the geometry
of Fig. 1(b) with a uniform current density inside the wire, J =
—%é},, the only nonvanishing components of the magnetic
field are By and B,. These are plotted in Figs. 16(a) and
16(b), respectively, as a function of the lateral position x for
various probe distances hny obtained by numerical integration
of Eq. (1) with / =1 mA, w =10 um, and ¢t = 100 nm.
The value of hyny affects the field only near the edges of the
wire (within a distance on the order of Ay from the edge), a
consequence of the convolution with the resolution function
[3]. This can be seen in the analytical expressions obtained in
the thin-wire limit (¢ < w),

I -2 2
B, Hoo tan~! w al + tan™! wrer o s
2w 2hNV 2hNV

B — ol In (w + 2x)? +4h12w
Codnw [(w—2x)2+ 4R,

(ED)

It comes that for hny < w, B, is constant under the wire with
a value B, = ’;—"wl independent of Ay, whereas the peak value

of B, at the edges x = +w/2 scales as In(1 + l(‘j—;). In practice,
the sharp peaks in B, are not resolved in the measurements
because of the finite spatial resolution. In Figs. 2(f), 2(g) 2(o),
and 2(p), we accounted for this effect by applying a convo-
lution to the calculated B, profile with a Gaussian function
with a full width at half maximum of 1 xm [36]. Moreover,
this makes the calculation rather insensitive to the exact value
of hny used (for Any < 50 nm), which also justifies why
the spread in hyv due to the implantation process (typically
+hnv/2) can be safely neglected.

Another way to compare theory and experiment is to use
Ampere’s circuital law in its integral form,

yﬁ B, dl= / J()dS = prolene. (E2)
C S

where C is a closed curve, S is a surface enclosed by C,
and I, is the total enclosed current. Assuming that J(r) is

(a) (b)
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20

NV imaging plane

FIG. 16. (a), (b) Calculated B, (a) and B, (b) profiles as a
function of x for different probing distances Ay, using the following
parameters: / =1 mA, w =10 um, # = 100 nm. (c) Schematic
showing the equivalence used to evaluate the integral in Ampere’s
law.

symmetric with respect to some plane parallel to xy (which
is automatically verified in the thin-wire limit), one can
choose C to be also symmetric with respect to this plane
while coinciding with the NV plane on one side, as shown
in Fig. 16(c). We can then approximate the left-hand-side
integral in Eq. (E2) as 2 f:;b B.(x)dx where B,(x) is the field
profile measured at a given distance Any from the wire, x =
+x; are the bounds of the measurements such that x, > w,
and one has I.,. = I. Here and in the Biot-Savart law above,
we neglected the weak diamagnetic response of diamond
(magnetic susceptibility of —2.1x 1075); i.e., the diamond is
assumed to be magnetically transparent. With these approx-
imations, we then define the deviation from Ampere’s law
as

o 2 [ B(x)dx
tol

which was used as a metric to quantify the discrepancy
between experiment and theory in Sec. III.

X = , (E3)

APPENDIX F: RELATIONSHIPS BETWEEN MAGNETIC
FIELD COMPONENTS

In Ref. [37], Lima and Weiss derived relationships between
the magnetic field components in a given plane z, starting
from the differential form of Ampere’s law in a source-free
region, VxB = 0. Here we seek to derive these relationships
using the Biot-Savart law instead. The interest is twofold.
First, it will make explicit where the assumption regarding
the relative location of the sources (described by a current
density J) comes from. Second, it is more general as the
Biot-Savart law is valid also for time-dependent sources in
the limit of infinite speed of light ¢ — oo [59-64], while
V xB = 0 assumes that B does not vary with time (otherwise
the vacuum displacement current 60% would have to be
included).
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Let us consider the general problem of a current distribution contained in an unbounded slab delimited by the planes z = z;

and z = zp > z;. Expressing the current density by its Cartesian components

J = (s, Jy, J;), the Biot-Savart law gives

+oo +o0 /J,/,/,/——/J /’/7/
By(x.y.z) = X0 dx/ dy/ PRI z)y(xzy ) (2y y)z(xzy“z), F1)
a [(x = x)2+ (= y)2+ (2 = 2)H/
+oo +oo J, —(z— 2
By(x,y,7) = -2 dx(/ dy‘/' a7 &Y 2) ~ = WY, ) (F2)
[ =X+ =Y+ @—2)PP
+oo +oo _/JX/’/"/_ — (LY, 7
B =20 [T [ay [Tap O S D )
[ =x) + =y + -2
Defining the two-dimensional Fourier transform of a generic function F (x, y, z) in the xy plane as
+00 +00 )
Pk = [ [ drdyp et (F4)
—00 —00
where k = (k,, k;) is the spatial frequency vector, we can rewrite the Biot-Savart law in the Fourier space as
_ Mo 1 ,—klz=7| k
by(ky, ky, 2) = > dz sgn(z — 2)jy(ke, ky, 2) — ]~(kxs ky, 2| (F5)
21
b _ Ho ’ —k\z Z| k ’ N ,
y(sz kyy Z) - 7 d l_]z(kxa s < ) - Sgn(Z —Z )]x(kxv ky, Z ) 5 (F6)
21
_ Ho —k|z—2/| ’ .kx . /
bz(kxa kys Z) - 7 d e ]x(kxa » < ) - lz]y(kxv kya < ) s (F7)
21
[
where k = /kZ + k? and sgn stands for the signum function cisely, when ap = 0 where p is the electric charge dens1ty) In

defined such that sgn(z) = z/|z| if z# 0 and sgn(0) = 0.
These equations are valid as long as k # 0 (i.e., except for
the spatial dc component) and are typically found without the
sgn(z — 7') factor, e.g., in Ref. [26], because one generally
probes only one side of the sources hence sgn(z — z’) has
a constant value. If we decompose the total magnetic field
into its contributions from the sources above (BT, such that
71 > z) and below (B, such that z, < z) the z plane, i.e., B =
Bt + B~, we see from Egs. (F5)—~(F7) that we can write the
following relationship between the magnetic field components
in the Fourier plane,

ki k
i e ey, 2) b (ks Ky, 2) = 67 (ks Ky, 2. (F)

This equality applies independently to the components of B
and to the components of B~, with a sign difference (£) in
the right-hand-side term between these two cases. We note
that this relation can be directly derived from Gauss’s law for
magnetism, V - B = 0, where the £ sign then comes from the
choice of upward/downward continuation when evaluating the
%—I; term [37]. Further inspection of Eqgs. (F5)—(F7) shows that
there is no other relationship between the field components if
J is not specified; hence those are not completely interrelated
in general. Moreover, in a situation where the sources are
distributed both above and below the z plane, there is no
relationship at all between the components of the rozal field.
To obtain Egs. (4) and (5) from the Biot-Savart law, one
must use the continuity condition for the current, V - J =0,
which is valid only in the magnetostatic approximation (pre-

the Fourier space V - J = 0 becomes —ik, j, — ik, j, + 3Z =
0. Injecting this into Eq. (F7) to eliminate j,, we obtain

22
@@:%/d&Wﬂ

21

[l_]x(Z ) —i—

ky i 0],
X <——Jx(z ) — ——>] (F9)

k, ky 97

where we dropped the (k,, k,) indices for clarity. Using an
integration by parts and the fact that j.(z;) = j,(z2) = 0 by
assumption that the sources are confined to the slab, we get
that

2 k=2 9z e N p—kle=2 g 5 (ot
/ d7e ZZ—/:—/ d7/sgn(z — 7)e ™k j,(2).
21 aZ 21

(F10)
We can then simplify Eq. (F9),

bz<z)=% f d’e"‘“'[ ]x(Z)+Sgn(Z—Z)—]z(Z)i|,

(F11)

ik 2 ,
Dy =1 / dz'e ™ Isgn(z — 2')
k 2/,

X [—Sgn(z —2)j(@) + i%jz(z/)], (F12)

which by identification with Eq. (F6) gives Eq. (5). Likewise,
eliminating j, in Eq. (F7) leads to Eq. (4).
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In summary, the components of the magnetic field are
completely interrelated only (i) in a magnetostatic situation
and (ii) if the sources are located on a single side of the mea-
surement plane, with a difference in sign in these relationships
depending on which side the sources are on. The latter is a
consequence of the symmetry properties of the Biot-Savart
law, see Eqs. (F1)—(F3), where the different terms are either
even or odd functions of (z — z’). In the case of a current in a
wire, it simply means that measuring the magnetic field above
or below the wire changes the sign of the planar components
without changing the out-of-plane component. In the general
case where there are sources on both sides of the measurement
plane, there is no relationship between the total out-of-plane
component (B;) and the in-plane components; however the
in-plane components are still related via k,b, = k.b, in the
magnetostatic approximation.

In our experiments, we measure a time-averaged magnetic
field because the measurement is repeated a large number of
times (~10° times, defining one measurement as one 7 flip
on the NV spins) and therefore we are only sensitive to the
time average of the current density. The quantities B and J
throughout the paper thus refer to the time-averaged magnetic
field and current density, respectively. We note that there is
also a fluctuating component in the current density due to the
thermal motion of the charge carriers leading to a fluctuating
magnetic field [20]. These fluctuations average to zero and
are present even in the absence of dc current (I = 0). As
such, they are not expected to affect the measurement of the
current-induced time-averaged magnetic field as determined
by frequency shifts in the ODMR spectrum [see examples
ODMR spectra with the current on/off in Fig. 13(c)].

APPENDIX G: VIOLATION OF GAUSS’S LAW
FOR MAGNETISM

Gauss’s law for magnetism, V- B =0, is given in the
Fourier space by Eq. (F8). In the case where all the sources
are located above the measurement plane, it reads

ikyby + ikyby = kb.. (G1)

This equality, which reflects the fact that the magnetic field
has no divergence, or that magnetic monopoles do not exist, is
unconditionally true apart from the assumption on the location
of the sources. We can use it to reconstruct the B, component
from the measured B, and B, and compare to the measured
B,. This is shown in Fig. 17 applied to the data of samples 1
and 2. Clearly, Gauss’s law is not satisfied if we assume that
all the magnetic field sources are above the NV plane.

APPENDIX H: RELATIONSHIP BETWEEN MAGNETIC
FIELD AND CURRENT DENSITY

Equations (F5)—(F7) can be inverted in a few special cases
[26]. For instance, if the current density J(x,y, z) does not
depend on the vertical position z (which implies that J, is
identically null), we can integrate z out to obtain, separating
the sources that are above (JT) and below (J7) the NV plane

B, meas. (a)|| By meas. (b)[| Bz mea (c)
20 um E

e — B, rec. ' (d)
-200 200 ,

B; (uT) V-B=0 ‘
& sources above
" >,
B, meas. (e)|| By meas. (f)

20 um
| m— B, rec. h
100 0 100 § (h)
B; (uT) V-B=0

& sources above

FIG. 17. (a)—(c) Maps of the magnetic field components B, (a),
B, (b), and B, (c) reproduced from Figs. 2(c)-2(e), corresponding to
sample 1. (d) Map of the reconstructed B, component based on the
measured B, and By and Eq. (G1). (e)-(h) Same as (a)-(d) but for
sample 2, with (a)—(c) reproduced from Figs. 2(1)-2(n).

as previously,

M .
by (ke ky) = ¢7°g(k)1y*<kx, ky), (H1)

Ho .
by (ke ky) = £ ==g(k) i (e, ), (H2)

12 k . .kx .
by (ke ky) = 7°g(k>[z;’1;t<kx, k) — i Jy ke, ky)] (H3)

—khmin (1 —e—k . .
where g(k) = % is a geometric factor, Ay, the

minimum distance between the slab and the NV plane (i.e., the
minimum of |z — Z’|), and ¢ is the thickness of the slab (i.e.,
t = |z — z1|). Alternatively, if we allow the current density to
vary with z but assume that the exponent in the propagation
factor e *=%1 is such that k|z — z/| < 1, then we obtain

o ~
T e k),

> (H4)

b;t(km ky) =+

o ~
by (ke ky) = £ 5 (ke Ky, (H5)

2 .kw. .k ~
b (ke ky) = 7"[7’]3 koo ky) = i1 kx,ky>}, (H6)
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where we introduced the projected current density

22
ﬁmhhjaaﬁwwm, (H7)

21

and we automatically have }Zi = 0 because the current is
confined in the slab. The condition k|z — 7’| <« 1 requires that
Nmax < AXmin Where lip.y 1S the maximum distance between
the slab and the NV plane (i.e., the maximum of |z — Z'|)
and Axpi, is the lateral spatial resolution of the measurement,
which sets the maximum k value accessible. In our experi-
ments, Axpi, ~ 500 nm roughly matched to the pixel size,
which implies that k|z — z'| <« 11is a very good approximation
as long as hg, < 100 nm. From Egs. (H4)—(H6), we can
then link the total magnetic field b = bt + b~ to the current
densities j* and j,

by =bf +b; = =22G7 =), (HS)

by =bf +by = G =T, (H9)

b=t b ==EGE T o)

@=w+@=§?@+kx (H11)
y

where we used the continuity of the current density in
Eq. (H6). Using Eqs. (H8)—(H11), the projected current densi-
ties J* and J~ can be fully determined from the measurement
of the total magnetic field, with no experimental parameter
otherwise. In practice, we first use Eqgs. (H8) and (H9) to
determine the difference J* = J* — J~ from the measured in-

(a) Analytically calculated magnetic field

truncated

extrapolated

B, (uT)

B, (uT)

-200 -100 0

x (im)

100 200

| —
40 0 40
B; (uT)

plane field components B, and By, and Eqs. (H10) and (H11)
to determine the sum J = J* +J~ from the out-of-plane
component B.. We can then deduce J¢ =J — J*, J~ = J/2,
andJt=J-J".

APPENDIX I: TRUNCATION ARTIFACTS IN
THE RECONSTRUCTED CURRENT DENSITY

Here we analyze the artifacts in the reconstructed current
density arising from truncation in the measured magnetic
field. To do so, we consider a current / flowing in an in-
finitely long straight wire of width w = 10 pwm and thickness
t < w. In this limit, the magnetic field at a distance Anv is
given by Eqgs. (E1). When reconstructing the current density
using Eqgs. (H8)—-(H11), artifacts arise because the magnetic
field is measured in a finite region of space near the wire.
Specifically, in our experiments we typically record images
with about 250 x250 pixels and a pixel size of 400 x400 nm?,
hence a 100x 100 um? field of view. Profiles and images
of the calculated magnetic field in this scenario are shown
in Fig. 18(a). As clearly seen in the graphs, the problem is
particularly pronounced for the B, component, which decays
more slowly than B, (~1/x against ~1/x%) and still evaluates
to about 5% of its maximum value at the edges of the image
(i.e., 50 um away for the center of the wire), against 10™*
for B,.

In Fig. 18(b), we compare the current density J, recon-
structed through different strategies. In the images and the
red lines in the graphs, we use the truncated field as directly
measured. While the jy obtained from B, is faithful to the
actual current density (dashed line in the graphs) except for

(b) Reconstructed current density

) = 100 T )
J | ﬂ “actual
Y —_ 80 from
E 60F extra. B,
Eq. (F10) i‘; 400 from
l rom t B
™ 20 _padded B, rune Bz
ol o
-20
. 100 e
Iy m “-actual
80r
,g from
Eq. (F8) 2 60r  trunc. B, N
=4
20t J
— o : L
40 -20 0 20 40
-100 0 100
p x (um
Ty (A/m) (um)

FIG. 18. (a) Magnetic field from an infinitely long thin wire calculated using Eqs. (E1). The width of the wire is w = 10 um, the probe
distance is iny = 1 nm, and the total current is / = 1 mA. The images show the B, (top) and B, (bottom) field components within a 250x250
pixels image with a pixel size of 400x400 nm?. The graphs show the profiles of B, (top) and B. (bottom) vs x. The red lines show the profile
limited to the size of the images (“truncated”); the green lines extend the truncated profile by padding with zeros (“padded”); the blue lines
extend the truncated profile by linearly extrapolating the end until the field reaches zero (“extrapolated”). (b) Current density J, reconstructed
from the magnetic field plotted in (a). The images show 7y reconstructed from the truncated B, (top) and from the truncated B, (bottom). The
graphs show the profile of J, vs x as reconstructed using B, (top) or B, (bottom). Red, green, and blue lines correspond to the current density
reconstructed from the truncated field, padded field, and extrapolated field, respectively. The dashed line is the actual current density assumed
in the calculation of the magnetic field. For J, calculated from B, an offset was added to ensure the different curves coincide at the center of

the wire.
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the smoothing that comes from the finite pixel size (400 nm),
that from the truncated B, exhibits a strong deviation (with a
negative sign) near the edges. This would lead to a significant
error in the estimation of the total integrated current, here by
21% using B, (only 0.1% using B,). Another issue is that since
the inversion of Eq. (H11) is not valid for k = 0, the dc offset
in jy (when calculated from B;) must be adjusted based on
physical considerations, typically by requiring that the current
density be null far from the wire, which is complicated by the
presence of these edge artifacts. Note that in Fig. 18(b) we
chose the dc offset such that Jy is identical at the center of the
wire across the different reconstruction strategies.

There are several solutions to this problem. One solution
commonly employed is zero padding, which involves extend-
ing the magnetic field beyond the measured region by padding
with zeros [green line in the graphs in Fig. 18(a)]. As shown in
the graphs in Fig. 18(b) (green line), zero padding (applied in
the x direction only) reduces the artifacts but does not suppress
them completely (still 7% error in the integrated current).
Another approach is to extrapolate the magnetic field. Here
we use a simple linear extrapolation based on the slope of the
field at the edge of the images, and extend the field until it
reaches zero beyond which we pad with zeros [blue lines in
the graphs in Fig. 18(a)]. As shown in the graphs in Fig. 18(b)
(blue line), this extrapolation (applied in the x direction only)
efficiently suppresses the artifacts, with a remaining error of
only 1.5% in the integrated current.

In our experiments, the reconstructed current density is not
confined inside the metallic wire but instead leaks into the
diamond and spreads laterally over several micrometres. This
means that the magnetic field B, decays even slower than in
the normal wire case, accentuating the truncation problem and
making the use of extrapolation indispensable. We note that
more complicated extrapolation schemes could in principle
be applied; however they would not increase the accuracy
in the absence of a model describing how the current density
(hence the magnetic field) should decay. In practice, we
applied the linear extrapolation by evaluating the slope using
an average of the last 10 pixels of the image in order to average
out the noise. In the y direction, we did not apply any padding
or extrapolation in the case of a straight wire because the
truncated data are equivalent to a periodic condition, hence
do not produce any artifact in the ideal case [see images in
Fig. 18(b)]. In sample 5 where the current flows along both x
and y, we applied a linear extrapolation in both directions (i.e.,
at all four boundaries of the image). Finally, we note that other
sources of artifacts may come from long-range contributions
to the measured magnetic field due to the current flowing
in remote wires (in particular, in the leads connected to the
imaged wire).

APPENDIX J: UNCERTAINTIES

Here we estimate the uncertainties associated with the
different quantities determined from experiment. The total
magnetic field By = By + B; as determined by fitting of
the ODMR data is susceptible to systematic errors on the
order of tens of uT for two main reasons: (i) the pres-
ence of strain or of residual electric field due to surface
band bending [46], and (ii) an asymmetry in the line shape

of the ODMR lines, for instance due to partial polarization
of the N nuclear spin of the NV centers. This may explain
the small artifacts seen near the edges of the wire in the
By maps in Fig. 14. However, these systematic errors are
unchanged (to first order) when measuring B, or By, so
that they produce a negligible correction (<1 uT) to the
current-induced field B; = B,,; — By. In B;, the main source
of systematic error arises from temperature drifts causing the
bias field B to change between the two measurements [65],
which manifests as an overall offset in the magnetic field maps
of up to 2 uT typically. As for random (statistical) errors
in By, they are dominated by the photon count noise in the
ODMR data and result in a typical uncertainty of 1 uT for a
single pixel, determined by evaluating the standard deviation
of the magnetic field in a small uniform region of the sample
(a measure of the pixel-to-pixel noise). The systematic error
can be readily converted into an uncertainty for the value of
x via Eq. (E3); for example we obtain an absolute uncertainty
of 0.06 for a 2 uT uncertainty in By, a current of / = 5 mA,
and a 100-pum-wide image.

When reconstructing the current density, errors from the
measured magnetic field are propagated and additional er-
rors are introduced. According to Eqs. (H8)-(HI11), an erro-
neous offset of ~2 4T in B, (By) translates into an offset
of ~3 A/m in the difference ij = jf - ]y’ (.7;,”), whereas
an overall offset in B, has no consequence since the k =0
component is not determined. For J*, this is the main source
of error because the truncation artifacts are negligible in
B, and B, as shown in Sec. I. As a result, the systematic
error in the integrated current /,, for a 100-um-wide image
can be up to 0.3 mA, independently of the absolute value
of I,,.

The B, field component is used to infer the total current
density; for instance Eq. (H10) gives the y component, 7}, =
.7;“ + jy‘. Here the main sources of error are (i) truncation ar-
tifacts, and (ii) error in the estimation of the dc offset (k = 0).
Truncation artifacts affect the current density calculated near
the edges of the images, and can be mitigated by appropriate
extrapolation as shown in Sec. I. The dc offset is more prob-
lematic. Indeed, it is normally set by physical considerations,
by requiring that the current density be null far from the
current-carrying wire, but this may be incorrect in the present
case where the current leaks over large distances, especially in
sample 2 where it seems that J, has not completely decayed at
the boundaries of the image. Furthermore, small errors near
the edges due to truncation artifacts may translate into an
error in the offset, since we use the edges to determine it. In
particular, in most samples we find that the reconstructed J,
differ slightly between the left and right boundaries by up to
~6 A/m typically, which we attribute to residual truncation
artifacts (even with the extrapolation). Choosing the offset to
cancel the mean value of ]y at the left and right boundaries,
we thus have a possible error in the offset of =3 A/m. As
a result, the systematic error in the integrated current I
for a 100-um-wide image can be up to 0.3 mA, relatively
independently of the absolute value of /.

Thus, the uncertainty in I, (determined from B;) and in I,
(determined from B,) is about 0.3 mA each, which gives an
uncertainty of 0.4 mA in the difference I; = I,y — I,,. These
are the values quoted in the main text.
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