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We present the synthesis and a detailed investigation of structural and magnetic properties of polycrys-
talline NaVOAsO4 by means of x-ray diffraction, magnetization, electron spin resonance (ESR), and 75As
nuclear magnetic resonance (NMR) measurements as well as density-functional band structure calculations.
Temperature-dependent magnetic susceptibility, ESR intensity, and NMR line shift could be described well using
an alternating spin-1/2 chain model with the exchange coupling J/kB � 52 K and an alternation parameter
α � 0.65. From the high-field magnetization measured at T = 1.5 K, the critical field of the gap closing is
found to be Hc � 16 T, which corresponds to the zero-field spin gap of �0/kB � 21.4 K. Both NMR shift
and spin-lattice relaxation rate show an activated behavior at low temperatures, further confirming the singlet
ground state. The spin chains do not coincide with the structural chains, whereas the couplings between the spin
chains are frustrated. Because of a relatively small spin gap, NaVOAsO4 is a promising compound for further
experimental studies under high magnetic fields.
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I. INTRODUCTION

For decades, there has been a flourish of interest in one-
dimensional (1D) quantum antiferromagnets (AFM), as they
often provide unique opportunities to study the interplay be-
tween the charge, orbital, spin, and lattice degrees of freedom
[1]. In most of the 1D quantum AFMs, the frequently encoun-
tered ground state is a three-dimensional (3D) long-range or-
der (LRO), resulting from interchain interactions. Therefore,
any new compound possessing a spin gap in the excitation
spectrum is of fundamental interest. Typically, the alternation
of exchange interactions along the chain direction introduces
a spin gap, as in (VO)2P2O7 [2]. If this gap appears due to a
structural distortion, which in turn causes spin dimerization,
it is known as the spin-Peierls transition [3]. However, not
every structural phase transition accompanied by a spin-gap
formation is a spin-Peierls transition. Such a transition has
only been observed in some organic compounds [4,5] and
CuGeO3 [6]. For the mixed-valence compound NaV2O5, the
formation of a singlet ground state is reported to be due to
charge ordering [7], while for NaTiSi2O6, it is due to orbital
ordering [8].

Spin chains with the gap in the excitation spectrum are
sensitive to perturbations like interdimer couplings and exter-
nal magnetic field. Above a threshold limit, the spin gap is
closed, and a multitude of field-induced phases emerge. The
singlet state is sustained in low fields, where the magnetiza-
tion remains nearly zero. However, a higher field can close
the gap and trigger an AFM LRO above the critical field of

*rnath@iisertvm.ac.in

the gap closing. This fascinating field-induced phenomenon
can be described as the Bose-Einstein condensation (BEC)
of triplons, where the particle density is proportional to the
applied magnetic field acting as chemical potential of the
Bose gas [9]. Notable compounds showing the triplon BEC
are BaCuSi2O6, Sr3Cr2O8, TlCuCl3, etc. [10–14]. Another
important field-induced phenomenon shown by spin-gap sys-
tems is the emergence of a non-Fermi-liquid-type Tomonaga-
Luttinger liquid (TLL) phase above the critical field of the gap
closing [15,16]. The spin-ladder compound (C7H10N)2CuBr4

presents an excellent experimental realization, where the TLL
phase evolves from the singlet state [17–21]. The transition
between the 1D TLL and 3D BEC is successfully explained
in another ladder compound (C5H12N)2CuBr4 [22,23]. Quasi-
1D materials involving alternating spin chains may show sig-
natures of both TLL and BEC physics, thus giving researchers
an opportunity to study the crossover effects from 1D to 3D
physics [24,25].

In addition, spin-gap materials also exhibit various other
peculiar features like Wigner crystallization of magnons,
magnetization plateaus, etc., under an external magnetic field
[26]. The orthogonal dimer compound SrCu2(BO3)2 with the
Shastry-Sutherland lattice is a well-known example showing
these exotic features [27]. The above field-induced effects are
explored only in very few experimental systems to date due to
the shortage of model compounds. In this context, materials
with a small spin gap are preferable, so that one can explore
the field-induced phenomena and the complete H -T phase
diagram using practically accessible magnetic fields.

In this work, we endeavor to elucidate the magnetic
behavior of NaVOAsO4 by means of magnetization, elec-
tron spin resonance (ESR), and 75As nuclear magnetic
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FIG. 1. (Left) Crystal structure of NaVOAsO4. The black dashed lines separate the spin chains. The VO6 and AsO4 polyhedra are shown
in red and green colors, respectively. (Right) Spin model showing the alternating (J, J ′) crossing chains along the V-O-As-O-V path and the
frustrated inter-chain couplings in a different orientation. Jc represents the interaction along the structural chains via V-O-V path.

resonance (NMR) experiments combined with density-
functional band-structure calculations. A comparison is made
with AgVOAsO4 in order to understand the role of the in-
terchain couplings on the size of the spin gap. AgVOAsO4
is reported as an alternating spin-1/2 chain compound with
the singlet ground state. It crystallizes in the monoclinic
(space group P 21/c) structure with the lattice parameters
a = 6.7157(1) Å, b = 8.8488(2) Å, c = 7.2848(2) Å, β =
115.28(1)◦, and unit cell volume Vcell � 391.5 Å

3
[28]. From

the analysis of magnetic susceptibility, high-field magnetiza-
tion, ESR, and 75As NMR data, the dominant exchange cou-
pling, alternation parameter, zero-field spin gap, and critical
field of the gap closing are reported to be J/kB � 41.8 K,
α = J ′/J � 0.68, �0/kB � 13 K, and Hc = �

gμB
� 10 T,

respectively [28,29].
AgVOAsO4 is peculiar because its alternating spin chains

do not coincide with the structural chains built by the VO6

octahedra. The superexchange involves the V–O–As–O–V
pathways that give rise to the leading AFM couplings J

and J ′, whereas the shorter V–O–V link results in a much
weaker and ferromagnetic (FM) interaction Jc � −9 K. An
additional AFM interaction Ja � 6 K that also runs through
the V–O–As–O–V pathway gives rise to a frustration, because
the fourfold loops with three AFM and one FM couplings
occur (Fig. 1).

When Ag+ (ionic radius: 1.29 Å) is replaced by Na+

(ionic radius: 1.16 Å), the crystal structure remains un-
altered. The reported unit cell parameters for NaVOAsO4

are a = 6.650(1) Å, b = 8.714(1) Å, c = 7.221(1) Å, β =
115.17(1)◦, and Vcell � 378.72 Å

3
[30]. The main objective of

this work is to tune the spin gap and hence the critical field of
the gap closing by chemical substitution, which may facilitate
the study of field-induced effects using commonly accessible
laboratory fields.

In NaVOAsO4, there are one As atom, one Na atom, one V
atom, and five nonequivalent O atoms. Similar to AgVOAsO4,

the structural chains of the corner-sharing distorted VO6 oc-
tahedra run along the c direction. Each AsO4 tetrahedron is
coupled with four VO6 distorted octahedra to form alternating
spin chains (V-O-As-O-V path) that run nearly perpendicular
to each other in the ab plane, as shown in Fig. 1. There
are also weak interchain exchange interactions, which make
a frustrated network between the chains. The directions of
all the exchange interactions are clearly depicted in the right
panel of Fig. 1. The As atom is strongly coupled to the two
neighboring magnetic V4+ ions along the direction of the
spin chain. On the other hand, the Na atom is located in
between the chains and seems to be very weakly coupled
to the magnetic V4+ ions. To the best of our knowledge, no
information about the magnetic properties of this compound
has been reported to date.

II. METHODS

A polycrystalline sample of NaVOAsO4 was synthesized
by the conventional solid-state reaction technique by anneal-
ing the stoichiometric mixture of Na2O (99.99%), As2O5

(99.99%), and VO2 (99.99%) (all from Sigma-Aldrich) in an
evacuated silica tube at 500 ◦C for 48 h with one intermediate
grinding and pelletization. To avoid the hydration, the reac-
tants were handled in an Ar filled glove box. The resulting
sample was green in color. Its phase purity was confirmed by
powder x-ray diffraction (XRD, PANalytical powder diffrac-
tometer with Cu Kα radiation, λave = 1.54182 Å) at room
temperature. Temperature (T ) dependent powder XRD mea-
surements were performed in the T -range 15–300 K using the
low-T attachment (Oxford Phenix) to the x-ray diffractometer.
Rietveld refinement of the observed XRD patterns was per-
formed using the FULLPROF package [31], taking the initial
parameters from Ref. [30].

The dc magnetization (M) was measured as a func-
tion of T and applied magnetic field H using the
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vibrating sample magnetometer (VSM) attachment to the
Physical Property Measurement System [PPMS, Quantum
Design]. High-field magnetization (M vs H ) was measured at
T = 1.5 K in pulsed magnetic field up to 60 T at the Dresden
High Magnetic Field Laboratory [32,33].

The ESR experiments were carried out on a fine powdered
sample with the standard continuous-wave spectrometer be-
tween 3.6 and 300 K. We measured the power P absorbed
by the sample from a transverse magnetic microwave field
(X-band, ν � 9.4 GHz), as a function of the external magnetic
field H . The lock-in technique was used to improve the signal-
to-noise ratio, which yields the derivative of the resonance
signal dP/dH . The g-factor was determined by the resonance
condition g = hν

μBHres
, where h is the Planck’s constant, μB is

the Bohr magneton, ν is the resonance frequency, and Hres is
the corresponding resonance field.

The NMR experiments on 75As nucleus (nuclear spin
I = 3/2, gyromagnetic ratio γ /2π = 7.291 MHz/T) were
carried out using pulsed NMR technique at a radio frequency
ν (= γ /2πH ) of 50.44 MHz, which corresponds to the mag-
netic field of H ≈ 6.8 T. At each temperature, the 75As NMR
spectrum was obtained by sweeping the magnetic field while
keeping the frequency fixed. The NMR shift K (T ) = [Href −
H (T )]/H (T ) was determined from the resonance field H (T )
of the sample with respect to the resonance field Href of
the reference GaAs sample. The spin-lattice relaxation rate
(1/T1) measurements were done using the standard inversion
recovery method.

The exchange couplings of the Heisenberg spin
Hamiltonian

Ĥ =
∑
〈ij〉

Jij SiSj , (1)

where S = 1
2 and the summation is over the lattice bonds

〈ij 〉, were obtained by a mapping procedure using density-
functional (DFT) band-structure calculations performed in the
FPLO code [34] within the generalized gradient approximation
(GGA) for the exchange-correlation potential [35]. The mean-
field DFT+U correction for correlation effects in the V 3d

shell was used. Additionally, we analyzed the uncorrelated
GGA band structure and extracted the hopping parameters,
which were further used to obtain antiferromagnetic exchange
couplings on the level of second-order perturbation theory, as
further explained in Sec. III E. The typical k mesh included
128 points in the irreducible part of the first Brillouin zone.
In the DFT+U calculations, we applied Ud = 4 eV and Jd =
1 eV for the on-site Coulomb repulsion and Hund’s exchange,
respectively, as well as the around-mean-field correction for
double counting [28,36,37]. The structural parameters from
Ref. [30] were used. Magnetization curves were simulated
using the DIRLOOP SSE [38] algorithm of the ALPS simulation
package [39] on two-dimensional finite lattices with periodic
boundary conditions and up to 256 sites.

III. RESULTS AND DISCUSSION

A. X-ray diffraction

Figure 2 shows the powder XRD pattern of NaVOAsO4 at
two different temperatures, T = 15 and 300 K, along with the
refinement. The obtained best fit parameters at 300 and 15 K

FIG. 2. Powder x-ray diffraction pattern (open circles) for
NaVOAsO4 at two different temperatures (T = 15 and 300 K). The
solid line represents the full-profile refinement, with the vertical bars
showing the expected Bragg peak positions, and the lower solid blue
line representing the difference between the observed and calculated
intensities.

are [a = 6.6469(1) Å, b = 8.7086(1) Å, c = 7.2156(1) Å,
β = 115.21(1)◦, Vcell � 377.89 Å

3
, and the goodness-of-

fit χ2 � 3.65] and [a = 6.6343(1) Å, b = 8.6952(2) Å, c =
7.2034(2) Å, β = 115.177(1)◦, Vcell � 376.06 Å

3
, and χ2 �

3.87], respectively. These values are in close agreement with
the reported values [30]. A slight decrease in volume at room
temperature for NaVOAsO4 compared to AgVOAsO4 is likely
due to the fact that Na+ (ionic radius: 1.16 Å) has a smaller
ionic radius than Ag+ (ionic radius: 1.29 Å). The atomic
positions obtained from the structural refinement at room
temperature (T = 300 K) are listed in Table I.

The powder XRD patterns at different temperatures were
also analyzed by the Rietveld refinement to understand the
temperature variation of the crystal structure. Going from 300
to 15 K, the overall XRD pattern remains intact, thus ruling
out any structural phase transitions or lattice distortions that
take place in other spin-gap compounds like CuGeO3 [40],
NaV2O5 [41], and NaTiSi2O6 [8]. The temperature depen-
dence of the lattice parameters obtained from the refinement
is plotted in Fig. 3. The lattice constants a, b, and c, and the
angle β are found to decrease upon cooling. As a result, Vcell

also shows a gradual decrease with decreasing temperature
from 300 to 15 K.

The temperature variation of Vcell was modeled follow-
ing the Grüneisen approximation for the zero-pressure state,
where the effects of thermal expansion are considered to be
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TABLE I. Atomic coordinates and isotropic atomic displacement

parameters (Uiso, in units of 10−2 Å
2
) of NaVOAsO4 obtained

from the Rietveld refinement of the powder XRD data at room
temperature (300 K). The crystal structure is monoclinic with the
space group P 21/c (No. 14). The obtained lattice parameters are a =
6.6469(1) Å, b = 8.7086(1) Å, c = 7.2156(1) Å, β = 115.21(1)◦,
and Vcell � 377.89 Å

3
. The Uiso values for oxygen were constrained.

The error bars are from the Rietveld refinement.

Wyckoff
Atom position x y z Uiso

Na 4e 0.261(1) 0.5840(4) 0.285(1) 0.16(4)
V 4e 0.2414(7) 0.2610(5) 0.0299(6) 1.0(1)
As 4e 0.7483(7) 0.4366(1) 0.2492(6) 0.93(4)
O1 4e 0.251(3) 0.3217(7) 0.261(2) 0.48(5)
O2 4e 0.081(2) 0.801(1) 0.090(1) 0.48(5)
O3 4e 0.125(2) 0.037(1) 0.382(2) 0.48(5)
O4 4e 0.542(2) 0.319(1) 0.078(1) 0.48(5)
O5 4e 0.363(2) 0.045(1) 0.116(2) 0.48(5)

equivalent to the elastic strain [42]. Vcell(T ) can be written
as [43]

Vcell(T ) = γU (T )/K0 + V0, (2)

where V0 is the unit cell volume at T = 0 K, K0 is the bulk
modulus, γ is the Grüneisen parameter, and U (T ) is the
internal energy. The U (T ) can be expressed in terms of the

FIG. 3. The lattice constants (a, b, c), monoclinic angle (β), and
unit cell volume (Vcell) are plotted as a function of temperature. The
solid line in the bottom panel represents the fit using Eq. (2).

FIG. 4. χ (T ) measured at H = 0.5 T with the solid line repre-
senting the fit using Eq. (5). The dotted line shows the χimp, and
the dashed line shows the fit on the χspin data using Eq. (6). (Inset)
1/χ (T ) data along with the fit using Eq. (4) (solid line).

Debye approximation as

U (T ) = 9NkBT

(
T

θD

)3 ∫ θD
T

0

x3

(ex − 1)
dx, (3)

where θD is the characteristic Debye temperature, N is the
number of atoms per unit cell, and kB is the Boltzmann
constant. The fit is shown as the solid line in the bottom panel
of Fig. 3. The obtained best fit parameters are θD � 375 K and

V0 � 376 Å
3
.

B. Magnetization

The temperature-dependent magnetic susceptibility χ (T )
(≡M/H ) measured in an applied field of H = 0.5 T is shown
in Fig. 4. As the temperature decreases, χ (T ) increases in the
Curie-Weiss manner as expected in the paramagnetic regime
and then shows a broad maximum at around T max

χ � 29 K,
indicative of a short-range magnetic order, as expected for
low-dimensional spin systems. Below T max

χ , it shows a rapid
decrease and then an upturn. This low-temperature upturn is
likely due to extrinsic paramagnetic impurities and defects
present in the sample [44]. Note that the extrinsic paramag-
netic impurities, if at all present, should be less than 1%,
which is the lower limit of the powder x-ray diffractometer
to detect a foreign phase. There is no clear indication of any
magnetic LRO down to 2 K.

To extract the magnetic parameters, χ (T ) at high tempera-
tures was fitted by the following expression:

χ (T ) = χ0 + C

T − θCW
, (4)

where χ0 is the temperature-independent contribution consist-
ing of the diamagnetic susceptibility (χcore) of core electron
shells and Van-Vleck paramagnetic susceptibility (χVV) of
the open shells of the V4+ ions. The second term in Eq. (4)
is the Curie-Weiss (CW) law with the CW temperature θCW

and Curie constant C = NAμ2
eff/3kB. Here, NA is Avogadro’s

number, μeff = g
√

S(S + 1)μB is the effective magnetic
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moment, g is the Landé g-factor, μB is the Bohr magneton,
and S is the spin quantum number. Our fit in the temperature
range 150 K to 380 K (inset of Fig. 4) yields χ0 � −2.46 ×
10−4 cm3/mol, C � 0.39 cm3K/mol, and θCW � −27.4 K.
From the value of C, the effective moment was calculated
to be μeff � 1.76μB which is in good agreement with the
expected spin-only value of 1.73 μB for S = 1/2, assuming
g = 2. The negative value of θCW indicates that the dominant
exchange couplings between V4+ ions are antiferromagnetic
in nature.

In order to estimate the exchange couplings, the χ (T ) data
were fitted by

χ (T ) = χ0 + Cimp

T − θimp
+ χspin. (5)

Here, Cimp represents the Curie constant corresponding to the
impurity spins and θimp quantifies the effective interaction be-
tween them. χspin is the expression for the spin susceptibility
of the alternating spin-1/2 chain model [Eq. (56) in Ref. [45]],
valid for the entire range 0 � α (=J ′/J ) � 1 and for the
entire temperature range kBT/J � 0.01, where J ′ and J are
the exchange couplings along the chain. Note that the weak
interchain couplings analyzed in Sec. III E have no visible
influence on the fit, so we restrict ourselves to the 1D model.

As shown in Fig. 4, Eq. (5) fits very well to the χ (T )
data over the whole temperature range, yielding J/kB �
51.6 K, α � 0.65, χ0 � −3.32 × 10−5 cm3/mol, Cimp �
0.01626 cm3K/mol, and θimp � −0.9 K. During the fitting
procedure, the value of g was fixed to g � 1.99, obtained
from the ESR experiments (discussed later). The above value
of Cimp corresponds to the concentration of nearly 4.1%,
assuming the impurity spins to be S = 1/2. Using the value
of J/kB and α, the spin gap is estimated to be �0/kB =
J/kB[(1 − α)3/4(1 + α)1/4 � 26.5 K [45,46]. The critical
field for closing a gap of �0/kB � 26.5 K is estimated to be
Hc = �0/(gμB) � 19.8 T.

In order to see the low-temperature gapped behavior, the
impurity contribution (χimp = χ0 + Cimp

T −θimp
) was subtracted

from χ (T ) and the obtained χspin(T ) is plotted in the same
Fig. 4. It shows a clear exponential decrease towards zero
demonstrating the singlet ground state. For a tentative esti-
mation of the spin gap, χspin(T ) below the broad maximum
is fitted using the expression for the spin susceptibility of a
gapped spin-1/2 1D Heisenberg chain [47]

χ1D(T ) ∝
√

�
χ

1D

kBT
e−�

χ
1D/kBT . (6)

The fit in the low-T region (3.7 K � T � 15 K) returns
�

χ

1D/kB � 22.4 K, which is slightly lower than the value
obtained from the alternating chain model fit. The critical field
for closing this gap is Hc � 16.7 T.

The magnetization curve measured up to 60 T at T = 1.5 K
is shown in Fig. 5. In the low-field regime, M is very small
and remains almost constant up to about 16 T, suggesting
that the critical field of the gap closing is Hc � 16 T. It is
slightly higher than Hc � 10 T in AgVOAsO4 but is still in
the accessible range. This value of Hc corresponds to the
zero-field spin gap of �0/kB � 21.4 K, which is slightly
lower than the one obtained from J and J ′ but consistent

FIG. 5. Magnetization (M) vs H measured at T = 1.5 K (after
subtracting the paramagnetic background) using pulsed magnetic
field. The critical field of gap closing Hc � 16 T is marked with an
arrow. (Inset) dM/dH vs H highlights the position of Hc.

with that obtained from the fit using Eq. (6). Typically, in the
spin-gap compounds, the magnetization remains zero up to
Hc. However, in our compound, a finite value of the moment
was obtained below Hc which is likely due to the saturation of
paramagnetic impurities and/or defects in the powder sample.
The data shown in Fig. 5 are corrected for this paramagnetic
contribution. For H � 16 T, M increases almost linearly with
H and then shows a pronounced curvature. It does not saturate
even at 60 T. A pronounced curvature above Hc reflects strong
quantum fluctuations, as expected for 1D spin chains. The
lack of saturation even at 60 T suggests a large value of the
exchange coupling.

C. ESR

ESR results on the NaVOAsO4 powder sample are pre-
sented in Fig. 6. The inset of the upper panel of Fig. 6
depicts typical ESR powder spectra at room temperature
and at 3.6 K. We tried to fit the spectra using the powder-
averaged Lorentzian line for the uniaxial g-factor anisotropy.
The fit reproduces the spectral shape very well at T = 300 K,
yielding the anisotropic g-tensor components g‖ � 1.963
(parallel) and g⊥ � 1.998 (perpendicular). The isotropic
g[=

√
(g2

‖ + 2g2
⊥)/3] value is calculated to be ∼1.99. Such

a value of g is typically observed for V4+ compounds [28,48].
As shown in the top inset of the lower panel of Fig. 6, both
g‖ and g⊥ are found to be temperature-independent down to
about 10 K. Only below 10 K, the ESR line broadens abruptly
and an anomalous behavior in the g-values was observed,
which could be due to extrinsic foreign phases and/or defects.
The ESR intensity (IESR) as a function of temperature shows
a pronounced broad maximum at ∼30 K, similar to the bulk
χ (T ) data. In the bottom inset of the lower panel of Fig. 6,
IESR is plotted as a function of χ with temperature as an
implicit parameter. It shows linearity over the temperature
range of 28 to 300 K, implying that IESR traces χ (T ) nicely.

In order to estimate the exchange couplings, IESR(T ) data
were fitted by the equation

IESR = A + Bχspin(T ), (7)
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FIG. 6. (Top) Temperature-dependent ESR intensity, IESR(T ),
obtained by integrating the ESR spectra of the polycrystalline
NaVOAsO4 sample. The solid line represents the fit as described
in the text. (Inset) Typical spectra (symbols) at T = 300 and 3.6 K
together with the fits using the powder-averaged Lorentzian shape for
the uniaxial g-factor anisotropy. (Bottom) 1/IESR vs T along with the
fit (see the text). (Top inset) Temperature-dependent g-factor (g‖ and
g⊥) obtained from the Lorentzian fit. (Bottom inset) IESR vs χ with
temperature as an implicit parameter.

where A and B are arbitrary constants. The fit in the range
9–300 K (upper panel of Fig. 6) with the fixed g � 1.99 yields
J/kB � 49.0 K and α � 0.64. This value of J/kB is close to
the one obtained from the χ (T ) analysis. In the lower panel of
Fig. 6, the inverse ESR intensity(1/IESR) is plotted as a func-
tion of temperature. At high temperatures, the linear behavior
resembles the χ−1 data. We fitted 1/IESR(T ) by an expression

1/IESR =
(

M + N

T − θCW

)−1

, (8)

where M and N are arbitrary constants. The fit in the high-
temperature region yields θCW � −45 K, which is little higher
in magnitude than the value obtained from the χ−1 analysis.

D. 75As NMR

NMR is a powerful local technique to study the static
and dynamic properties of a spin system. In NaVOAsO4, the
75As nuclei are strongly hyperfine-coupled to the magnetic
V4+ ions along the spin chains. Therefore, the low-lying
excitations of the V4+ spins can be probed by means of the
75As NMR spectra, NMR shift, and spin-lattice relaxation
time measurements. As discussed earlier, the χ (T ) data do
not show an exponential decrease as anticipated for a spin
gap system since the low-temperature impurity/defect contri-
bution masks the spin-gap behavior. Secondly, due to several
fitting parameters, the χ (T ) analysis often does not provide
reliable magnetic parameters. In this context, the NMR shift
has an advantage over the bulk χ (T ). The bulk χ (T ) data
include additional contributions coming from impurities and
defects present in the sample, whereas the NMR shift directly
measures the intrinsic spin susceptibility and is completely
free from the extrinsic contributions. Therefore, one can
precisely estimate the magnetic parameters by analyzing the
temperature-dependent NMR shift instead of the bulk χ (T )
and underpin the singlet ground state.

1. NMR spectra
75As is a quadrupole nucleus with the nuclear spin I = 3/2

in a noncubic environment. Therefore, the fourfold degen-
eracy of the nuclear spin I = 3/2 is partially lifted by the
interaction between the nuclear quadrupole moment Q and
the surrounding electric-field gradient (EFG). The nuclear
spin Hamiltonian can be written as a sum of the Zeeman and
quadrupolar interactions [49,50],

H = −γ h̄ÎzH (1 + K ) + hνQ

6

[(
3Î 2

z′ − Î 2
) + η

(
Î 2
x ′ − Î 2

y ′
)]

.

(9)

Here, the nuclear quadrupole resonance (NQR) frequency is
defined as νQ = νz

√
1 + η2/3 = 3e2qQ

2I (2I−1)h

√
1 + η2/3, e is the

electron charge, h̄ (=h/2π ) is the Planck’s constant, H is the
applied field along ẑ, K is the magnetic shift due to hyperfine
field at the nuclear site, Vαβ are the components of the EFG
tensor, eq = Vz′z′ is the largest eigenvalue of the EFG, and
η (= |Vx ′x ′ − Vy ′y ′ |/Vz′z′ ) is the asymmetry parameter. The
principal axes {x ′, y ′, z′} of the EFG tensor are defined by the
local symmetry of the crystal structure. Therefore, resonance
frequency corresponding to any nuclear transition is strongly
dependent on the direction of the applied field relative to
the crystallographic axes. The parameters νz, η, and ẑ′ can
fully characterize the EFG, where ẑ′ is the unit vector in the
direction of the principal axis of the EFG with the largest
eigenvalue.

When the Zeeman term dominates over the quadrupole
term, first-order perturbation theory is enough for describing
the system. In such a scenario, for a I = 3/2 nucleus, two
equally spaced satellite peaks (Iz = ±3/2 ←→ ±1/2) should
appear on either side of the central peak (Iz = +1/2 ←→
−1/2), separated by νQ. On the other hand, when the
quadrupole effects are large enough, second-order perturba-
tion theory is required, and the peak positions depend strongly
on the angle θ between the applied field H (along ẑ) and ẑ′.
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The expression for the resonance frequency for the central transition can be written as

ν(± 1
2 ) = ν0 + ν2

Q

32ν0
(1 − cos2θ )

[
(54cos2θ )

(
1 + 2

3
ηcos2φ

)
− 6

(
1 − 2

3
ηcos2φ

)]

+ η2ν2
Q

72ν0

[
−12 − 18cos2θ − 27

2
cos22φ(cos2θ − 1)2

]
, (10)

where ν0 is the Larmor frequency and φ is the azimuthal
angle. For a polycrystalline sample, the NMR spectra are
typically broad as the external field is randomly oriented with
respect to the crystallographic directions and the line broaden-
ing is due to the powder-average of the NMR signal. In some
materials, the local field inhomogeneities also give rise to
broad NMR line [51]. The powder spectra use to show the cen-
tral transition (Iz = +1/2 ←→ −1/2) split into two horns,
which correspond to crystallites with θ � 41.8◦ (lower fre-
quency peak) and to θ = 90◦ (upper frequency peak) [50,52].

The 75As NMR spectra measured at different temperatures
are shown in Fig. 7. Their asymmetric double-horn line shape

FIG. 7. Temperature-dependent field-sweep 75As NMR spectra
of NaVOAsO4 measured at ν = 50.44 MHz. The solid lines are the
fits to the spectra at T = 70 and 115 K. The vertical dashed line
corresponds to the 75As resonance position of the reference GaAs
sample.

can be described well by the second-order nuclear quadrupo-
lar interaction. The obtained fitting parameters corresponding
to the spectrum at T = 115 K are the isotropic shift Kiso �
1.8%, axial shift Kaxial � −0.031%, anisotropic shift Kaniso �
0%, NQR frequency νQ � 6.12 MHz, asymmetry parameter
η � 0.589, and line width �48.7 MHz. The quadrupolar
frequency is found to be almost constant in the measured
temperature range, thus ruling out the possibility of any struc-
tural deformation of VO6 octahedra and/or lattice distortion.
This is in sharp contrast to what is observed in the spin-
Peierls compound CuGeO3 where the lattice distortion leads
to the spin dimerization [6] and in α′ − NaxV2O5 where the
singlet ground state is driven by charge ordering [53] at low
temperatures. This is indeed consistent with our temperature-
dependent powder XRD data.

2. NMR shift

From Fig. 7, we can clearly see that the line position is
shifting with temperature. The temperature-dependent NMR
shift K (T ) was extracted by taking the zero quadrupole
shift with respect to the reference field of GaAs and is pre-
sented in Fig. 8. Similar to χ (T ), K (T ) also passes through
a broad maximum at around 30 K, which indicates low-
dimensional short-range order. At low temperatures, K (T )
decreases rapidly towards zero, which clearly signifies the
reduction of the spin susceptibility of V4+ and the opening of
a spin gap between the singlet (S = 0) ground state and triplet
(S = 1) excited states. It also implies that the low-temperature
upturn observed in χ (T ) is purely extrinsic in nature and
could be due to a small amount of extrinsic impurities, defects,
and/or finite crystallite sizes. In powder samples, the defects
often break the spin chains and the unpaired spins at the ends
of finite chains give rise to the staggered magnetization, which
also appears as the low-temperature Curie tail in χ (T ).

In general, one can write K (T ) in terms of χspin as

K (T ) = K0 + Ahf

NAμB
χspin, (11)

where K0 is the temperature-independent chemical shift and
Ahf is the total hyperfine coupling between the 75As nuclei
and V4+ spins. Ahf includes contributions from transferred
hyperfine coupling and the nuclear dipolar coupling, both of
which are temperature-independent. The magnitude of the
nuclear dipolar coupling is usually negligible compared to
the transferred hyperfine coupling. From Eq. (11), Ahf can be
calculated by taking the slope of the linear K vs χ plot (inset
of Fig. 8) with temperature as an implicit parameter. The χ (T )
data used in the inset of Fig. 8 were measured at 7 T, which
is close to the field of our NMR experiments. The data for
T � 30 K were fitted well to a linear function, and the slope
of the fit yields Ahf � 3.75 T/μB. Nearly the same value of
Ahf is reported for the isostructural compound AgVOAsO4
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FIG. 8. (Top) 75As NMR shift as a function of temperature.
The solid line is the fit of K (T ) by Eq. (11). (Inset) K vs
χ (measured at 7 T) with temperature as an implicit parame-
ter. The solid line is the linear fit. (Bottom) (K − K0 )T 1/2 vs
1/T and (K − K0 )T −1/2 vs 1/T along the left and right y axes,
respectively. The solid lines are the fits using activation laws
(K − K0)T 1/2 ∝ e−�K

1D/kBT (1D model) with �K
1D/kB � 21.84 K and

(K − K0)T −1/2 ∝ e−�K
3D/kBT (3D model) with �K

3D/kB � 13.2 K,
respectively.

[29]. However, it is an order of magnitude larger than the
one observed for 31P in 1D spin-1/2 chain compounds like
(Sr, Ba)Cu(PO4)2 and K2CuP2O7 with similar interaction
pathways [54,55]. Such a large hyperfine coupling suggests a
strong overlap between the p orbitals of As5+ and d orbitals
of V4+ ions via the 2p orbitals of O2−. This also explains why
the superexchange interaction between V4+ ions is stronger
via the V-O-As-O-V pathway than via the structural chains
with the shorter V-O-V path (see Ref. [28] and Sec. III E
below).

In order to extract the exchange couplings, the K (T ) data
were fitted using Eq. (11) over the whole temperature range,
taking χspin for the spin-1/2 alternating chain model given
by Johnston et. al. [45]. To minimize the number of fitting
parameters, Ahf and g were fixed to the values obtained from
the K vs χ analysis and ESR experiments, respectively. Our fit
in the whole temperature range yields K0 � 0.006%, J/kB �
48.14 K, and α � 0.66. The quality of the fit was very good
(see upper panel of Fig. 8) and the obtained values of J/kB

and α are close to those obtained from the χ (T ) and IESR(T )
analysis. Using the above values of J/kB and α, the estimated
spin gap is ∼24.5 K, which is similar to the values reported
above, yet unexpected. It should be noted that the expressions

by Johnston et al. are applicable for the estimation of J/kB

and �/kB from the χ (T ) data in the zero-field limit but our
NMR experiments were carried out at a high field of 6.8 T,
where the gap is expected to decrease to about ∼12.3 K,
assuming a linear decrease of the gap with field from the
zero-field value �0/kB � 21.4 K towards �0/kB = 0 at Hc.1

One can also estimate the spin gap by analyzing the
low-temperature part of the K (T ) data. We fitted the
low-temperature (T � 11 K) K (T ) data by K (T ) = K0 +
Aχ1D(T ), where K0 and A are arbitrary constants and
χ1D is given by Eq. (6) with a change that �

χ

1D/kB is
replaced by �K

1D/kB. The obtained fitting parameters are
K0 � 0.0052%, A � 45.02%, and �K

1D/kB � 21.8 K. The
fit is shown in the lower panel of Fig. 8 where we
have plotted (K − K0)T 1/2 vs 1/T . The y axis is shown
in the log scale in order to highlight the linear behav-
ior in the gapped region. This value of �K

1D/kB is still
higher than the expected value of ∼12.3 K at H = 6.8 T.1

Note, however, that Eq. (6) used here to fit K (T ) is obtained
in the low-field limit [47,56], while our experimental data are
taken in the field of 6.8 T, which is comparable to the thermal
energy below ∼7 K. From the band-structure calculations,
it is evident that the interchain couplings are non-negligible
and modify the dispersion of the triplet band. Therefore, the
temperature range of the fitting is expected to be dominated by
the 3D correlations and, consequently, the low-temperature fit
using the 1D model may not give a reliable estimation of the
spin gap.

According to Ref. [57], for a d-dimensional spin sys-
tem, the low-temperature (kBT � �) susceptibility can be
expressed as

χd ∝ T (d/2)−1 × e−�/kBT . (12)

Assuming that our low-temperature K (T ) data are dominated
by the 3D (d = 3) correlations, the above expression is re-
duced to χ3D = cT 1/2 × e−�/kBT , where c is a constant. In
the lower panel of Fig. 8 (right y axis), we have plotted
(K − K0)T −1/2 vs 1/T , which shows a linear regime for
T � 11 K. Our fit in this regime returns K0 � −0.023%, c �
1.9356 K−1/2, and �K

3D/kB � 13.2 K. This value of �K
3D/kB

extracted from the K (T ) data using the 3D model is very close
to the expected value of ∼12.3 K at 6.8 T.1

3. Spin-lattice relaxation rate 1/T1

Spin-lattice relaxation rate 1/T1 is an important parameter
for understanding the dynamic properties of a spin system.
It gives direct access to the low-energy spin excitations by
probing the nearly zero-energy limit (in the momentum space)
of the local spin-spin correlation function [58]. The 1/T1

measurements for the 75As nuclei were done at a field cor-
responding to the center of the spectra and using relatively

1Note that from the high-field magnetization, the critical field of the
gap closing is Hc � 16 T, and the corresponding zero-field spin gap
is �/kB � 21.4 K. Since the 75As NMR measurements were carried
out in the field of 6.8 T, the spin gap will be reduced. The reduction
is estimated as �′/kB = HgμB

kB
� 9.1 K. Thus, from 75As NMR at

6.8 T, one should observe a spin gap of �/kB − �′/kB � 12.3 K,
assuming the linear field dependence of �/kB.
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FIG. 9. (Top) 1/T1 is plotted as a function of temperature. (Inset)
Recovery of the longitudinal magnetization as a function of waiting
time t at three different temperatures. Solid lines are the fits using
Eq. (13). (Bottom) 1/T1 is plotted against 1/T . The solid line is the
fit in the low-temperature region using Eq. (16).

narrow pulses. Recovery of the longitudinal magnetization at
different temperatures, measured using the inversion recovery
sequence, π − τ − π/2, was fitted using the double exponen-
tial function [59]
1

2

[
1− M (t )

M (∞)

]
= 0.1 exp(−t/T1) + 0.9 exp(−6t/T1), (13)

which corresponds to the I = 3/2 75As nuclei. Here, M (t )
and M (∞) are the nuclear magnetizations at time t and at
equilibrium (t → ∞), respectively. The inset of Fig. 9 depicts
the recovery curves at three different temperatures. The 1/T1

values obtained from the fit are plotted as a function of temper-
ature in Fig. 9. At high temperatures, 1/T1 remains constant,
a typical behavior expected in the paramagnetic regime [58].
Below about 12 K, 1/T1 decreases rapidly towards zero be-
cause of the opening of a spin gap in the excitation spectrum.

Generally, 1
T1T

can be expressed in terms of the dynamical
susceptibility χ (�q, ω) per mole of electronic spins as [60,61]

1

T1T
= 2γ 2

NkB

N2
A

∑
�q

|A(�q )|2 χ ′′(�q, ω0)

ω0
. (14)

Here, the summation is over all the wave vectors �q in the
first Brillouin zone. A(�q ) is the form factor of the hyperfine
interactions as a function of �q and χ

′′
M (�q, ω0) is the imaginary

part of the dynamic susceptibility at the nuclear Larmor

TABLE II. Summary of magnetic parameters obtained from the
analysis of various experimental results using the 1D and 3D models.
The corresponding zero-field spin gaps from the 6.8 T NMR data are
calculated and listed in the right column.

�/kB (K) �/kB (K)
J (K) α (= J ′/J ) at 6.8 T at zero field

χ (T ) 51.6 0.65 �
χ

1D � 22.4
M (H ) 51 0.63–0.65 �0 � 21.4
IESR 49 0.64
K (T ) 48.14 0.66 �K

1D � 21.8 �K
1D � 30.9

�K
3D � 13.2 �K

3D � 22.3

1/T1(T ) �
T1
1D � 18 �

T1
1D � 27.1

�
T1
3D � 22.84

frequency ω0. When q = 0 and ω0 = 0, the real component
χ

′
M (�q, ω0) corresponds to the uniform static susceptibility

χ . In the paramagnetic regime where spins are uncorrelated,
1/T1 is dominated by the uniform q = 0 fluctuations and
hence 1/T1 remains independent of T [58]. In that case,
1/χT1T is expected to be a constant. In our compound, the
temperature-independent 1/T1 behavior at high temperatures
is consistent with this expectation.

For the estimation of the spin gap, we tried to fit the 1/T1

data by the 1D expression [47,56]

1/T1 ∝ �
T1
1D

√
T e−3�

T1
1D/2kBT . (15)

From the fit below 11 K, the value of the spin gap is esti-
mated to be �

T1
1D/kB � 18 K, which is higher than ∼12.3 K,

expected at 6.8 T.1 For an accurate determination of the spin
gap, it would be ideal to fit the 1/T1 data using the expression

1/T1 ∝ T α0 exp

[
gμB(H − Hc)

2kBT

]
, (16)

which accounts for the 3D magnon excitations over the
gapped region (H < Hc). Here, the exponent α0 depends on
the effective dimension of the magnon dispersion relation as
selected by thermal fluctuations kBT [62]. On increasing T ,
α0 gradually varies from 2 (for the 3D regime, kBT < J3D)
to 0 (for the 1D regime, J3D � kBT < J ). The lower panel
of Fig. 9 shows 1/T1 vs 1/T plot along with the fit using
Eq. (16), where the y axis is shown in the log scale in
order to highlight the activated behavior at low temperatures.
Our fit in the low-T region (T � 11 K) with the fixed g =
1.99 (from ESR), H = 6.8 T (experimental NMR field), and
α0 = 2 (for the 3D regime) yields the critical field of the
gap closing Hc � 17.08 T. The corresponding value of the
zero-field spin gap is �

T1
3D/kB � 22.84 K. This value is in very

good agreement with our previous estimation from the high-
field magnetization data. Moreover, the value of the exponent
α0 = 2 suggests that at low temperatures, the spin lattice is
dominated by 3D correlations, as corroborated by the K (T )
analysis and band-structure calculations.

The magnetic parameters estimated from the χ (T ), M (H ),
IESR(T ), K (T ), and 1/T1(T ) data are summarized in Table II.
In gapped spin systems, the critical field Hc of the high-field
magnetization data is a direct and more reliable measure of
the zero-field spin gap. In NaVOAsO4, the zero-field spin
gap from the magnetization measurement is estimated to be
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TABLE III. The V–V distances (in Å), the hopping parameters
ti (in meV) obtained on the GGA level, and the exchange couplings
Ji (in K) calculated via the DFT+U mapping procedure for both
NaVOAsO4 and AgVOAsO4. See Fig. 1 for the notation of individual
exchange pathways. Note that the DFT+U results for AgVOAsO4

differ from those in Ref. [28], because the GGA functional has been
used.

NaVOAsO4 AgVOAsO4

dV−V ti Ji dV−V ti Ji

J 5.519 99 57 5.587 87 45
J ′ 5.489 81 54 5.556 71 41
Ja 6.073 25 8 6.118 30 9
Jc 3.617 9 −5 3.639 3 −6

�0/kB � 21.4 K. At 6.8 T in which our NMR experiments
were carried out, the value of the spin gap is expected to be
reduced to �6.8 T/kB � 12.3 K. As shown in Table II, the 3D
model fit to the K (T ) and 1/T1(T ) data yields values more
close to the expected one. In contrast, the 1D model fit to
the χ (T ), K (T ), and 1/T1(T ) data produces inconsistent gap
values, which implies the influence of interchain couplings on
the low-temperature data.

E. Microscopic magnetic model

Two complementary techniques can be used to estimate
exchange couplings in S = 1/2 materials. On one hand, total-
energy DFT+U calculations allow a direct parametrization
of the spin Hamiltonian through the so-called mapping pro-
cedure [63], although its results may become ambiguous
and depend on computational details, such as the double-
counting correction of the DFT+U method [64]. On the
other hand, hopping parameters ti of the uncorrelated (GGA)
band structure can be directly introduced into an effective
one-orbital Hubbard model, which in the half-filling regime
maps onto a spin Hamiltonian for low-energy excitations.
Consequently, the AFM part of the exchange is obtained as
J AFM

i = 4t2
i /Ueff , where Ueff � 4 eV stands for the effective

on-site Coulomb repulsion in the V 3d band [65]. This way,
relative strengths of the exchange couplings can be directly
linked to the hopping parameters ti , which are not biased by
the choice of the Hubbard U and by details of its DFT+U

implementation.
Table III presents the comparative DFT results for the

exchange couplings in NaVOAsO4 and AgVOAsO4. Both
compounds feature spin chains formed by J and J ′. These
spin chains do not coincide with the structural chains, as
shown in Fig. 1. The values of t and t ′ suggest that the
intrachain couplings in NaVOAsO4 are enhanced compared to
the Ag analog, yet the alternation ratio given by α = (t ′/t )2 �
0.67 remains nearly constant. The interchain couplings are
ferromagnetic (FM) Jc and AFM Ja , and they both become
slightly weaker upon the replacement of Ag by Na. This way,
NaVOAsO4 is somewhat closer to the 1D alternating-chain
regime than the Ag compound.

On a more quantitative level DFT+U overestimates the
alternation ratio α and renders J nearly equal to J ′, the
result not supported by the hopping parameters and also

FIG. 10. Comparison of magnetization curves for AgVOAsO4

and NaVOAsO4 measured at 1.5 K (paramagnetic background sub-
tracted). Dashed lines are simulated curves for alternating spin chains
uniformly coupled in 2D by an effective interchain coupling J⊥.
The fit parameters are J = 34 K, α = 0.60, and J⊥/J = −0.15
for AgVOAsO4 and J = 51 K, α = 0.63, and J⊥/J = −0.05 for
NaVOAsO4.

contradicting the experiment. A similar problem occurs in
the case of AgVOAsO4 [28] and may be related to the
intrinsic difficulties of evaluating weak exchange couplings
(or small differences between the exchange couplings) within
DFT+U [66]. All qualitative trends are, nevertheless, con-
sistent with the experimental findings. The susceptibility fit
with the alternating-chain model yields stronger exchange
couplings in NaVOAsO4 (J1 � 51.6 K, J ′ � 33.5 K) and
weaker couplings in AgVOAsO4 (J1 � 41.8 K, J ′ � 25.8 K
[28]) with about the same alternation ratio of α � 0.65 (Na)
versus α � 0.62 (Ag).

For a further comparison, we take a closer look at the
magnetization curves of the two compounds (Fig. 10). The
overall increase in the coupling energy shifts the saturation
toward higher fields. AgVOAsO4 saturates at 48.5 T, whereas
the saturation of NaVOAsO4 is not reached even at 59 T, the
highest field of our measurement. With the 23% increase in
J and J ′, one expects a similar increase in Hc that amounts
to 10 T in AgVOAsO4 and should then be around 12 T
in NaVOAsO4, much lower than the experimental value of
16 T. This discrepancy confirms that not only the intrachain
couplings increase but also the interchain couplings decrease
upon the replacement of Ag by Na. Direct simulation of
the magnetization curves (Fig. 10) shows the best agreement
for J⊥/J = −0.15 in AgVOAsO4 versus J⊥/J = −0.05 in
NaVOAsO4, thus suggesting a significant reduction in the
interchain exchange.2

2Similar to Ref. [28], we perform simulations for a 2D array of
alternating spin chains uniformly coupled by an effective interchain
coupling J⊥. The actual 3D spin lattice of NaVOAsO4 is frustrated
and thus not amenable to QMC simulations owing to the notorious
sign problem.
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Finally, we note that individual exchange couplings in
NaVOAsO4 follow the general microscopic scenario for the
V4+ compounds. The distortion of the VO6 octahedra puts the
magnetic orbital in the plane perpendicular to the structural
chains [28]. This facilitates magnetic interactions between the
structural chains (J and J ′) and suppresses the coupling Jc

along these chains. The interaction Ja through a single AsO4

tetrahedron is of the similar strength as Jc but of the opposite
sign, which leads to a competing exchange scenario and the
frustration of the 3D spin lattice, where the fourfold loops
with one FM and three AFM couplings are present (Fig. 1).
The frustrated nature of the interchain couplings was arguably
the reason for inconsistencies in the fitting parameters for
AgVOAsO4 [28]: compare J � 41.8 K from the susceptibility
fit to J � 34 K from the fit of the magnetization curve. This
discrepancy is basically remedied in NaVOAsO4, where we
find a consistent fit of both susceptibility and high-field mag-
netization with J � 51 K and α = 0.63–0.65.3 Therefore, the
frustration seems to play minor role in NaVOAsO4 compared
to its Ag-analog.

IV. SUMMARY

We have studied in detail the magnetic behavior of the
quantum magnet NaVOAsO4 and establish it as a new al-
ternating spin-1/2 chain compound. The adjacent V4+ ions
are coupled antiferromagnetically and form alternating chains
running in two crossing directions in the ab plane. Compared
to its Ag-analog, the lattice parameters and unit cell volume
are smaller in magnitude for NaVOAsO4. As a result, the
exchange interactions are found to be stronger in NaVOAsO4.

3The fit of magnetic susceptibility with the model including J⊥ is
nearly indistinguishable from the 1D fit reported in Sec. III B, thus
suggesting that J⊥ has a much stronger influence on the magnetiza-
tion curve than on the temperature dependence of the susceptibility.

The χ (T ) data analysis with the alternating spin-1/2 chain
model establishes a spin gap between the singlet ground state
and the triplet excited states with the exchange couplings
J/kB � 51.6 K and J ′/kB � 33.6 K, which are about 23%
larger than in the Ag-analogue. The spin gap �0/kB � 21.4 K
is determined from the critical field of Hc � 16 T, where
the magnetization departs from zero. The relatively large Hc

compared to Hc � 10 T in AgVOAsO4 is not fully accounted
by the increased intrachain couplings and also reflects the
reduction in the interchain couplings. Therefore NaVOAsO4

is closer to the 1D regime.
The 75As nuclei are strongly coupled to the magnetic V4+

spins with a hyperfine coupling Ahf � 3.75 T/μB. The NMR
shift K (T ) and the spin-lattice relaxation rate 1/T1(T ) show
the low-temperature activated behavior, which unambigu-
ously demonstrates the singlet ground state in this compound.
The spin gap �K

3D/kB � 13.2 K extracted from the K (T ) data
using the 3D model is much closer to the expected value of
∼12.3 K at 6.8 T, assuming a linear decrease of the spin gap
with the applied field. Our estimated value of the zero-field
spin gap, �

T1
3D/kB � 22.84 K, from the 1/T1 analysis, ac-

counting for the 3D magnon dispersion, is consistent with that
obtained from the high-field magnetization data, suggesting
that at low temperatures, NaVOAsO4 acts as a 3D magnet
despite its relatively weak interchain couplings. The gapped
nature of the spectrum and the availability of the microscopic
parameters render NaVOAsO4 a model compound for high-
field studies, especially for exploring field-induced effects.
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