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Interstitial defects are inevitably present in doped semiconductors that enable modern-day electronic,
optoelectronic, or thermoelectric technologies. Understanding the stability of interstitials and their bonding
mechanisms in the silicon lattice was accomplished only recently with the advent of first-principles modeling
techniques, supported by powerful experimental methods. However, much less attention has been paid to the
effect of different naturally occurring interstitials on the thermal and electrical properties of silicon. In this
work, we present a systematic study of the variability of heat and charge transport properties of bulk silicon, in
the presence of randomly distributed interstitial defects (Si, Ge, C, and Li). We find through atomistic lattice
dynamics and molecular dynamics studies that interstitial defects scatter heat-carrying phonons to suppress
thermal transport—1.56% of randomly distributed Ge and Li interstitials reduce the thermal conductivity of
silicon by ~30 and 34 times, respectively. Using first-principles density functional theory and semiclassical
Boltzmann transport theory, we compute electronic transport coefficients of bulk Si with 1.56% neutral Ge,
C, Si, and Li interstitials, in energetically favorable hexagonal, tetrahedral, split-interstitial, and bond-centered
sites. We demonstrate that hexagonal-Si and hexagonal-Ge interstitials minimally impact charge transport. As an
illustration of the relevance of this work for practical applications, we predict the thermoelectric property of an
experimentally realizable bulk Si sample that contains Ge interstitials in different symmetry sites. Our research
establishes a direct relationship between the variability of structures dictated by fabrication processes and heat
and charge transport properties of silicon. The relationship provides guidance to accurately estimate performance

of Si-based materials for various technological applications.
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I. INTRODUCTION

Applicability of any material to optical, energy trans-
port, or topological architectures is largely determined by
our ability to design and manipulate defects and doping
in the material, which either supply or destroy free carri-
ers. Significant advances have been made to understand the
physics and the properties of defects in inorganic semicon-
ductors, owing to the strong historical interaction between
the theory of defects and doping-enabled semiconductor-
based technologies—microelectronics [1-4], photovoltaics
[5], light-emitting diodes (LEDs) [6], and more recently,
spintronics [7] and quantum devices [8,9]. The design of
defect-tolerant semiconductors that can retain their properties
despite the presence of crystallographic defects is actively
being pursued for the next-generation Earth-abundant solar
energy conversion technologies [10]. In contrast, introduc-
tion of defect-induced innovative transport mechanisms in
bulk [11,12] and nanostructured materials [13—16] enabled
paradigm-shifting advances in the thermoelectric (TE) energy
conversion devices. Innovative defect engineering efforts in
future technology-enabling materials heavily rely on a better
understanding of the role of intrinsic point defects in carrier
transport.
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In the last two decades, Si-Ge-based heterostructures have
emerged as key materials in numerous electronic, optoelec-
tronic [17-19], and TE devices [20-23]. During the growth
and fabrication of these devices, especially ones that re-
quire high-temperature processes, several undesirable dam-
ages [24]—vacancies, interstitials, additional substitutional
atoms, clusters—are introduced as a by-product [25]. These
defects mostly degrade the device performances [26,27]. It is
of great technological significance to consider the variability
of the configurations, dictated by fabrication processes, while
predicting the performance of Si-based materials for various
applications. Additionally, with the advent of space explo-
ration missions, Si electronics are being exposed to a variety
of energetic particles and photons. Energetic particles tend to
impart displacement damages in the material by modifying
the local lattice structure and creating crystalline defects and
interstitial-vacancy complexes [24]. The resulting effects may
manifest as transient changes or as long-term parametric
degradation in the performance of the devices. Therefore,
understanding the effects of radiation on electronic devices
and circuits is particularly important for the microelectronics
in space applications. However, it is very hard to quantify the
extent of degradation of the electronic and heat dissipation
properties of the semiconductor material due to the displace-
ment damages, caused by radiation.

Studies of point defects in Si, introduced through
fabrication-induced damage, started in the late 1940s
[24]. However, a unified understanding of the stability of

©2019 American Physical Society


http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.99.014207&domain=pdf&date_stamp=2019-01-22
https://doi.org/10.1103/PhysRevB.99.014207

PROSHCHENKO, DHOLABHALI, STERLING, AND NEOGI

PHYSICAL REVIEW B 99, 014207 (2019)

interstitial defects and their formation mechanisms was ac-
complished only recently, with the advent of first-principles
modeling techniques [28-33], supported by powerful ex-
perimental methods, such as electron paramagnetic reso-
nance spectroscopy and deep-level transient spectroscopy
[34-38]. The commonly studied interstitials in the silicon
lattice, using first-principles modeling methods, are self-
interstitials [29,30,39—41], germanium [33,40], carbon [42—
441, and lithium [45-47]. Isolated carbon interstitials have
been identified as one of the dominant stable defects in
irradiated high-purity silicon [35]. C-interstitial defects ar-
guably are formed when a mobile Si self-interstitial (e.g.,
generated by irradiation or ion implantation), reacts with a
substitutional C impurity in an exothermic kick-out process
[44]. Investigation of C interstitials thus provided an indirect
route to inspect the configuration and the properties of Si
self-interstitials, which were extensively investigated [48].
Furthermore, interstitial defects provide important clues re-
garding solubility, diffusion, and migration of one element
into another as well as structural properties, such as strain in
a material. One important problem encountered in improving
present-day electronic devices is that the diffusion of dopant
atoms often limits how small the devices can be made. This
is especially challenging for highly doped samples. Dopant
diffusion is arguably mediated by vacancies and interstitials,
introduced during fabrication, and is termed “transient en-
hanced diffusion” (TED). It is crucial to acquire a good
understanding of vacancy and interstitial defects in silicon to
minimize TED. Diffusion of Li and Ge interstitials in bulk Si
has been experimentally studied at high temperatures [49,50].
The role of interstitial defects as mediators of the diffusion
mechanisms in Si and Ge has been highlighted experimen-
tally and by first-principles calculations [33,51,52] Lastly, Li
interstitials in silicon significantly influence the stability of the
host material, and thus, the applicability of silicon as an anode
material in the next-generation lithium-ion batteries. The en-
ergetics and dynamics of Li insertion into covalently bonded
Si are critical in determining key performance parameters
such as voltage profile, power rate, temperature effects, safety,
and cyclability in the next-generation lithium-ion batteries
[47]. The presence of isolated Si atoms, SiSi clusters, and Li
interstitials in Si leads to amorphization of crystalline Si at
room temperatures [47]. However, what impacts these defects
have on the overall performance of the battery remains to
be established. The first-principles-based electronic structure
modeling studies cited in this paragraph primarily investigated
the structural changes, stability, and bonding mechanism of
defects in the silicon lattice. The impact of these interstitial
defects on electronic properties, however, still remains to
be determined, as only a few studies exist that calculated
electronic transport properties in the presence of point defects.

Introduction of vacancies and substitutional point defects
have been extensively investigated to suppress the thermal
conductivity (TC) of bulk silicon [53-55]. Around a va-
cancy, lattice relaxation creates additional scattering sites
for phonons. The reduction of TC was thus explained by
increased phonon scattering and a reduction in the mean-free
path (MFP) of phonons, due to the relatively high concentra-
tion of vacancies (1-4 %) [55-57]. However, the number of
studies that investigated the influence of interstitials on TC

is fairly limited. Few studies exist that focused on phonon
properties employing Green’s function techniques with ap-
proximated force constant based models [58—62]. Interstitials
in the context of thermoelectrics have been widely studied
in the form of clathrates and other caged structures [63].
However, a comprehensive understanding of the effect of
different naturally occurring interstitials (Si, Ge, C, and Li) on
the thermal and electrical properties of silicon does not exist.
In this work, we present a systematic study of the variability
of charge and heat transport properties of bulk silicon in
the presence of randomly distributed interstitial defects (Si,
Ge, C, and Li) using first-principles density functional theory
(DFT), atomistic lattice dynamics and equilibrium (EMD),
and nonequilibrium molecular dynamics (NEMD). This the-
oretical investigation furnishes indirect measures to estimate
the presence of interstitial defects in a sample. Furthermore,
our study establishes a processing-structure-transport (heat
and charge) property map that provides guidelines for design,
synthesis, and processing, to develop Si-based materials with
predictable, robust, and optimal performance.

As an illustration of the relevance of this work for practical
applications, we discuss the relationship between structure of
silicon with naturally occurring interstitial defects, dictated
by processing, and its performance for thermoelectric applica-
tions. Solid state TE generators [64] are expected to play a key
role to meet the rapidly increasing power demands of the inter-
net of things, by converting any source of heat into electricity.
Defect engineering in TE materials aims to affect the inter-
dependent heat and charge transport properties toward higher
material performance. The maximum power-generation effi-
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where the ratio of the temperature difference between the hot
and the cold end (Thot — Teola) to Thot is the Carnot efficiency.
The dimensionless figure of merit, Z7, is the primary pa-
rameter that determines TE efficiency and is given by ZT =

,;:Jsr;,T, = K‘:EKTM , where ¢ is the electrical conductivity, S is the
thermopower or Seebeck coefficient, T is the temperature, PF
(= 05?) is the power factor, and «, and « ph are the electronic
and ionic contributions to the TC, respectively [64]. Our
MD studies show that interstitial defects scatter heat-carrying
phonons to suppress the kp,; 1.56% of randomly distributed
Li, Ge, Si, and C interstitials reduce the TC of silicon by
~34, 30, 20, and 9 times, respectively. We provide insights
into the modification of phonon propagation properties of
large experimentally realizable Si systems in the presence of
randomized interstitial defects, by computing the density of
states and group velocities using lattice dynamics techniques
and the frequency-dependent phonon MFPs, employing a
newly developed method based on NEMD [65-67]. We show
the implementation of the newly developed method to verify
Rayleigh scattering by interstitial defects [68]. Defects com-
monly introduce additional impurity levels within the TE ma-
terial’s energy band gap [69,70], leading to a reduced charge
transport. We investigate the electronic transport properties of
bulk Si with 1.56% Ge, C, Si, and Li interstitials in hexag-
onal, tetrahedral, split-interstitial, and bond-centered sites.
We demonstrate that Si and Ge interstitials in the hexagonal
sites minimally impact the charge transport properties of bulk
silicon. This combined with the decreased values of « ;, leads

ciency (n) of a TE material is n = (ThmT; Tcold )
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FIG. 1. Representative configurations of bulk Si with Ge inter-
stitials studied using (a) classical MD and (b) first-principles DFT
method. The MD configuration consists of 4096 host Si (yellow) and
64 interstitial Ge (green) atoms. The DFT configuration has 64 Si
(yellow) and 1 Ge (green) atoms. The concentration of Ge in bulk Si
is 1.56% in both configurations.

to a 14 and 17 times improved ZT, respectively. To complete
the study, we model and predict the thermoelectric property
of an experimentally realizable bulk silicon sample with Ge
interstitials in different symmetry locations.

II. METHOD

In this section, we provide the details of the systems we in-
vestigated, and the first-principles and the atomistic numerical
methods we employed, to elucidate the impact of interstitial
defects on electronic and heat transport properties of bulk
silicon.

A. System details

We investigated bulk silicon configurations with com-
monly occurring interstitial impurities: Ge, C, Si, and
Li; the systems studied will henceforth be referred to as
Si-I1-X systems (where [ = interstitials and X = Ge, C,
Si, or Li). Representative microscopic configurations of the
Si-1-X systems investigated are shown in Fig. 1. The bulk
Si supercell templates were generated by replicating a con-
ventional unit cell (CC) of silicon, which consists of 8
atoms in a diamond face centered cubic lattice arrangement
with side length 5.431 A. The guest atom species (X) were
then inserted in the interstitial sites (/) of these supercell
templates to create the Si-/-X configurations. The occur-
rence of Ge, C, Si, and Li interstitial defects have been
discussed in multiple past studies [33,35,44,48,50]. The most
widely studied interstitial sites in bulk silicon lattices, inves-
tigated with semiempirical and first-principles methods, are
of hexagonal, tetrahedral, split-interstitial, and bond-centered
type [29,30,33,39,40,42,43,45,46]. Previous studies discussed
that different interstitial atoms occupy different energetically
favorable sites in the silicon lattice. We include a discussion
about the formation energies of these defects in Sec. IITE.
Additionally, stability of interstitials also depends on the
charge state of the defects due to the change in the number
of dangling bonds, as discussed in the literature [28,30,32,71—
73]. The focus of the first-principles studies has mainly been
on effective calculation of formation energies [32] and defect
levels within the band gap [74]. However, the problem of ac-

(a) Hexagonal

(b) Tetrahedral

O
NS

(d) Split

FIG. 2. (c) Conventional unit cell of bulk silicon and commonly
studied interstitial sites [(a), (b), (d), and (e)] in the diamond cubic
lattice. Yellow and red colors represent host and interstitial atoms,
respectively.

curately calculating dispersion of interstitial defect levels with
DFT, especially in the correct charged state, remains open. It
has been argued that correct defect levels in the band diagram
can only be obtained by augmenting Kohn-Sham theory with
ad hoc procedures (e.g., semiempirical scissors correction)
[75]. Recent studies suggested some improvements in the
method that yielded better predictions for defect formation
energies; however, no direct method exists that can generate
the band dispersion for a charged interstitial, required for
electronic transport property estimation, to the best of our
knowledge. Besides, self-interstitials are reported to be stable
in a Si” charge state in highly doped n-type Si, which we
are mainly investigating in this work [35,73]. Self-interstitials
in p-type silicon are argued to be stable in a tetrahedral site
with Si®2) charge state [73]. The studies investigating charge
states of C, Ge, and Li interstitials in Si are extremely limited
in number. Few studies were performed focusing on isolated
neutral Ge, featuring a diluted limit that did not incorporate
the effect of charge accumulation. Investigation of the vari-
ation of electronic transport properties with interstitials in
different charge states is out of the scope of the present study.

We investigate electronic transport properties of relaxed
Si-1-X configurations with neutrally charged interstitials in
each of these previously mentioned energetically stable sites
(illustrated in Fig. 2) using DFT. Each of the [2 x 2 x 2] x
CC DFT model supercell configurations (Fig. 1) contains 64
Si and 1 interstitial (/) atoms, yielding a 1.56% concentration
of guest atoms in host Si. The system size was chosen to allow
us to study charge transport in a large set of defected semicon-
ductor systems with a varied chemical bonding environment.
We have extensively checked the structural relaxation of
atoms around the interstitial atom in our 65-atom supercell
and further checked that the atoms far from the defect are
nearly in their ideal fcc diamond lattice positions. Our analysis
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combined with insight from the literature [76] gives us the
confidence that use of a 65-atom supercell is justified to
perform this study. We acknowledge that the relatively small
supercell size does not allow us to model random defect
distributions present in fabricated samples. Our DFT model
contains uniformly distributed defects only. However, it is
well established that computational expenses determine the
size limit of systems investigated with DFT. Computational
expense is the limiting factor especially since we have in-
vestigated a range of systems with different interstitials in
multiple different symmetry locations. We tried to capture
the effect of random defect distribution with our MD studies
instead. We performed MD studies of the Si-7-X systems with
three different interstitial concentrations, 0.1%, 0.5%, and
1.56%, to study the extent of disruption of phonon transport
in the presence of randomly distributed interstitial scatterers.
The MD models consisted of several thousands of atoms
(= 32768). The system sizes were chosen to represent bulk
systems with low enough interstitial concentrations realizable
in experimental conditions [23], as well as to perform a large
set of calculations with reasonable computing expenses. The
interstitial sites in these large replicated MD supercells were
generated using a systematic search algorithm. The algorithm
employs a repulsive pair potential to model interatomic in-
teractions between an interstitial atom and its neighboring
host lattice atoms to identify interstices in materials [77]. This
algorithm primarily yields the information about tetrahedral
sites in a Si-7-X supercell. These generated tetrahedral sites
were randomly populated with a chosen number of interstitial
atoms, consistent with the concentration. We obtain the initial
configurations of the Si-7-X systems by placing all the dif-
ferent species investigated (Ge, C, Si, and Li) at tetrahedral
interstitial sites, to ensure a consistent comparison of their
impact on thermal properties of bulk Si. However, as we
discuss in the following “Atomistic calculations” subsection,
a percentage of these interstitial atoms are likely to populate
other sites in the final configurations, following equilibration
at 300 K, due to thermal fluctuations. We investigate thermal
conductivities of three distinct randomized configurations for
each interstitial (X) concentration with EMD. However, we
compute length-dependent phonon transmission and MFPs in
only one configuration for each of the chosen length systems
of our considerably larger 1.56% Si-I-Ge NEMD models
(~600 000 atoms), due to the large computational expenses.

B. Atomistic calculations

We analyzed the thermal transport properties of Si-/-X
systems by performing EMD simulations, with periodic
boundary conditions enforced in all three directions to em-
ulate infinite systems. The interatomic forces between Si,
Ge, and C atoms were modeled using the empirical potential
proposed by Tersoff [78]. This potential was parametrized
to treat heteronuclear bonds, and to reproduce correctly the
elastic properties of silicon, SiC, and its defects, in particular.
To model interactions in the Si-/-Li systems, we implemented
a second-nearest-neighbor modified embedded atom method
(2NN MEAM) interatomic potential, which was used to de-
scribe interactions in Li-Si alloys [79]. To the best of our
knowledge, this potential has not been employed for thermal

property calculations. We performed several test calculations
to obtain TC of bulk Si with the 2NN MEAM potential, and
compared with the TC results obtained with the widely used
Tersoff potential. We present the computational details and the
comparison in the following paragraphs.

All systems with interstitials were equilibrated at 300 K to
ensure that the stability of the structures is maintained. After
equilibration, initial velocities in the MD simulations were set
to 300 K and the systems were coupled to a Nosé—Hoover
thermostat for 1 ns, to decorrelate the systems from their ini-
tial configurations. The thermostat was then decoupled from
the systems so that the simulations were performed under
microcanonical conditions. The equations of motions were in-
tegrated with a time step of 0.25 fs to ensure energy conserva-
tion over simulation times of several tens of nanoseconds. We
computed the TCs from the fluctuations of the heat current in
EMD simulations, using the Green-Kubo relation [80]: k, =
1/(I<BVT2)f0o<> dt(J,(t)J,(0)) where @ = x,y,z; kg is the
Boltzmann constant, V is the volume of the system, T is the
temperature, and (J,(¢)J,(0)) is the heat current autocorrela-
tion function along the direction («) of heat propagation. The
heat current is computed by J = Z,N €V; + % Zf?’j;l.# (F;j -
VT + & S0 ki jok Fiji - Vi) (X3 + Tix), where € and v;
are the energy density and velocity associated with atom i,
respectively. F is the interatomic force acting between atoms
separated by a distance r. The heat flux data were recorded at
5 fs intervals. Total simulation times varied between 15 and
30 ns for different configurations. All EMD simulations were
carried out using LAMMPS software [81].

A known disadvantage of the Green-Kubo formalism com-
bined with the EMD method is that the TCs obtained might
suffer from system size dependence. The size-converged TC
value of bulk Si modeled with the Tersoff empirical potential
is reported to be 196.8 = 33.3 W/(m K) [82]. However, no
such study has been reported for Si described with the 2NN
MEAM interatomic potential [79]. To obtain a reference bulk
Si TC described with the 2NN MEAM interatomic potential,
we performed simulations of supercells of increasing volume
from [4 x 4 x 4] x CC to a size [32 x 32 x 32] x CC con-
taining 262 144 atoms. As depicted in Fig. 3, we find that
the converged bulk Si TC using 2NN MEAM is 122.22 +
13.81 W/(m K). We will use this value in the following
analysis as our reference for TC of bulk Si, modeled using
the 2NN MEAM empirical potential. We find that to obtain a
converged value of TC, one has to use simulation cells with at
least 32 768 atoms. Each of the data points reported in Fig. 3
was obtained by averaging over 10 calculations performed
with independent configurations, and the standard deviation is
reported as the uncertainty. Compared to the experimentally
measured TC values (depicted in the blue shaded regions in
Fig. 3) ranging from 130 to 150 W/(m K) at 300 K, it can
be argued that the bulk Si TC modeled using 2NN MEAM
is in reasonable agreement with the measured values, and the
empirical potential offers a rational choice to model bulk Si
with Li interstitials.

In order to test system size dependence of TCs of Si-/-X
samples, we computed TCs of two systems, Si-/-Ge and
Si-1-Li, each with two supercells of sizes [8 x 8 x 8] x CC
(4096 atoms) and [16 x 16 x 16] x CC (32 768 atoms). This
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FIG. 3. Thermal conductivities of bulk silicon at 300 K as a func-
tion of the number of atoms in the simulation cell, computed from
equilibrium molecular dynamics using the Green-Kubo theorem. The
filled squares represent the TCs computed using the 2NN MEAM
potential [79]. To facilitate a coherent comparison, corresponding
TCs obtained with Tersoff potential [82] are shown with open circles
[data extracted from Ref. [82]; converged TC: 196.8 &+ 33.3 W/(m
K)] alongside 2NN MEAM values. The dashed line connecting
the points represents a guide to the eye. The blue shaded region,
extracted from Ref. [82], indicates the range of TCs measured
in the experiments where most values lie in the darker shaded
region. The converged TC of bulk Si using 2NN MEAM is
122.22 + 13.81 W/(m K).

strategy ensured that we tested the size convergence of TCs
of defected Si systems described with two different potentials
used in this study, Tersoff and 2NN MEAM. For the two
system sizes of Si-7/-Ge and Si-/-Li, the TCs differ by ~9.8%
and ~9.6%, respectively, which fall within our method of un-
certainty limits. In our conservative estimate, the dimensions
of the simulation supercell with minimum system size effects
are [16 x 16 x 16] x CC. Henceforth, all TC computations
of Si-I-X systems were performed using this system size.
For each of the three chosen concentrations of interstitials
(0.1%, 0.5%, and 1.56%) in the Si-I-X systems, TCs are
averaged over 45 data sets—obtained from 3 randomized
configurations, simulations initialized with 5 different random
velocities, and results averaged over x, y, and z directions.

C. Nonequilibrium molecular dynamics simulations

We computed phonon transmission functions and MFPs in
bulk Si and Si-7-X systems by analyzing atom trajectories ob-
tained from NEMD simulations. We implemented a recently
developed method by Sééskilahti ef al. [66,67,83] to perform
the analysis. This method allows us to take anharmonic effects
into account at a reasonable computational cost. Due to the
large computational expenses required for this analysis, we
only investigated Si-7-Ge systems with 1.56% Ge interstitials,
to discuss phonon scattering from interstitials and quantify
the subsequent impact on thermal transport. The interatomic
forces between Si and Ge were modeled using the Tersoff
empirical potential, parametrized to treat heteronuclear bonds

[78]. The equations of motions were integrated using the
LAMMPS package [81] with a time step of 0.5 fs.

All Si-7-Ge systems were relaxed at 0 K and then equili-
brated at 300 K with a Nosé-Hoover thermostat. After equili-
bration, we imposed finite-temperature differences on the sys-
tems, by coupling atoms located within a distance 5.431 nm
from the left and the right boundaries of the simulation cells
along the x direction, to two Langevin heat reservoirs to
rescale atom velocities to Too g = T — %ATNEMD and Tyt =
T+ %ATNEMD, respectively, with a Langevin damping pa-
rameter of 0.5 ps [84]. We computed the frequency-dependent
heat current g (w) and phonon transmission functions 7 (w, L)
of bulk Si for six different system lengths L (i.e., the region
between the reservoirs) 2, 25, 41, 204, 500, and 1000 nm
and of Si-I-Ge systems for five different system lengths 2,
25, 41, 204, and 500 nm. We applied ATxgmp = 40 K for
L <10 nm, 60 K for 10 nm < L < 500 nm, and 80 K for
L > 500 nm. Atoms at the far left and the far right simulation
cell boundaries along the x direction were kept fixed to
their equilibrium positions, to eliminate cell drift. Periodic
boundary conditions were applied to the cell transverse to the
heat flow direction.

This NEMD-based approach is based on computing
frequency-dependent heat current g(w) across the sample,
from the Fourier transform of an auxiliary time correlation
function, between the interatomic forces and velocities of
atoms:

2
() = —
7 simu®@ Z

ieL, jeﬁ
a, Befx, y, z}

Im(0f (@) K of (@), (1)

where fyy 1S the total simulation time, w is the angular fre-
quency, K f;ﬂ is the interatomic force constant, and 9} (w) and

ﬁ’? (w) are the discrete Fourier transforms of the velocities of
atoms i and j, respectively, in directions {a, B}e{x, v, z}. We
compute the frequency-dependent heat current g(w) through
the plane located halfway between the cold and the hot
reservoirs, by summing over the pairwise spectral heat current
between particles located on opposite sides of this plane.
(L, R) denote the left and right sides of this plane, respec-
tively. The summing is performed over all pairs of atoms
within a cutoff distance of 0.54 nm. In solids, the atoms
remain close to their average positions and we assume a
harmonic approximation of the interatomic forces (K f‘iﬁ ) to
reduce the cost to compute the pairwise heat currents. This
restriction does not, however, mean that effects of anharmonic
scattering are neglected, because the NEMD simulations were
performed within the fully anharmonic framework [66,84].
The phonon transmission function is then obtained from the
spectral heat current as

q(@)
kg AT’
where 7 (w, L) is the dimensionless, bath-to-bath length-
dependent transmission function and kg is the Boltzmann con-
stant. We calculate the spectral decomposition of TC across
the plane from

T(a), L) = (2)

_ q(w)

(@) = —or

3)
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where VT is the local temperature gradient, determined by
linear-fitting the steady-state temperature profile [85]. The
simulation times for our configurations varied between 10 ns
(£200 nm) and 20 ns (>200 nm), to achieve a stationary con-
dition and obtain a linear temperature profile. For each of the
systems, 5-ns-long simulations were performed to collect the
atom velocities every 5 fs interval, after the system reached a
nonequilibrium steady state. The 5-ns-long velocity data were
divided into 20 blocks and g(w) and 7 (w, L) are obtained
from the averages of these 20 divisions, to eliminate noise
from the reported results [86,87]. Additionally, we performed
a smoothening of the sharply fluctuating transmission func-
tions by convoluting with a Gaussian window with standard
deviation of 0.5 THz.

Assuming diffusive transport, we evaluate the frequency-
resolved phonon MFPs A(w) from the ratio between the
transmission at a specific length L, as a reference and the
transmission at other lengths results [66,67,86]:

T(w,Ll) _ L—L1
T(w,L) A)+ L

Previous studies have shown that TCs predicted by NEMD
show size dependence for systems with cross sections up to
[10 x 10] x CC, transverse to the heat flow, and heat reservoir
lengths less than 32 CC [85,88]. However, phonon MFPs in
bulk Si can range up to ~um length [89,90]. We simulated
systems up to 1 um of length in the transport direction, to
obtain converged results for phonon MFPs of Si. Due to
the computational burden imposed for simulating such large
structures, we restrict our simulation cell sizes to cross sec-
tions of [6 x 6] x CC and bath lengths of 10 CC. We checked
the dependence of TC on bath length by varying the length
from 1 CC to 40 CC. We found that a bath length of 10 units
yielded TC within 10% of the converged value and therefore
chose our baths to be 10 CC long.

1+ 4)

D. First-principles calculations

A century of developments in empirical and semiempirical
models [91,92] realized the modern theory of defects in
crystalline solids, based on first-principles electronic struc-
ture techniques [93]. The method has been demonstrated
to expose phenomena that can be readily implemented to
optimize the performance of a broad-range of technology-
enabling materials. We implemented electronic structure cal-
culations with DFT, using the generalized gradient approx-
imation (GGA) of the exchange-correlation functional by
Perdew-Burke-Ernzerhof (PBE) [94] as implemented in the
plane wave code Quantum Espresso (QE) [95] to study the
effect of interstitial species types and their symmetry positions
on electronic transport. We employed scalar relativistic norm-
conserving pseudopotentials to treat core electrons of both the
host Si and the interstitial atoms [95]. The Kohn-Sham orbitals
expanded in terms of a plane wave basis set had a cutoff
energy of 30 Ry for all calculations. A convergence threshold
for self-consistency was chosen to be 107, As illustrated in
Fig. 1(b), the periodic DFT supercells consisted of 64 silicon
and 1 interstitial atoms—corresponding to 1.56% interstitial
concentration in the bulk (see the “System details” subsec-
tion for details). The supercells were first relaxed employing

the Broyden-Fletcher-Goldfarb-Shanno quasi-Newton algo-
rithm with a 4 x 4 x 4 Monkhorst-Pack k-point mesh [96]
to optimize the lattice constants and the atom positions of
the Si-7-X supercells. Following relaxation, we performed
non-self-consistent field (NSCF) calculations to obtain the
band energies using a dense k-point mesh. Such sampling is
necessary to converge the calculation of transport coefficients.

The electronic transport coefficients were evaluated within
the framework of semiclassical Boltzmann transport theory
[68] as implemented in the BoltzTraP code [97]. The code
employs Fourier expansion to realize an analytical represen-
tation of the band energies, computed with DFT. Using such
representations of the electronic band structure and the knowl-
edge of the density of states, one can evaluate the Seebeck
coefficient (), the electrical conductivity (o), the electronic
thermal conductivity («,), and the power factor (PF) (§%0), in
the diffusive regime, by integrating the following expressions
over the first Brillouin zone [97,98]:

2 3
£@=i/fﬁ%mMMﬂmvwdwﬂgg}
B

V gz 4n3 dex
5)
o =L° (©6)
_ L0
§= L 7
1
m=;ﬁﬁ—w¥M% 8)

where e is the electron charge and V' the volume of the system.
The integrand in the expression £@ consists of the electron
relaxation time 7(k), the electron group velocity v(k), the
ath power of the Kohn-Sham energies ex with respect to
the electronic chemical potential u(7), and the derivative
of the Fermi-Dirac distribution function (f},). The transport
coefficients obtained using Egs. (5)—(8) are tensors; however
since transport is isotropic in the bulk, we report only the
trace of S, o, and k, divided by three. Our tests showed that
NSCF calculations performed with a 15 x 15 x 15 k-point
mesh were sufficient to converge the transport coefficients of
the 65-atom Si-/-X systems under investigation.

It is computationally very expensive to compute the elec-
tron relaxation time 7 (k) from first principles for our systems.
We adopt the constant relaxation time approximation (RTA),
which assumes that the relaxation time t depends only on the
carrier concentration and is independent of € and k. With this
approximation t can be factored out of the integrals in Eq. (5),
so that it cancels out in the expression of S [Eq. (7)], while it
remains as a prefactor in the o and «, expressions [Eqs. (6),
(8)]. In RTA 7 can be estimated using the experimental values
of electron (hole) mobility [99] and effective masses [100],
which is known for bulk silicon. We employed the further
assumption that a small (~1%) concentration of interstitials
does not affect the electron relaxation times significantly
and compute o and «, using t values obtained from bulk
silicon data [99,100]. We acknowledge that this assumption
has limited validity. We estimated that 1.56% of substituted
Ge decreases electron mobility in silicon by ~4% [76]. How-
ever, no such studies exist for interstitial defects making it
difficult for us to quantify the effect of interstitials on electron
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scattering rate. We hypothesize that the same concentration
of interstitials would decrease mobility by at least a similar
factor (~ 4%). We further assume that electron relaxation
time or scattering rate is independent of symmetry position
and atom type of the defects (C, Ge, Si, or Li), and depends
on the defect concentration only. This assumption allows us
to compare how electronic transport and, as an extension,
thermoelectric properties of the Si-7-X systems, with guest
interstitials occupying different sites, differ in relation to each
other. Within this assumption, we believe that our conclusion
about the relative impact of different configurations remains
valid, even if the relaxation time or the mobility of electronic
carriers in bulk Si is reduced by a factor of 4% or more in
the presence of 1.56% interstitial defects. In that case, the
overall impact of all configurations studied will be scaled by
the appropriate factor.

III. RESULTS AND DISCUSSION

We now turn to discuss the main focus of this work, which
is to determine how the presence of interstitials affects heat
and charge transport properties of bulk silicon. We performed
a series of EMD simulations (see the “Method” section for
details) and computed the TCs of Si-7-X systems with varied
concentrations of interstitials. After establishing a series of
results with MD simulations, we analyzed the bonding en-
vironments of the interstitials to characterize their influence
on Si lattice structure. To gain insights into the modification
of the lattice vibrations of bulk silicon with interstitials, we
employed lattice dynamics (LD) and NEMD, and obtained
phonon properties of Si-7-X systems. In particular, we com-
puted the vibrational density of states and phonon group ve-
locities with LD and frequency-dependent phonon transmis-
sion and MFPs with NEMD in bulk Si with interstitial defects.
In parallel, we investigated charge transport properties of a
broad range of Si-I-X systems, incorporating various guest
species and a number of interstitial symmetry sites for each
type. Finally, we combined the phonon and electron transport
properties to establish a structure-processing-figure-of-merit
map of bulk silicon with interstitials.

A. Thermal conductivity

We start by discussing our MD results. Figure 4 dis-
plays the room temperature TCs of Si-/-C (blue squares),
-Si (orange inverted triangles), -Ge (green triangles), and
-Li (magenta diamonds) systems as a function of inter-
stitial concentrations. The TCs of Si-/-Li systems were
computed using the 2NN MEAM potential [79] while the
TCs of all the other Si-/-X systems were computed with
the Tersoff potential [78]. However, to facilitate a co-
herent comparison, we scale the reported values in the
plot as follows: Tcgporled = (TChn.meam/ TN MEAM) X
TC?ﬂ%ﬁ? where TCBUES — 196.8 & 33.3 W/(m K) [82] and
TCoN meam = 122.22 £13.81 W/(m K), respectively. As
evident from Fig. 4, the TC is lowered significantly upon
the addition of a small fraction of interstitials, for all species
types. Remarkably, even with a concentration of 0.1%, there
is a ~2 (C)—4 (Li)-fold reduction in the TC from the bulk
value [196.8 4+ 33.3 W/(m K)]. The decrease in TC is more
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_ 100 Si-I-Si
X P 1 si1-Ge
£ 5ol o $ Si-I-Li ]
= $ m ° 4 O Ref. data
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FIG. 4. Thermal conductivities of bulk silicon with C (blue
squares), Si (orange inverted triangles), Ge (green triangles), and Li
(magenta diamonds) interstitials at 300 K as a function of interstitial
concentrations. To offer a comparison with the effect of widely
employed Ge substitutions on TC of bulk Si, corresponding TC
values are displayed with black open circles (data extracted from
Ref. [101]). The x-axis label corresponds to substitutional concen-
tration of Ge in bulk Si in this case.

pronounced with increased interstitial concentrations, as ex-
pected. A general trend of decrease in the TC is noted as
Si-I-Li < -Ge < -Si < -C, as displayed in Fig. 4, with Ge
and Li having the most and C the least impact in lowering
the TC, respectively. There is almost a factor 2 difference
in the TC between systems with different guest atoms with
a small (~0.1%) concentration of interstitials. The spread in
TC decreases with increased concentration of interstitials—
randomly dispersed 1.56% Li, Ge, Si, and C interstitials
decrease the TC of bulk Si by ~34,30, 20, and 9 times,
respectively. It is interesting to note that the phonon transport
in bulk Si is affected significantly more in the presence of Ge
interstitials (Fig. 4) than the widely employed Ge substitutions
[101] for similar guest species concentrations. This suggests
that interstitials offer a strategy to effectively scatter phonons
by tuning the mass and the size of the guest atom, and thereby
achieve a phonon-glass paradigm to engineer next-generation
thermoelectric materials. In the following, we present our
analysis on the effect of interstitials on lattice structure and
scattering phonons of bulk silicon.

B. Bonding environment analysis

To understand the influence of interstitials on lattice struc-
ture, we analyzed the bonding environment of the guest atoms
in the Si-/-X systems. In Fig. 5 we present nearest-neighbor
(NN) environment analysis of [§ x 8 x 8] x CC (4096 atoms)
Si-I (a) -C, (b) -Si, (c) -Ge, and (d) -Li supercells with
1.56% interstitials. This concentration corresponds to 64 guest
interstitials in a Si-/-X supercell. For each guest type, we
computed the distance between a given interstitial atom and
the eight NN Si atoms, to make sure that we include all
first NNs in the analysis. The y axis in Fig. 5 represents the
distance between a given interstitial atom and the nearest host
Si atoms, while the x axis represents the number of the nth NN
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FIG. 5. Nearest-neighbor environment analysis of Si-/ (a) -C, (b)
-Si, (c¢) -Ge, and (d) -Li systems. The neighbor distances are sorted
in ascending order over all interstitial atoms in the supercell and
displayed against the neighbor count.

host atoms within that distance. The neighbor distances are
sorted in ascending order over all 64 interstitial atoms in the
supercell. A hexagonal interstitial site has a maximum number
of first NNs, 6, in the silicon lattice. The tetrahedral, split,
and bond-centered interstitial sites have 4, 3, and 2 first NN,
respectively. Different interstitial sites differ by the coordina-
tion environment reflected by the number of NNs. Therefore,
the number of NNs provides qualitative information about
the type of interstitial we have in our system, within thermal
fluctuations. From the panels (a), (b), and (c) we mark a gap
in the neighbor distance curve and infer that this gap indicates
the transition between the first and the second NN distances.
The gap reveals information about the average number of
first NNs per interstitial atom present in the system, at a
given instant. For example, the gap in the case of a C defect
[Fig. 5(a)] reveals that this interstitial on average has four first
NNs. This corresponds to the tetrahedral site, within thermal
fluctuations. The number of the first NNs as well as neighbor
distances increase with increasing the size of the interstitial
atom (Fig. 5)—average first NN distances in Si-/-C, -Si,
and -Ge are estimated as 2.04 £0.2 A, 2.27 £0.28 A, 2.53 &
0.18 A, respectively. Additionally, we can qualitatively predict
how likely interstitial defects reside in different sites in the
lattice by looking at the slope of the curves in Fig. 5. A flatter
curve would indicate higher stability in a given interstitial
symmetry position, at a given temperature. On the other hand,
a steeper curve would indicate a greater variety of defect
types since sites with different numbers of NNs have different
neighbor distances.

The different number of the first NNs and the uncertainty
in the neighbor distances indicate that the interstitials reside
in a dynamic bonding environment due to temperature fluctu-

TABLE I. Thermal conductivities of 4096-atom Si supercells
with 1.56% Ge and Li interstitial atoms placed uniformly and
randomly.

System Uniform [W/(m K)] Random [W/(m K)]
Si-1-Ge 11.23 + 0.48 5.88 £ 0.23
Si-1-Li 5.62 + 0.88 5.36 + 0.83

ations. The NN analysis manifests that the interstitials access
other symmetry positions during MD simulations even though
the initial configurations consisted of only four-coordinated
tetrahedral sites. This was the reason to check 8 NN distances
in the previous bonding environment analysis as well. An
interesting aspect that can be noted from Fig. 5 is that there
is no clear separation between the first and the second NN
distances in Si-/-Li unlike the other systems investigated.
Therefore, we do not report an estimated first-NN value for
this system. This disparity illustrates that Li interstitials are
more diffusive in character leading to significant disorder in
the lattice, which is likely to be the reason for Li interstitials
being the most effective in lowering bulk Si TC as compared
to Ge, C, or Si. One other likely origin of dissimilar NN
environment of interstitial atoms is strain. In these materials,
atoms with dissimilar masses and sizes compared to the host
atoms (other than Si-7-Si) are randomly placed in interstitial
sites, leading to anisotropic strain in the material. The strain
could further contribute to disparate relaxation that results in
diverse bonding environment of the interstitial atoms, leading
to varied impact on TC.

Interstitial atoms serve as scattering centers that hinder
thermal transport. It can be argued that the individual atoms
as well as the diverse local structural environment caused
by distribution of interstitials play a critical role in lowering
the bulk Si TC [102]. In order to investigate the effect of
distribution of interstitials on TC, we investigated two sets
of [8 x 8 x 8] x CC (4096 atoms) Si-I-X supercells with
1.56% Ge and Li interstitials: one set contains configurations
in which the interstitials were uniformly placed in tetrahedral
sites, and the other contains configurations with randomly
populated sites. As shown in Table I, we find that the TCs
of the Si-7/-Ge-uniform samples are ~2 times higher than
the Si-/-Ge-random samples. On the contrary, there is no
noticeable difference between the TCs of Si-/-Li-uniform
and Si-/-Li-random samples. Our NN analysis shows that
the individual bonding environments for the 64 interstitials
in the equilibrated (at 300 K) Si-/-Ge-uniform samples are
similar within statistical fluctuations. However, that is not
the case in Si-/-Li-uniform samples due to the diffusive
character of Li in Si; the distribution of interstitials in the
equilibrated configurations is no longer uniform. Li atoms
diffuse through both the uniform and random sample during
equilibration to yield a randomized distribution of local strain
in the bulk yielding similar TC. Nevertheless, it is important
to note that addition of Ge interstitials considerably lowers TC
with reduction comparable to Li, despite lacking the diffusive
character. Overall, considering the stability of the material we
infer that Ge interstitials offer a promising route to decreasing
TC of bulk Si.
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C. Phonon properties: VDOS and group velocities

In order to characterize the transformation of Si heat car-
riers in the presence of interstitials in Si-7-X systems, and to
elucidate the TC decrease trend (Ge < Si < C), we carried
out a series of lattice dynamics (LD) and NEMD based calcu-
lations. First, we present our results from the LD calculations.
In a bulk material, TC can be modeled using kinetic theory of
thermal diffusion, which relies on an approximated solution
of the linearized Boltzmann transport equation. The 3 x 3 TC
tensor can be expressed as [68]

1 0
Kt = 3 q;hwx(q)"a*—T(q)vx,a<q)m,ﬁ(qm(q>. ©)

Similarly to the expression in Eq. (5), the summation is over
all phonon modes in the first Brillouin zone, enumerated by
wave vector q and polarization 1. V is the sample volume, %
is the reduced Planck constant, w, (q) is the phonon frequency,
n,(q) is the Bose-Einstein distribution, 7 is temperature,
V;.«(q) is the component of the phonon group velocity vector
along the Cartesian direction «, and t;(q) is the phonon
lifetime. MFPs of a phonon mode A (w; (q)) can be expressed
as the product of its relaxation time 7, (q) and the magnitude
of its group velocity |v;(q)|. Previous studies computed eigen-
frequencies of localized phonon modes and phonon density
of states of Si with interstitial defects (Si, O, C, B, Li) in
tetrahedral sites using Green’s function techniques [60]. How-
ever, only isolated interstitials were considered; therefore, the
results cannot be compared with our study. We computed
phonon dispersions w; (q) of Si-I-X systems by direct diag-
onalization of the dynamical matrix of a [8 x 8 x 8] x CC
(4096 atoms) supercell with 1.56% randomly dispersed in-
terstitials (as described in the “System details” subsection).
The sum in Eq. (9) is implicitly affected by the vibrational
density of states (VDOS) of the system; we computed the
VDOS of Si-/-X systems by integrating phonon frequencies
in the first Brillouin zone, using a 8 x 8 x 8 Monkhorst-Pack
mesh of g points [96]. Previous calculation of phonon density
of states also reported a shift in the intensity in the high-
frequency region, as well as a peak near ~4 THz. However,
only one interstitial defect was considered in this calculation,
and simplifying assumptions were made that the interstitials
are weakly bound to the host atom, and therefore should
not disturb the local symmetry appreciably [58]. We find
that there is a slight shift and decrease in the peak intensity
at about 15 THz, related to optical modes, as displayed in
Fig. 6. However, these modes do not contribute greatly to heat
transport.

In order to analyze the propagating character of these
phonons, we computed phonon group velocities, v; (q), from
the gradient of frequency w;(q) with respect to wavevector
q, i.e., v, = v,(q) = dw; (q)/9q. Phonon group velocity is
a dominant factor in the TC expression [Eq. (9)] and hence
can help us to make a qualitative prediction of TC of the
material. In Fig. 7, we show the phonon group velocities in
Si-1-C (blue), -Si (orange), and -Ge (green) systems, along the
symmetry direction [000]-[100] of the supercell in compari-
son with bulk (black). We find that phonon group velocities
above 3-5 THz are greatly decreased in defected systems (~1
order of magnitude) with respect to those in bulk crystalline
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FIG. 6. Vibrational density of states of bulk silicon with 1.56% C
(blue), Si (orange), and Ge (green) interstitials. The population of the
phonon modes in Si-/-X systems is slightly affected in the ~15 THz
region.

Si, due to the presence of interstitials. In fact, the suppression
of group velocities has a direct correspondence with the TC
decrease trend (Ge < Si < C), as illustrated by our MD simu-
lations (see Fig. 4). As can be noted from Fig. 7, the v, values
in between 3-5 THz are least suppressed in Si-7-C systems,
when compared with Si-7-Ge systems. The group velocities of
Si-1-Si and Si-7-Ge have a similar profile yielding similar TC
values. The inset of Fig. 7 shows the phonon group velocities
along the symmetry direction [000]-[100] in Si-7-Ge systems
with uniform (magenta) and random (green) distribution of
interstitials. The group velocity profile of the Si-7/-Ge-random
system is lower than the corresponding system with uniform

with 1.56%
interstitials

(0]
o

Group Velocity (x 100 ms'1)
o
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FIG. 7. Phonon group velocities of bulk silicon with 1.56% C
(blue), Si (orange), and Ge (green) interstitials compared to bulk
(black). Phonon group velocities are strongly reduced in the Si-7-X
systems above 3-5 THz and the v, profile is approximately of
the order Ge < Si < C. Inset: Phonon group velocities of Si-/-Ge
systems with uniform (magenta) and random (green) distribution of
interstitials. Group velocities are more suppressed in Si-/-Ge system
with randomly distributed interstitials.
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FIG. 8. Length-dependent phonon transmission functions of (a)
bulk Si and (b) Si-/-Ge with 1.56% Ge interstitials at 300 K, as
a function of frequency. The lengths of the samples are indicated
by the legends. (c) Phonon mean-free paths in bulk Si (red) and
bulk silicon with 1.56% Ge interstitials (blue), evaluated from the
length-dependent transmission functions in (a). (d) Representative
spectral thermal conductivities of bulk Si (solid lines) and 1.56%
Si-7-Ge (dashed lines). Reduced phonon transmission and MFPs
result in strongly reduced TC of Si-/-Ge for all @ > 1.5 THz. The
integrated values of TCs are shown within parentheses, next to the
legends.

distribution of Ge interstitials, yielding a ~2-fold reduced TC,
as reported in Table L.

D. Phonon properties: Transmission and mean-free path

The analysis of phonon group velocities provides a quali-
tative estimate of the suppression of phonon propagation due
to scattering from interstitial defects. In order to characterize
phonon scattering in the presence of interstitials, we com-
pute frequency-dependent phonon transmission, 7 (w, L), and
phonon mean-free paths, A(w), in bulk Si with Ge inter-
stitials. 7 (w, L) of bulk Si and Si-/-Ge with 1.56% Ge at
room temperatures are shown in Figs. 8(a) and 8(b), respec-
tively. Phonon transmission functions provide highly valuable
insight regarding the nature of the scattering mechanisms
present and their role in heat transport. For example, the length
dependence of the transmission functions illustrates the role of
anharmonic scattering in dictating the crossover between the
ballistic and the diffusive phonon transport regimes [65]. As
can be noted from Fig. 8(a), phonon transmission in bulk Si
decreases as a function of the sample length for frequencies
higher than 1.5 THz, due to anharmonic scattering. On the
other hand, the transmission function is length independent
in the low-frequency range, indicating that ballistic transport
persists for phonons below 1.5 THz, even in the 1 wm sample.
By comparing the length dependence of the spectral phonon
transmission in Si-/-Ge with that in bulk Si, we evaluate the
qualitative effect of scattering on thermal transport introduced
by Ge interstitials. 7 (w, L) of Si-7-Ge is remarkably reduced
at high frequencies due to the presence of only 1.56% Ge
interstitials [Fig. 8(b)], compared to bulk Si of the same
length. This observation strengthens our previous conclusion

about reduced phonon group velocities and transport above
3-5 THz, in the presence of interstitials. However, 7 (w, L)
does not change with length below 1.5 THz implying that
transport remains ballistic. Additionally, it can be seen that
the spectral transmission functions of 2 nm Si [Fig. 8(a), blue]
and 2 nm Si-/-Ge [Fig. 8(b), blue] systems are very similar.
We attribute this to the fact that confinement effects play
a stronger role in decreasing TC than scattering from point
defects in very small systems. To further quantify the im-
pact of interstitials on phonon propagation, we computed the
frequency-resolved phonon MFPs from the length-dependent
phonon transmission functions, assuming diffusive transport
[65]. The computed MFPs, A(w), are not mode resolved.

Figure 8(c) shows the phonon MFPs of bulk Si and Si-
I-Ge, calculated from the spectral transmission functions.
The MFPs, A(w), for each w are evaluated by fitting the
transmission functions of different length systems, which are
averaged over 20 data sets, as described in the “Method”
section. MFPs of bulk Si for w < 12 THz are evaluated by
fitting the transmission functions of 2 nm and 1000 nm sys-
tems and, for w > 12 THz, the transmission functions of 2 nm
and 41 nm systems. Similarly, MFPs of Si-/-Ge for v < 2.5
THz are evaluated from the 41 nm and the 500 nm systems
and, for w > 2.5 THz, from the transmission functions of
2 nm and 41 nm systems. The MFPs of bulk Si [Fig. 8(c),
red] are proportional to w2 in the whole frequency range
(best fit described by power w~'%°), as a consequence of
phonon-phonon scattering [68,103,104]. In the presence of
1.56% Ge interstitials, MFPs are about 50 times smaller for 2
THz < w < 10 THz. Above 5 THz, MFPs of Si-1-Ge are even
shorter than 5 nm, contributing very little to TC. In contrast,
MFPs are quite similar for bulk Si and Si-7-Ge for frequencies
less than 1.5 THz and are not affected by the presence of
interstitials. These phonons can travel long distances without
being scattered, even in defected systems. We fitted the MFPs
below 5 THz, since the previous analysis showed that phonons
with frequencies beyond 5 THz almost do not contribute to
the total TC. We found that our best fit is described by power
w383 in accordance with kinetic theory. The power indicates
that phonon-defect scattering dictates thermal transport in
Si-1-Ge, as expected [102].

Finally, we compute the spectral decomposition of TC,
k (w), to illustrate the role of phonon-defect scattering on ther-
mal transport. Figure 8(d) shows the spectral decomposition
of TCs of bulk Si and Si-7-Ge, for 25 nm and 500 nm systems.
Spectral TCs of the systems in the ballistic regime (w <
1.5 THz) are nearly unaffected by the inclusion of interstitials,
for any given length. x(w) of Si-I-Ge is strongly reduced
beyond this frequency range. As size increases, scattering
plays a greater role in decreasing TCs. These observations are
directly supported by the large decrease in phonon transmis-
sion in Si-/-Ge [Fig. 8(b)] as compared to bulk Si [Fig. 8(a)].
We also report the integrated values of spectral TCs of these
systems in Fig. 8(d), within parentheses, next to the system
length legends. Although we implemented the harmonic ap-
proximation to reduce computational cost, this approximation
has been demonstrated to provide a good estimate for thermal
properties of Si/Ge superlattices [85]. We verify the effect of
employing harmonic force constants on the predicted TC, by
comparing the integrated spectral TC with the TC calculated
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from fully anharmonic heat flux data, recorded during the
NEMD simulations. Across all sizes, the integrated spectral
TC differs from the fully anharmonic NEMD TC by less than
8%. The converged value of the integrated spectral TC of
Si-1-Ge [8 W/(m K)] further matches closely with the TC
computed from EMD simulations. We acknowledge that accu-
rately predicting bulk Si TC employing NEMD requires sim-
ulating structures greater than 3 um, 3 times longer than our
largest system [105]. We approximated the converged NEMD
Si TC value, by extrapolating the linear fit of 1/L vs 1/« of
systems with lengths 204 nm, 500 nm, and 1000 nm [82,106].
We predict a converged Si NEMD TC of 256 W/(m K). This
method overpredicts bulk Si TC compared to the TC obtained
from EMD simulations, by ~30% [82]. However, it is known
that Si TC calculated from NEMD depends on both the cross
section and length of the supercell used [82]. Considering the
length and cross section of our NEMD structures, we conclude
this value is in reasonable agreement with the literature.

E. Electronic transport

In this section, we illustrate the effect of different in-
terstitials in varied lattice symmetry positions on electronic
transport properties of Si. The drastic reduction of TC of
bulk silicon with the introduction of interstitials makes this
a promising materials engineering strategy for thermoelec-
tric applications. However, in order to achieve a high figure
of merit (ZT) and attain the phonon-glass-electron-crystal
regime, it is important to not only decrease TC but to simul-
taneously maintain a high power factor (PF). Previous studies
with semiempirical and first-principles methods demonstrated
that the energetically stable interstitial sites in bulk silicon are
of hexagonal, tetrahedral, split-interstitial, and bond-centered
type (see Fig. 2) [29,30,33,39,40,42,43,45,46]. Si and Ge
interstitial defects are reported to be most stable in the
[110] split configuration with formation energies 3.27 eV
and 2.25 eV, respectively [40]. The other two stable config-
urations discussed are hexagonal and tetrahedral. Hexagonal,
split (also referred to as dumbbell [110]), and tetrahedral
configurations are argued to be the most likely positions Ge
atoms occupy while diffusing through Si [33], although this
study found the tetrahedral configuration to be unstable. Using
an empirical classical potential, the equilibrium configuration
for the C interstitial was found to be in the [100] split site
with the formation energy of 4.6 eV [44]. The tetrahedral
site is shown to be the most stable position for Li interstitials
with binding energy of 1.36 eV [45]. We computed the charge
transport properties of the Si-/-X systems (X = Ge, C, Si,
or Li) with interstitials in each of these above mentioned
energetically stable sites. Table II displays the total energies
of the Si-7-X systems computed with DFT, with specific atom
species X (listed in the leftmost column) in varied interstitial
sites of Si. We assigned a reference value (0.00 eV) to the
lowest energy across each row and presented the energies in
the neighboring columns in the same row with respect to this
reference. The split-interstitial sites in Si-/-Si (and -Ge) and
Si-1-C systems are considered to be along the [110] and [100]
cubic lattice symmetry directions, respectively. The results
displayed in Table Il indicate that split interstitials are the most
energetically favorable sites in Si-/-Si, -Ge, and -C systems,

TABLE II. Total energies of 65-atom Si-/-X supercells with
different interstitials in varied sites. The lowest energy across each
row is assigned to be the reference and the energies in other columns
along the same row are presented with respect to the reference.
Empty cells represent systems that are either unstable or have total
energies higher than 1 eV from reference. Underlined italic and
nonitalic values correspond to systems with semiconductor-like and
metal-like behavior, respectively.

Total energies of Si-/-X systems (eV)

Interstitial Interstitial site

atom (X) Bond-centered Hexagonal Split Tetrahedral
Si [29,30,39,40] 0.07 0.00 0.20
Ge [33,40] 0.29 0.00 0.25

C [42,43] 0.93 0.44 0.00

Li [45,46] 0.51 0.00

while Li atoms are more stable in tetrahedral sites at 0 K.
These results are in good agreement with the conclusions from
other theoretical studies, about the stable sites of Ge, C, Si,
and Li interstitials in bulk Si.

However, our MD studies reveal that interstitials are highly
likely to access different sites due to temperature fluctuations.
Therefore, it is safe to assume that all the sites with energy
values reported in Table II are equally probable due to temper-
ature fluctuations and random defect distributions in a sample.
We decided to compute charge transport properties of only
the systems that are stable and have total energies within 1
eV compared to the most energetically favorable system in
the same row. The systems represented by the empty cells
in Table II did not satisfy these criteria and therefore were
omitted from further investigation. Some of the stable Si-7/-X
systems exhibited semiconductor-like behavior (underlined
italic values) while other exhibited metal-like behavior (noni-
talic values). We discuss the properties of the semiconductor-
like systems in the next paragraphs followed by the metal-like
systems.

To illustrate the role of the different interstitials on charge
transport, we calculate the transport coefficients S, o, k. and
the power factor (S%0) as functions of the carrier concentra-
tion, n., and compare with the corresponding values of bulk
silicon. Figure 9 shows the electronic transport coefficients
of bulk Si and the semiconductor-like Si-/-X systems (un-
derlined italic values in Table II) at 300 K, for the n-doping
case. The computed electrical conductivity of bulk Si is in
good agreement with experimental data [107]. The Seebeck
coefficient, however, is underestimated due to the fact that
we do not include the effect of phonon drag in our model.
At low carrier concentration, n, ~ 10' cm3, the calculated
Seebeck coefficient is 870 uV /K, approximately 30% lower
than the experimental value, 1250 uV/K [108]. However,
we mainly discuss electronic transport properties of highly
doped Si-I-X systems, in this study. At such doping, the
strong electron-phonon scattering rate decreases the phonon
drag contribution to transport. Subsequently, we note that the
computed Seebeck coefficient at higher carrier concentration,
of ~3 x 10 ecm™3, is 220 uV /K, only about 12% lower
than the experimental value, 250 uV/K. Since we do not
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FIG. 9. Calculated Seebeck coefficient, electrical conductivity,
electronic thermal conductivity, and power factor of bulk Si and bulk
Si-1-X systems.

include the phonon drag effect in any of our calculations,
we argue that comparison within our computed results is
justified due to the same level of systematically implemented
approximation.

As can be seen from Fig. 9, the transport coefficients are
significantly altered due to the presence of the interstitials.
Both Si-7-Si and -Ge systems with split interstitials have a
smaller S compared to bulk Si, while other interstitials leave
S relatively unaltered. Introduction of the interstitials consis-
tently decreases both o and k.. All Si-I-X systems except
Si-71-C-hexagonal have similar values of the conductivities;
a hexagonal C interstitial yields the lowest o and «,. The
combination of § and o yields a small PF for the Si-/-C-

Si Si - Interstitials -
(c) C (Hex)

Bulk (b) Ge (Hex)

hexagonal system as well as Si-/-Si and -Ge systems with
split interstitials. However, the power factors of Si-/-Si and
Si-1-Ge approach the power factor of bulk silicon at high car-
rier concentrations. The electronic transport coefficients were
evaluated within the framework of semiclassical Boltzmann
transport theory [68] as expressed in Egs. (5)—(8). Therefore,
it is essential to examine the factors in the argument of the
integral in Eq. (5), for a complete understanding of the effect
of interstitials on the charge transport coefficients.

In the following, we discuss the details of the electronic
band structures and the density of states (DOS) that deter-
mine the transport coefficients. The left panel of Fig. 10
shows the band structures of the semiconductor-like Si-7-X
systems (underlined italic values in Table II). All interstitial
impurities introduce additional levels within the energy band
gap. The levels close to the band edges (either conduction
band minimum or valence band maximum) are referred to as
“shallow” levels and those far away from the band edges as
“deep” levels [69]. The band structures of Si-7-Si [panel (a)]
and -Ge [panel (b)] are very similar. Interstitials in hexagonal
sites in these two systems introduce two deep levels in the
valence zone and few shallow levels in the conduction zone.
The same species in the split-interstitial sites create two deep
levels in the valence zone with one deep and a few shallow
levels in the conduction zone. It is known that the energy
gap computed from Kohn-Sham states is systematically un-
derestimated [109]. However, it does not affect the calculation
of transport coefficients because we only study transport
properties of highly doped n-type materials; therefore, the in-
tegrations in Eqgs. (5)—(8) are performed over the energy bands
in the conduction zone. The deep levels in the conduction zone
decrease transport coefficients due to the df /de factor in the
integrand as shown in Eq. (5). In general, deep levels lead
to poor electron (hole) transport properties because of the low
density of available states in the region close to the conduction

LDOS
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FIG. 10. Left panel: Band structures of bulk Si and semiconductor-like Si-7-X systems (Underlined italic values in Table II). Middle panel:
The local density of states (LDOS) of Si-/-C with C interstitial in the bond-centered and the hexagonal sites. The Fermi level is chosen to be
at 0 eV for all cases. Right panel: Figure of merit (ZT) of semiconductor-like Si-/-X systems compared to that of bulk Si.
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(valence) zone edge (see Fig. 10). That is the reason the hexag-
onal interstitials induce better charge transport in the n-type
Si-1-Si(-Ge) (Fig. 9 [solid orange (green) line]) rather than
the split-interstitials (Fig. 9 [orange (green) dashed line]). On
the other hand, C interstitials in hexagonal sites introduce
one deep level in both the valence and the conduction zones
[panel (c), top]. The deep level in the conduction band leads
to poor transport properties as shown in Fig. 9 (blue solid
line). Interestingly, C interstitials in bond-centered positions
do not add any deep levels within the band gap [panel (c),
bottom] and yield better transport properties [Fig. 9 (blue
dashed line)].

In order to understand the origin of the deep and the
shallow levels, we compute the local density of electronic
states (LDOS) of Si-I-C systems, shown in Fig. 10, panel
(d). LDOS describes the space-resolved electronic density
of states, which is computed using the postprocessing
“projwfc.x” code available through the QE package. LDOS
allows us to quantify the contributions from interstitial and
host atoms separately to the full electronic density of states of
the system. Figure 10 [panel (d), top] shows the comparison
between the density of states contributed by the C interstitial
(blue) and the host Si atoms (normalized by the number of
Si atoms) (orange). The peaks in the LDOS illustrate that C
interstitials primarily contribute to the additional deep and the
shallow levels, in both hexagonal and bond-center sites. The
two peaks [panel (d), top, blue] in LDOS close to the Fermi
level correspond to the deep levels in band structure in Si-
I-C-hexagonal systems, while two distinguished peaks ~0.5
and ~0.7 eV [panel (d), bottom, blue] are directly related to
the shallow levels in the Si-7-C-bond-centered systems.

We obtained the thermoelectric figure of merit ZT of the
Si-1-X systems at 300 K (Fig. 10, right panel) by combining
the electronic transport coefficients with our MD «p, results,
shown in Fig. 4. Since kp is strongly suppressed in the
presence of the interstitials, we see a significant improvement
of ZT for all Si-/-X systems studied in this work compared
to bulk Si. The highest ZT are obtained for Si-/-Si and
-Ge-hexagonal systems due to a combination of low «p’s and
high PFs. 1.56% of Ge interstitials in the hexagonal sites are
found to improve ZT of bulk Si by a factor of 17. The lowest
ZT value is found to be for Si-7-C systems with interstitials
in the hexagonal sites. Even for this case the figure of merit is
3 times larger than the reference bulk value [110].

As we illustrated in the preceding text, interstitials intro-
duce additional energy levels in the band structure. Both the
deep and the shallow levels lead to smaller energy gaps of
the Si-/-X systems. We now turn our attention to the systems
marked with nonitalic values in Table II. The interstitials not
only shrink the energy band gaps of these systems but greatly
alter the electronic properties rendering them metal-like. In
Fig. 11 we present the band structures of the metal-like Si-/-X
systems (nonitalic values in Table II): Si-7-Si, -Ge, and -Li
in the tetrahedral sites and -C in the split-interstitial sites.
(The interstitial configurations are as depicted in Fig. 2.) In
the Si-7-Si(-Ge or -Li)-tetrahedral systems [panels (a), (b),
and (e)] the energy gap is minimally altered but the Fermi
level is shifted so that it intersects the conduction bands—such
behavior resembles the band structures of highly doped n-type
semiconductors. The band structures of Si-/-Si and Si-/-Ge

Si Si - Interstitials - LDOS
Bulk (a) Si (Td) (b) Ge (Td) (c) Ge (Td
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FIG. 11. Band structures of bulk Si and metal-like Si-/-X sys-
tems (nonitalic values in Table II). The plots in the rightmost panels
represent the local density of states (arbitrary units) of (c) Si-/-Ge-
tetrahedral and (f) Si-/-Li-tetrahedral systems. The Fermi level is
chosen to be at 0 eV for all cases.

in tetrahedral positions [panels (a) and (b)] are rather similar.
The interstitials not only shift the Fermi level but introduce
additional shallow energy levels in the conduction zone. In
comparison, Li interstitials do not create any additional levels
near the conduction band edge [panel (e)]. However, the Fermi
level is shifted to the conduction zone indicating metal-like
behavior similar to Si-/-Si and -Ge in tetrahedral sites. We
found no significant difference in the band structures between
Si-1-Li-tetrahedral and -hexagonal systems. In order to avoid
redundancy, we refrain from displaying the Si-7/-Li-hexagonal
band structure in this article. The Si-7-C-split-interstitial sys-
tem exhibits a combined effect of smaller energy gap due
to additional deep energy levels (similarly to the Si-/-C-
hexagonal system shown in Fig. 10) and shifted Fermi level
leading to metal-like characteristics.

We present the LDOS of the metal-like Si-7/-X systems in
the rightmost panel of Fig. 11 to discuss the origin of these
additional bands. Comparison between the LDOSs of the
Si-7-Ge and Si-/-Li tetrahedral systems [panels (c) and (f)]
shows that Ge interstitials (green) are responsible for creating
shallow energy levels in ~ — 0.2 to 1 eV range. Additionally,
we analyzed the projected density of states in Si-/-Ge
tetrahedral system, and found that the additional conduction
bands created are mostly formed from the p electrons of
the guest atom. In contrast, Li interstitials (magenta) do not
create distinct peaks either in conduction or valence zones.
This can be explained by the fact that Li has fewer electrons
than Ge and Si atoms. For the same reason, Li interstitials do
not affect the band structure significantly. The orange curves
in Fig. 11 represent the contribution of host atoms to the
DOS, scaled with respect to the total number of Si atoms.
These results indicate that interstitials offer a viable strategy
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FIG. 12. Band structures of Si-/-Ge systems with interstitials
located in (a) hexagonal, (b) tetrahedral, and (c) both hexagonal and
tetrahedral sites. The Fermi level is chosen to be at 0 eV for all cases.

to design n-type semiconductors without explicit dopants,
e.g., substitutionally doped bulk silicon with pentavalent
impurities such as phosphorus.

We acknowledge that in experimental samples the intersti-
tial atoms are likely to reside in different symmetry positions
(e.g., hexagonal, tetrahedral) within the crystal due to the
variability of the neighbor-bonding environment and tem-
perature fluctuations. In order to simulate an experimentally
realizable system, we investigate the electronic properties
of a Si-7-X system containing interstitial atoms in different
symmetry sites. The system consists of 128 Si host atoms
and 2 Ge interstitials, one in the hexagonal and the other in
the tetrahedral symmetry position. Thus we maintain a 1.56%
concentration of interstitials within bulk, consistent with the
cases discussed thus far. In Fig. 12 we present the band
structures of Si-/-Ge (a) -hexagonal, (b) -tetrahedral, and
(c) -combination of hexagonal and tetrahedral configurations.
As can be noted, the combined system [panel (c)] preserves
features from both individual cases [panels (a) and (b)]. The
hexagonal Ge interstitial introduces two additional levels in
the energy gap closer to the valence band edge and additional
shallow levels in the conduction zone [panels (a) and (c)],
while tetrahedral Ge shifts the Fermi level to the conduction
zone and introduces additional shallow energy levels in the
conduction zone [panels (b) and (c)]. To calculate the figure
of merit of the Si-/-Ge system with interstitials placed in both
hexagonal and tetrahedral positions [panel (c)], we calculate
transport coefficients at the Fermi level. Combining results
obtained from the electronic transport calculations with our
Si-1-Ge kp;, results, we find the figure of merit to be 0.01.

F. Structure-ZT map

We now combine the previously computed phonon
and electron transport properties to establish a structure-
processing-figure-of-merit map of silicon, in the presence of
interstitial defects.We present a comprehensive illustration of
the variability of ZT of Si-/-X systems in Fig. 13, by combin-
ing the electronic transport coefficients with our MD results of
kpn- The x, y, and z axes represent interstitial site type in bulk
Si, guest species type, and ZT, respectively. The top panel
(a) displays ZT values of n-doped bulk Si systems with inter-
stitials in different symmetry sites. The carrier concentration
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FIG. 13. Variability of thermoelectric figure of merit ZT of bulk
Si with interstitials, as a function of the guest atom type and its
symmetry position in the lattice.

is chosen such that the ZT value is optimal. All the systems
exhibit higher ZT than bulk Si, which peaks at ~0.004, com-
puted with a similar method [110]. The highest ZT value was
found for Si-7-Ge-hexagonal systems with ZT approaching
~0.067, which is 17 times larger than the reference bulk
value. The lowest ZT value ~0.012 was obtained for the Si-
I-C system with interstitials in the hexagonal sites. Even for
this case the figure of merit is 3 times larger than the reference
bulk value. The bottom panel (b) shows ZT of Si-/-X systems
with metal-like character. The figure of merit was obtained
from the transport coefficients calculated at the Fermi level.
The most improved ZT for metal-like systems was found for
the Si-/-Li-tetrahedral system with ZT value of ~0.047. The
system with C interstitials in split positions yields the lowest
ZT value of ~0.0003, which is 10 times lower than the bulk
value. We obtained these values employing an assumption
that small (~1%) concentration of interstitials does not affect
the electron relaxation times significantly and, therefore, used
the scattering time reported for bulk silicon [99,100] (see
“Method” section for details). We further assume that electron
relaxation time is independent of symmetry position and atom
type of the defects, and depends on the defect concentration
only. Within this assumption, we believe that our conclusion
about the relative impact of different configurations on ZT
remains valid, even if the relaxation time or the mobility of
electronic carriers in bulk Si is reduced in the presence of
1.56% interstitial defects. In that case, the overall impact of all
configurations studied will be scaled by the appropriate factor.

IV. SUMMARY

In summary, we performed a systematic study of the effect
of naturally occurring randomly distributed interstitial defects
(Si, Ge, C, and Li) [33,35,44,48,50] on the charge and heat
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transport properties of bulk silicon, using first-principles
DFT and atomistic lattice dynamics and MD techniques,
respectively. Our atomistic modeling, using empirical
potentials, reveals that interstitial defects do not significantly
alter the phonon density of states. However, the group
velocities, phonon transmission and MFPs, and therefore the
propagation of phonons, are strongly suppressed. Previous
studies only incorporated isolated interstitials interacting with
simplified neighbor forces [60]; therefore, the results cannot
be compared with our study performed with large systems
incorporating randomly distributed defects. The reduction of
group velocities follows the trend Ge < Si < C, leading to a
decrease in the TCs following the same order: Si-/-Ge < -Si
< -C, with Ge having the most and C the least impact in lower-
ing the TC. The influence of defect scattering on propagation
is further reflected by the phonon MFPs. In the presence of
1.56% Ge interstitials, MFPs are about 50 times smaller in
the 2 THz < w < 10 THz region, compared to those of bulk
Si. Above 5 THz, MFPs of Si-I-Ge are even shorter than
5 nm, contributing very little to TC. We report modification of
phonon MFPs in large experimentally realizable Si systems
in the presence of randomized interstitial defects. We show
the implementation of a newly developed NEMD-based
method to verify Rayleigh scattering by interstitial defects.
Li interstitials are diffusive in character leading to significant
disorder in the lattice. This is likely to be the reason for Li
interstitials to lower bulk Si TC the most. Randomly dispersed
1.56% Li, Ge, Si, and C interstitials decrease the TC of bulk Si
by ~ 34, 30, 20, and 9 times, respectively. This result suggests
that interstitials offer a viable approach to achieve controlled
phonon scattering, due to the tunability of mass and size of
the guest atom, and thereby achieve a phonon-glass paradigm
to engineer next-generation thermoelectric materials.

In parallel, we investigated the electronic transport proper-
ties of bulk Si with 1.56% neutral Ge, C, Si, and Li interstitials
in hexagonal, tetrahedral, split-interstitial, and bond-centered
sites. Our investigation is among the few studies reported
that calculated electronic transport properties with interstitial
point defects. We demonstrate that Si and Ge in the hexagonal
sites minimally impact the charge transport properties of bulk
silicon. This combined with the decreased values of «,
leads to 14 and 17 times improved thermoelectric figures of
merit without introduction of explicit dopants, respectively.
These values were calculated with an assumption that a
small (~1%) concentration of interstitials does not affect the
electron relaxation times significantly, and therefore we used
the scattering times reported for bulk silicon [99,100]. Our
results illustrate that electronic transport in defected systems
strongly depends on the symmetry positions of defects in
the lattice. For example, the bonding environment of split
Ge interstitials is marked with the smallest first-NN distance
2.3 A (obtained from DFT relaxation). The LDOSs reveal that
the interstitials introduce two deep levels in the valence zone
and one deep and few shallow levels in the conduction zone.
The deep level (conduction) leads to reduced charge transport
properties compared to pristine bulk Si. In comparison, Ge
in a hexagonal site, bonded with the first NN at a distance
2.43 A, introduces two deep levels in the valence zone and
only shallow levels in the conduction zone. The shallow levels
result in a better charge transport. A tetrahedral Ge interstitial,

on the other hand, pushes host NN silicon atoms farther away
to a distance 2.5 A, yielding a shifted Fermi level resembling a
highly doped n-type semiconductor. When the Ge interstitial
is loosely bound to its first NN, it tends to create additional
shallow energy levels. A tightly bound split interstitial leads
to deep levels in the band structure that diminishes electron
transport. This qualitative understanding, however, may not
be generalized to all defects.

We acknowledge that it may not be possible to control
the symmetry locations of the interstitials in an experimental
sample. We compute the properties of an experimentally
realizable silicon system, consisting of both a hexagonal
and a tetrahedral Ge interstitial defect. We illustrate that the
defects in this system display an additive behavior: the Fermi
level is shifted (characteristic of a tetrahedral Ge) as well
as additional shallow levels are introduced in the conduction
zone (due to hexagonal Ge). Our modeling data furnish in-
direct measures to estimate the presence of interstitial de-
fects in a sample, from the measured thermal and electronic
properties of the system. For example, the electronic DOS
can be measured with STM techniques [111]. The observed
band gap and the presence of deep/shallow levels in the
STM data can be compared with our theoretical results, to
estimate the defects present in the system. We believe that
this study further provides with an important step toward
addressing the long outstanding problem—to determine the
role interstitials play in mediating various diffusion mech-
anisms in doped semiconductors, fabricated with standard
techniques, as well as radiation damaged silicon in space
applications. Our research establishes a direct relationship
between the variability of structures dictated by fabrication
processes and heat and charge transport properties, and allows
us to accurately predict performance of Si-based materials
for various technological applications. We envision that the
processing-structure-transport (heat and charge) property map
will enable further developments of silicon-based materials
with predictable, robust, and optimal performance.
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