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Local order in Cr-Fe-Co-Ni: Experiment and electronic structure calculations
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A quenched-in state of thermal equilibrium (at 723 K) in a single crystal of Cr-Fe-Co-Ni close to equal atomic
percent was studied. Atom probe tomography revealed a single-phase state with no signs of long-range order.
The presence of short-range order (SRO) was established by diffuse x-ray scattering exploiting the variation in
scattering contrast close to the absorption edges of the constituents: At the incoming photon energies of 5969,
7092, and 8313 eV, SRO maxima that result from the linear superposition of the six partial SRO scattering
patterns, were always found at X position. Electronic structure calculations showed that this type of maximum
stems from the strong Cr-Ni and Cr-Co pair correlations, that are furthermore connected with the largest
scattering contrast at 5969 eV. The calculated effective pair interaction parameters revealed an order-disorder
transition at approximately 500 K to a L12-type (Fe,Co,Ni)3Cr structure. The calculated magnetic exchange
interactions were dominantly of the antiferromagnetic type between Cr and any other alloy component and
ferromagnetic between Fe, Co, and Ni. They yielded a Curie temperature (TC) of 120 K, close to experimental
findings. Despite the low value of TC, the global magnetic state strongly affects chemical and elastic interactions
in this system. In particular, it significantly increases the ordering tendency in the ferromagnetic state compared
to the paramagnetic one.

DOI: 10.1103/PhysRevB.99.014206

I. INTRODUCTION

Diffuse scattering using x rays and neutrons has turned up
to be an invaluable tool to characterize the microstructure of
alloys. When states of thermal equilibrium were investigated,
electronic structure calculations were an indispensable tool
to further address the reliability of these microstructural data
by criteria that go beyond a comparison of order-disorder
transition temperatures obtainable from direct observations.
Such investigations by diffuse scattering required the use
of single crystalline material. However, these studies were
mostly restricted to binary systems [1–5].

Ternary alloys were rarely investigated (see, e.g.,
Refs. [6–9]). With neutron scattering, isotopic replacement
then gets mandatory. In the case of x-ray scattering, measure-
ments close to the absorption edges of the sample constituents
are required. Still, the stability in extracting data remains a
severe problem, in addition to the much prolonged measuring
time. There is also the problem that different samples may
differ in composition and thermal history.

As a real-space approach to the three-dimensional (3D)
atomic arrangement in alloys, atom probe tomography (APT)
[10,11] has attracted much interest. However, the missing
registration of ions due to the limited detector efficiency as
well as the spatial uncertainty in reconstructing the actual

position of atoms in the tip, impose limitations. On one side,
heterogeneity on a nanoscale can be well resolved. Also,
preferential sublattice occupation in long-range ordered alloys
was characterized [12]. On the other side, the quantification
of short-range order (SRO) still presents a challenge (see,
e.g., Ref. [13]). Of course there is the advantage that more
correlation functions can be obtained from APT (between
atoms of any species or even between sets of species) than
is possible in diffuse scattering where SRO parameter sets are
determined for pairs of atoms belonging to different species.
A detailed study on local order in Fe-rich Fe-Al showed that
SRO parameter sets from APT clearly underestimate the cor-
relations: A state rather close to an uncorrelated configuration
was found, in contrast to what is known from diffuse x-ray
and neutron scattering [13].

More recently, the so-called high-entropy alloys (HEAs)
have attracted much interest [14–16]. These alloys are also
repeatedly termed multiprincipal element alloys (MPEAs)
with at least four or five elements in equal or near-equal
fraction. Four items were claimed as typical features of such
alloys: (i) They often form solid solutions at ambient tem-
perature due to high constitutional entropy. (ii) Kinetics is
sluggish in comparison to the case of substitutional impurities
in the respective binaries. (iii) They show strong lattice distor-
tions when elements of different sizes are principal elements,
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presenting the reason for favorable strength. (iv) Mechanical
properties are quite tunable by changes in constituents and
their fractions (so-called cocktail effect). As stressed by Mir-
acle and Senkov [16], items (i) to (iii) are hypotheses and
detailed experimental support is required. For instance, the
situation of entropic stabilization of a solid solution together
with severe lattice distortions requires further clarification.
Here, another reason for alloy strengthening might have been
occasionally overlooked: the presence of small precipitates
may remain unnoted in standard x-ray powder diffraction. The
need for accompanying high-resolution studies using trans-
mission electron microscopy (TEM) or APT was repeatedly
stressed [15,17].

A large group of HEAs hitherto studied contains Cr, Fe,
Co, and Ni as principal elements, beside elements like Al,
Cu, Ti, and Mn. Reports differ whether the alloy Cr-Fe-
Co-Ni in equal atomic fraction is a single-phase (presenting
an fcc solid solution) or a two-phase state (see Ref. [17]
and references therein). No signs of long-range order were
detected by x-ray and neutron measurements using polycrys-
talline material by Lucas et al. [18]. Here, samples were
slowly cooled from 1273 K to RT, with an intermediate stop
for 2 weeks at 753 K. X-ray scattering was done using the
K-edge energies of the four elements as incoming photon
energies. However, a huge unwanted scattering contribution
due to the presence of resonant Raman scattering/fluorescence
is then present that might hide subtle scattering modulations
due to local order (in addition to the use of polycrystalline
material).

For the ternary system Fe-21 at.% Cr-23 at.% Ni, Cénédèse
et al. [6] performed a detailed study using isotopic replace-
ment and diffuse neutron scattering. They employed single
crystals, mandatory in detailed SRO studies. Samples were
aged for 10 h at 773 K where an increase in residual resis-
tivity and thermoelectric power had been stated. Neglecting
static atomic displacements in data evaluation, they found that
scattering due to local order leads to a diffuse maximum at
X position for Ni-Cr pairs, W position for Fe-Cr pairs, and
� position for Fe-Ni pairs. Subsequent electronic structure
calculations by Ruban and Dehghani [19] yielded quite com-
parable results: diffuse maxima at X position for Ni-Cr and
Fe-Cr pairs, at � position for Fe-Ni pairs. Experimental and
calculated data both showed the largest intensity modulations
due to Ni-Cr pairs. Interestingly and in contrast to the binary
Ni-Cr system, a diffuse maximum in local order is no longer
found at W position. This location was well established for
Ni-11 (20,25,33) at.% Cr by diffuse x-ray and neutron scatter-
ing [20–23] and confirmed by a recent first-principles study
[24].

Singh et al. [25] have recently calculated effective inter-
actions and ordering in Al-Co-Cr-Fe-Ni alloys with composi-
tions close to the equimolar one. They found that the strongest
interactions driving L12 ordering are Cr-Al and Cr-Co ones.
Since Al strongly interacts with the other alloy components,
the direct use of the results of this work for the Cr-Fe-
Co-Ni system is problematic. A quite pronounced tendency
towards the L12-(Fe,Co,Ni)3Cr type of ordering in Cr-Fe-Co-
Ni has been also theoretically predicted in Refs. [26,27] in
direct first-principles modeling of the corresponding structure.
However, these investigations do not provide information

about effective interactions which can be used in statistical
thermodynamics simulations.

The intention of this work was to study local order in
the quaternary Cr-Fe-Co-Ni close to equal atomic percent.
Diffuse x-ray scattering using the tunability of synchrotron
radiation together with high-resolution real-space information
by APT is employed (results in Secs. V and VI, following
basics in Secs. II–IV). As SRO scattering always comprises a
linear superposition of six pair correlation functions (hardly
separable), electronic structure calculations are required to
provide information about effective interactions and further
details on the microstructure through statistical thermody-
namics modeling (Sec. VII). This is possible as a state of
thermal equilibrium is under study. Based on the chemical in-
teractions, the order-disorder transition temperature together
with the ordered fcc structure will be determined. Using the
calculated magnetic interactions, the Curie temperature will
also be determined and compared to experimental findings.
The combination of these approaches offers the opportunity
to find out whether such a multicomponent alloy exhibits any
new microstructural feature (Secs. VIII and IX).

II. METHODOLOGY

A. Basics of elastic diffuse scattering

Diffuse x-ray scattering from a multicomponent alloy
comprises the elastic scattering contribution due to atomic
short-range order (SRO) and static atomic displacements that
is often approximately treated in terms of size-effect (SE)
and Huang (H) scattering (see Refs. [1–5]). The inelastic
scattering contributions are fluorescence and resonant Raman
scattering (RRS), Compton scattering, and thermal diffuse
scattering (TDS). The quantity of central interest in this work
is local order. For the present quaternary system, there are
six partial SRO parameter sets α

ij

lmn defined as in the case of
binary fcc alloys [28]. Here i, j = 1 to 4 (Cr, Fe, Co, Ni) with
i �= j marks the component and lmn the neighboring shell.
The Fourier transformation of these α

ij

lmn are the partial SRO
scattering intensities [29]

I
ij

SRO(h) =
∑
lmn

α
ij

lmn cos(πhxl) cos(πhym) cos(πhzn), (1)

with scattering vector h = (hx, hy, hz) in reciprocal lattice
units (rlu). In Laue units (Lu, 1 Lu = ∑

i

∑
j>i cicj |fi − fj |2

with ci = atomic fraction and fi = atomic scattering factor of
component i), the total SRO scattering is then

ISRO(h) =
∑
lmn

αeff
lmn cos(πhxl) cos(πhym) cos(πhzn), (2)

αeff
lmn =

∑
i

∑
j>i cicj |fi − fj |2αij

lmn∑
i

∑
j>i cicj |fi − fj |2 . (3)

In contrast to any partial SRO scattering I
ij

SRO(h), the total
SRO scattering ISRO(h) must be non-negative for any h (see
Refs. [30,31]). For a homogeneous solid solution (αij

lmn�=000 =
0) monotonic Laue scattering is present.

Size effect scattering ISE(h) of the present quaternary
system comprises 27 terms (considering that there has to be
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an average cubic lattice). Neglecting any species dependence,
one obtains an expression of the form

ISE(h) = h · Q(h), (4)

with, e.g.,

Qx (h) =
∑
lmn

γ
x,eff
lmn sin(πhxl) cos(πhym) cos(πhzn), (5)

where γ
x,eff
lmn , e.g., is a linear superposition of the 10 − 1 static

atomic pair displacement parameters along x.
The separation of elastic scattering into the species

independent terms of SRO and SE scattering presents an
approximation as the |h| dependence of the atomic scattering
factors fi differs among the elements. Still, good agreement
in γ

x,eff
lmn was seen between both approaches (cf. Refs. [32,33])

in the case of binary alloys. Any such separation scheme
is beyond the scope of this study, due to the limited range
explored in reciprocal space and the limited number of
selected energies. Instead, αeff

lmn and γ
x,eff
lmn were determined

by least-squares fitting and then compared with results from
electronic structure calculations.

B. Considerations to statistical thermodynamics

The configurational state of alloys was studied using the
following Hamiltonian:

H = 1

2

∑
p

∑
α,β �=δ

V (2)−αβ[δ]
p

∑
ij∈p

δcα
i δc

β

j

+ 1

3

∑
t

∑
α,β,γ �=δ

V
(3)−αβγ [δ]
t

∑
i,j,k

δcα
i δc

β

j δc
γ

k + h.o.t. (6)

The summation is performed over different types of clusters
(p and t stand for indexes of the pairs and triangles), alloy
components (designated by Greek letters), and lattice sites
(i, j , and k); V

(2)−αβ[δ]
p and V

(3)−αβγ [δ]
t are the pair- and

three-site effective concentration, magnetic state, and volume
dependent interactions; and δcα

i = cα
i − cα is the concentra-

tion fluctuation of the α component at site i from its average
concentration in the alloy cα .

To analyze the ordering behavior in a multicomponent sys-
tem, it is very convenient to reduce the dominant contribution
from pair interactions in Eq. (6) to a quasibinary form [19]

H (2) = −1

2

∑
p

∑
α �=β

Ṽ (2)−αβ
p

∑
ij∈p

δcα
i δc

β

j , (7)

where Ṽ
(2)−αβ
p are the usual binary effective interactions de-

scribing the mutual ordering of α and β atoms and are related
to the multicomponent effective pair interactions V

(2)−αβ[δ]
p as

[19,34,35]

V (2)−αβ[δ]
p = 1

2

[
Ṽ (2)−αδ

p + Ṽ (2)−βδ
p − Ṽ (2)−αβ

p

]
. (8)

In contrast to Ṽ
(2)−αβ
p interactions, whose positive values

mean the attraction of α and β species at the pth coordination
shell, mixed type interactions V

(2)−αβ[δ]
p do not have a simple

interpretation.

FIG. 1. Normalized resistivity from Cr-Fe-Co-Ni versus aging
temperature for two samples. At the end of the aging path RT
(as-grown state) → 1073 K → 623 K (holding time of 24 h for any
aging temperature), sample 1 was additionally heat treated at 673 K
for 119 days, sample 2 at 723 K for 16 days.

III. EXPERIMENT

The starting materials were 99.99 pure Cr, 99.95 at.%
pure Fe, 99.99 at.% pure Ni from MRC (Toulouse, France)
and 99.95 at.% pure Co from Alfa Aesar. A single crystal
was grown by the Bridgman technique in an Al2O3 crucible
aiming for an equiatomic fraction in Cr, Fe, Co, and Ni. By
adapting a sufficiently slow growing speed, a dendritic growth
was avoided as checked metallographically.

For the APT investigations, pieces with a [001] orientation
were cut by wire saw and mechanically polished, being finally
0.2 × 0.2 × 10 mm3 in dimension. Tips were prepared in a
solution of perchloric acid with 15 vol. % acetic acid and
a dc voltage of 5–15 V to shape tips with curvature radii
below 100 nm. Tips were resharpened in a focused ion beam
system (FEI Quanta 3D FEG) using acceleration voltages
from 15 down to 5 kV and low beam currents to reduce Ga
contamination.

APT investigations were done at KAUST (Thuwal,
Saudi Arabia) using a LAWATAP (laser assisted wide-angle
tomographic atom probe) and a LEAP 4000X HR (local
electrode atom probe) system (CAMECA Instruments).
Samples were measured at 35 K: at the LAWATAP with a
pulse rate of 10 kHz and a flux rate between 0.01 and 0.05
atoms/pulse, at the LEAP with a pulse rate of 100 kHz and
a pulse fraction of 15%. Energy resolution is better at LEAP
4000X HR than at LAWATAP, while detection efficiency is
lower (∼0.37 vs ∼0.60).

To set up a state of thermal equilibrium, electrical-
resistivity measurements were done for a heating and cooling
run (Fig. 1). With a waiting time of 24 h for any aging
step (data were taken at liquid-nitrogen temperature), thermal
equilibrium could only be reached down to 823 K in the
cooling run. Prolonged aging for 16 days was sufficient to
set up thermal equilibrium at 723 K. At 673 K no thermal
equilibrium was reached within 119 days.

For the diffuse scattering experiment, a slice with a
〈210〉 surface normal was cut by spark erosion, being
2.5 mm in thickness and 9 mm in diameter. The sample
was homogenized for 48 h at 1123 to 1173 K under Ar gas,
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TABLE I. Pairs (ij ) with largest scattering contrast �ij = |fi −
fj |2 at 20 eV below the absorption edges of Cr, Fe, and Ni.

Energy (eV) Pair (ij ) and �ij (eu)

5969 Cr-Ni 70.5 Cr-Co 51.5 Cr-Fe 34.4
7092 Fe-Ni 30.1 Fe-Co 19.3 Fe-Cr 14.5
8313 Ni-Co 17.8 Ni-Fe 14.9 Ni-Cr 7.0

and sand quenched. Aging was done for 41 days at 723 K,
followed by water quench. A breaking of glass was avoided as
samples were prone to heat blushing. The slice was polished
and finally shortly treated electrochemically using methanol
with hydrochloric acid (10%). The latter step was required
as to eliminate any indication of Debye-Scherrer rings in
scattering experiments.

Diffuse x-ray scattering was done at RT on the ID01 beam-
line (ESRF, Grenoble). The diffractometer was additionally
equipped with a χ and a φ circle for approximating a standard
four-circle goniometer, but with a restricted χ range of 0◦ to
28◦. With a 〈210〉 sample surface, this allowed us to address
the 020 and 220 Bragg reflections for sample orientation and
to investigate the scattering at (hx, hy, 0) positions, using
the symmetrical Bragg-Brentano configuration. A Vitus H80
silicon drift detector (KETEK GmbH) and a Vortex-EM sil-
icon drift detector (Hitachi), both with an energy resolution
of about 270 eV FWHM, were employed. Data were taken
under time control, employing RRS/fluorescence lines for
monitoring the variation in beam intensity.

Scattering was taken at 20 eV below the K absorption
edges of Cr (at 5969 eV), Fe (at 7092 eV), and Ni (at
8313 eV). These three cases are subsequently also referred
to as “Cr edge”, “Fe edge”, and “Ni edge”. The uncertainty
in energy of the incoming photons was 1 eV. This choice in
energy allowed sufficient variation in Hönl corrections while
keeping uncertainties in K-MIIMIII RRS small (cf. Ref. [1]).
For these three measurements, the largest values for scattering
contrast �ij = |fi − fj |2, fi = atomic scattering factor of
component i (data taken from Ref. [36]) are given in Table I.
Here values are presented for scattering vector h = 0, Hönl
corrections were taken from Ref. [37]. The penetration depth
of the x rays, the inverse of the linear absorption coefficient,
ranges between 14 μm at the Cr edge and 6 μm at the Ni edge.

Energy-resolved spectra were registered at (hx, hy, 0) posi-
tions with hx � hy on a fixed grid of 0.1 rlu. Data were taken
at 450 to 680 positions up to 110◦ in scattering angle. The
counting time per position was 30 s. Typical values in diffuse
scattering (comprising mainly the line of elastic scattering and
thermal diffuse scattering) were 6000 counts near the Cr and
Fe edge and 11 000 near the Ni edge.

Due to the closeness in energy between elastic scattering
and the various inelastic contributions (Compton scattering,
fluorescence with noticeable escape peaks, RRS K-LIILIII,
RRS K-MIIMIII, and thermal diffuse scattering, together with
energy spread by the detection process), the following strategy
was chosen to obtain elastic scattering from the energy-
resolved spectra.

(1) The intensity ratio Cr Kβ /Cr Kα was determined to
0.20 ± 0.005, this value was also used to obtain Cr K-MIIMIII

from Cr K-LIILIII. The same value was employed to

determine Fe K-MIIMIII and Ni K-MIIMIII from the respec-
tive K-LIILIII RRS.

(2) Compton scattering was considered to be negligible by
taking only the higher-energy part of the elastic scattering
region, which was then multiplied by 2 (plus adding the
maximum in scattering) to obtain elastic scattering plus TDS.

(3) Thermal diffuse scattering was calculated up to third
order using the experimental values of the elastic constants
cij and a “gray” scattering factor squared of |∑i=1,4 cifi |2.
The elastic constants cij for Cr-Fe-Co-Ni were determined
by the pulse-echo-overlap method using a cylinder with a
〈110〉 axis prepared from the same single crystal. They were
c11 = 217(2) GPa, c12 = 138(2) GPa, c44 = 133(2) GPa.
On the basis of these data, a thermal Debye-Waller fac-
tor exp[−2Bth(sin θ/λ)2] (θ = half the scattering angle, λ

= wavelength of incoming photons) with Bth = 0.316 ×
10−2 nm2 was determined.

(4) Calibration to Laue units was done by choosing a value
such that the scattering within a small range around the 020
and 220 Bragg reflections (a radius of 0.35 rlu was taken)
corresponds to thermal diffuse scattering. A contribution by
SRO scattering (taken from electronic structure calculations)
was also considered in calibrating data when SRO scattering
was close to monotonic Laue scattering.

IV. ELECTRONIC STRUCTURE CALCULATIONS

A. Green’s function calculations

The electronic structure and the total energy of random
Cr25Fe25Co25Ni25 alloys were calculated by the Green’s func-
tion exact muffin-tin orbital (EMTO) [38,39] and projector
augmented wave (PAW) [40,41] methods. In the Green’s func-
tion EMTO calculations, substitutional disorder was treated
either by using the coherent potential approximation (CPA)
[42] as implemented in the EMTO-CPA method [43] or/and
by using the locally self-consistent Green’s function (LSGF)
technique [44] within the EMTO method, ELSGF [45]. The
ELSGF method accurately accounts for the local environment
effects in random alloys and has been used here (i) for tuning
and testing the EMTO-CPA method, which was mostly used
in calculations of magnetic and chemical interactions, and
(ii) for calculating room temperature elastic constants of
random Cr25Fe25Co25Ni25 with and without atomic SRO.

All EMTO-CPA calculations were done by the Lyngby
version of the Green’s function EMTO code [46], where
the screened Coulomb interactions in the single-site DFT-
CPA approximation [47] and screened generalized perturba-
tion method (SGPM) [31,48,49] are implemented. The self-
consistent electronic structure calculations were done in the
local density approximation (LDA) using the Perdew and
Wang functional [50], while the total energies were calculated
by the full charge-density technique [39] in the Perdew-
Burke-Ernzehof generalized gradient approximation (PBE-
GGA) [51]. The Brillouin zone integrations were done using a
28 × 28 × 28 Monkhorst-Pack grid [52] for the fcc structure
and a 28 × 28 × 18 grid for the hcp structure. All the calcu-
lations have been done with lmax = 3 for partial waves and
the electronic core states were recalculated at every iteration
during the self-consistent calculations for valence electrons.
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The ELSGF method was also used to calculate the screened
Coulomb interactions used in the DFT-CPA part of the
EMTO-CPA calculations. In this case, the one-electron po-
tential of the alloy components and the total energy have
additional contributions, V i

scr, and Escr, respectively, due to
the screening charge around atomic spheres, which is not
accounted for in the single-site approximation [47]

V i
scr = −e2α0

i

q̄i

SWS
,

Escr =
∑

i

ciE
i
scr, Ei

scr = −e2 1

2
α0

i βscr
q̄2

i

SWS
. (9)

Here q̄i and α0
i are the net charge of the atomic sphere of

the ith component in the single-site CPA calculations and its
on-site screening constant, respectively; SWS is the Wigner-
Seitz radius; Ei

scr is the contribution of the screened Coulomb
interactions to the electrostatic energy of the ith alloy com-
ponent; and βscr is the average on-site screening constant,
which accounts for the electrostatic multipole moment energy
contribution due to the inhomogeneous local environment of
different sites in a random alloy.

The screening constants were determined from ELSGF
864-atom and 512-atom supercell calculations for fcc and hcp
Cr-Fe-Co-Ni alloys. The on-site screening constants α0

i were
determined from the conditional average of the net charges qi

and the Madelung potentials V Mad
i of the ith component in the

supercell, 〈qi〉 and 〈V Mad
i 〉, respectively, as

α0
i = SWS

〈
V Mad

i

〉
e2〈qi〉 . (10)

The intersite screening constants α
ij
p (hint: not to be con-

fused with the partial SRO parameter α
ij

lmn) are needed in
the calculations of the electrostatic contribution V

ij−scr
p to the

SGPM potential at the pth coordination shell for the i-j pair
of alloy components

V ij−scr
p = e2αij

p

q̄2
ij

SWS
. (11)

Here q̄ij = q̄i − q̄j were obtained in the supercell ELSGF
calculations for random alloys from the screening charge by
exchanging the corresponding alloy components i and j (each
of them having random local environment on average), as
described in Ref. [47].

B. Projector augmented wave calculations

The projector augmented wave (PAW) method [40,41]
was used as implemented in the Vienna ab initio simula-
tion package (VASP) code [53–55] to calculate the total
energy and local lattice relaxations in fcc and hcp random
Cr25Fe25Co25Ni25 alloys using 4 × 4 × 4(×4) (256-atom) su-
percells for the fcc structure and 6 × 6 × 4(×2) (288-atom)
and 8 × 4 × 4(×2) (256-atom) supercells for the hcp struc-
ture. In all the cases, the SRO parameters at the first seven
coordination shells were minimized for all the pairs of alloy
components to get an atomic distribution close to a random
one. In particular, the SRO parameters were equal to zero at
the first two (for fcc) and three (for hcp) coordination shells

and less than 0.03 in magnitude at the next four coordina-
tion shells. The PBE generalized gradient approximation was
used in self-consistent PAW calculations [51]. The Brillouin
zone integrations were done using a 4 × 4 × 4 Monkhorst-
Pack grid [52] for the fcc supercells (test calculations with
a 6 × 6 × 6 grid changed the total energy only by about
1 μeV/atom) and 4 × 4 × 3 for the 288-atom hcp supercell
and 2 × 4 × 3 for the 256-atom hcp supercell. The energy
cutoff was 400 eV.

V. RESULTS FROM APT

The composition of the material was determined by LEAP
investigations, using six tips. Doubly charged ions were con-
sidered in analyzing the mass spectra. Time-of-flight overlap
is only noted for 54Cr and 54Fe (with low Cr and Fe isotope
abundances), 58Ni and 58Fe (with high Ni, low Fe isotope
abundance). With 23.8 at.% Cr, 25.7 at.% Fe, 25.1 at.% Co,
25.4 at.% Ni, the constituents are close to their starting atomic
fraction. The largest difference is seen with Cr. A reason for
this might be that Cr has the lowest field evaporation strength
among the four elements (Cr: 29 V/nm; Co: 32 V/nm; Fe:
33 V/nm; Ni: 34 V/nm; values for the elements at 0 K and
doubly charged ions) [11]. Thus, Cr is preferentially subject
to field evaporation between the voltage pulses, i.e., such an
ion is then attributed to the background.

The reconstructed volume of the as-grown material (LEAP
investigation) shows no signs of order or decomposition
[Fig. 2(a) illustrates the Cr atoms, the same feature is seen
with Fe, Co, Ni atoms]. For a closer investigation of site occu-
pation (LAWATAP investigation), the atom vicinity algorithm
[12,56] was applied using Ni atoms in the neighborhood of
the 002 pole as a reference atom. As vicinity a cube with an
edge length of 1 nm was chosen. The cross correlation to the
density profiles of the four components along [001] is shown
in Fig. 2(b). One notices that the planes perpendicular to [001]
(they show up by a positive value in the cross correlations)
do not differ in magnitude. Thus, the four fcc sublattices are
equally occupied by the four elements. The slight differences
in the onset of a neighbored-plane range between the elements
follows in the sequence Cr, Ni, Co, Fe. If one assumes that a
fcc lattice with random site occupation is present, one would
expect a sequence as given by the field evaporation strengths
of the pure elements [12,57], i.e., the sequence Cr, Co, Fe,
Ni. The different finding indicates that local order might be
present in the alloy. As ions with the lowest field evaporation
strength are reconstructed closer to the center of a pole, there
is a slight increase in the Cr fraction along the 002 pole
[Fig. 2(c)]. The apparently enhanced Cr fraction may not
be taken as a sign of local decomposition. It is, however, a
good indicator for the [001] axis and was also found for aged
samples.

VI. RESULTS FROM SCATTERING

A. Energy spectra

Figure 3 shows parts of the energy-resolved spectra close
to elastic scattering. They provide averaged views of the as-
measured spectra at the three edges, as they were obtained by
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(a)

(b)

(c)

20 nm

20 nm[001]

FIG. 2. (a) Reconstruction of the evaporated volume from Cr-Fe-
Co-Ni (as grown). Only Cr atoms are marked. (b) Cross-correlated
density profiles with Ni as reference atom and Cr, Fe, Co, Ni at
the 002 pole. An increase in the field evaporation strength Cr →
Ni → Co → Fe is noted. (c) This evaporation sequence results in
an apparent Cr fraction increase along [001] as revealed by the red
isosurface of 26.5 at.% Cr that confines the high-Cr region around
the 002 pole.

adding up the spectra for all h positions (shown in black). In
addition, the separated K-LIILIII lines are shown in red. The
onset of the respective K-MIIMIII RRS is shifted by −42 eV
(Cr edge), −53 eV (Fe edge), −67 eV (Ni edge) off the energy
of the incoming photons. As the K-MIIMIII RRS is lower in
intensity than K-LIILIII RRS by a factor of ∼5.0, it could not
be separated directly in the energy spectra, but was determined
by scaling the K-LIILIII RRS. If one compares the K-MIIMIII

RRS with respect to elastic scattering plus TDS, there is a
clear tendency: The ratio between them increases from 0.06
(Cr edge) over 0.09 (Fe edge) to 0.24 (Ni edge). This increase
reflects the concurrent decrease in the scattering contrast [cf.
Table I and Eq. (3)].

At the Cr edge [Fig. 3(a)] the lower peak at ch. 2685
is the Cr K-LIILIII RRS, shifted by the binding energies
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FIG. 3. Energy-resolved spectra (a) at the Cr edge, (b) Fe edge
(scale: 1 ch. ≈2.0 eV), and (c) Ni edge (1 ch. ≈5.0 eV) around
the lines that contain elastic scattering of energy E. To provide an
average view, the spectra at all h positions (in black) were added.
The K-LIILIII resonant Raman scattering is shown in red. Channel
numbers refer to the maximum position of the respective lines, with
theoretical energy values in parentheses.

LII, LIII from elastic scattering. The shape of the Cr K-LIILIII

RRS shows no indication for the high-energy threshold: The
smearing in energy due to the resolution of the silicon drift
detector dominates. At the Fe edge and the Ni edge [Figs. 3(b)
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and 3(c)] the slight bumps at ch. 3171 and ch. 1495, respec-
tively, are the K-LIILIII RRS.

With increasing scattering angle, Compton scattering gets
shifted towards lower energies: For the maximum scattering
angle of 110◦ in the present investigation, the shift is 94 eV
(Cr edge), 132 eV (Fe edge), 181 eV (Ni edge). Also, total
Compton scattering gets increasingly smeared according to
the momentum distribution of the valence electrons. On the
basis of the tabulated values by Biggs et al. [58] (see also
Ref. [59] for the nomenclature), the FWHM of this spread
in Compton scattering was determined to about 168 eV (Cr
edge), 198 eV (Fe edge), 231 eV (Ni edge) at the largest
scattering angle. Finally, this smeared profile is still convo-
luted with the energy resolution of the detectors (FWHM is
∼270 eV). As a consequence, only the lower energy half of
the Cr K-LIILIII RRS (Cr edge) and of the Co Kβ fluorescence
line (Ni edge) were employed for monitoring the incoming
beam intensity.

B. Elastic diffuse scattering

The elastic diffuse scattering in Laue units is shown in
Fig. 4 (upper triangles). At the Cr edge and the Fe edge
[Figs. 4(a) and 4(b)], one notices diffuse maxima close to X

position. With 2.8 to 3.5 Lu, the maxima are higher at the
Cr edge than at the Fe edge where they amount to 1.8 to
2.5 Lu. No indication for an increase in scattering towards
the Bragg reflections is seen outside a distance of 0.35 rlu.
For |h| < 0.6 rlu there is a slight increase in scattering that
might indicate a slight tendency to local decomposition, in
addition to the dominant sign of local order. Whether this
increase at small h positions is due to background not properly
considered is unknown. The neglect of Compton scattering
in the present evaluation, however, is barely the reason:
(i) Total Compton scattering only amounts to 5% to 30%
of the elastic scattering at scattering vectors below 0.6 rlu.
(ii) Total Compton scattering increases with increasing scat-
tering vector. Its tentative consideration in data evaluation
would thus lead to an enhanced increase in scattering with
increasing scattering vector.

Indications for displacement scattering are seen at the Cr
edge and the Fe edge [Figs. 4(a) and 4(b)]: The diffuse
maxima are not exactly located at X position but shifted
systematically, as seen best at the (1,1,0) and the (1,2,0) posi-
tion. Also, with increasing distance from the (0,2,0) position,
elastic diffuse scattering increases faster along [0,1,0] than
along [0,−1,0].

At the Ni edge [Fig. 4(c)] the elastic diffuse scattering
shows very small modulations, due to the low scattering
contrast (see Table I). The scattering pattern appears much
rougher than at the other two edges: The counting statistics
of about 1% for the registered scattering already leads to an
uncertainty of 5% in the elastic scattering, as Ni K-MIIMIII

RRS and the calculated TDS comprise 80% of the registered
scattering.

C. Short-range order and static atomic displacements

Elastic diffuse scattering shown in Fig. 4 (upper triangles)
was analyzed under the assumption that Huang scattering is
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2
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hx

0 1         2        3
Lu

0 1 2 3

1

3

2
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(a)

(c)

(b)

FIG. 4. Elastic diffuse scattering at (hx, hy, 0) positions in Laue
units as measured (upper triangles, hx < hy) and as fitted (lower
triangles, hx > hy): (a) at the Cr edge, (b) at the Fe edge, and (c)
at the Ni edge.

negligible. The resulting effective SRO and SE parameters
αeff

lmn and γ
x,eff
lmn from least-squares fitting are given in Table II.

Only a restricted number of parameters is determinable (at
most five αeff

lmn and seven γ
x,eff
lmn ) as no 3D data sets were taken.

The unweighted R values of the fits were 0.13 at the Cr edge,
0.15 at the Fe edge, and 0.24 at the Ni edge. Table II reveals
the following general features: (i) At all three edges, αeff

000
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TABLE II. Effective Warren-Cowley short-range order param-
eters αeff

lmn and effective linear displacement parameters γ
x,eff
lmn of

Cr-Fe-Co-Ni after aging at 723 K, as determined at the Cr edge,
the Fe edge, and the Ni edge from diffuse scattering. Also given are
αeff

lmn from electronic structure calculations, employing least-squares
fitting to calculated data exclusively at (hx, hy, 0) positions (cf.
Sec. VII H).

αeff
lmn (scattering)

lmn 5969 eV 7092 eV 8313 eV

000 1.136(25) 1.093(24) 1.142(30)
110 −0.125(3) −0.089(5) −0.044(5)
200 0.097(11) 0.073(10) 0.034(11)
211 0.022(2) 0.000(3) −0.004(3)
220 0.015(5)

γ
x,eff
lmn (scattering)

110 0.016(2) 0.016(2) −0.010(3)
200 −0.062(6) −0.035(8) 0.001(11)
121 −0.009(1) −0.004(2) 0.006(2)
211 0.002(1) 0.004(1) 0.005(2)
220 0.037(3) 0.023(4) −0.007(5)

αeff
lmn (theory)

000 1.0457(101) 1.0113(37) 0.9951(5)
110 −0.1294(12) −0.0518(4) 0.0056(1)
200 0.1696(46) 0.0690(17) 0.0112(2)
211 0.0126(6) 0.0050(2) 0.0029(1)
220 0.0312(20) 0.0090(7) −0.0060(1)
310 −0.0472(8) −0.0175(3) −0.0010(1)

is close to 1, the theoretical value for any α
ij

000. As αeff
110 is

negative, local order always prevails. The signs of the αeff
lmn

agree with those of the L12 structure except for lmn = 211,
a feature repeatedly noted for binary alloys with a low degree
of the L12 type of short-range order (see, e.g., the compilation
of Ni-rich Ni-Al, Table 3 in Ref. [1]). (ii) Both the apparent
degree of local order as expressed by αeff

lmn and the apparent
strength of the γ

x,eff
lmn , decrease with decreasing strength of the

scattering contrast.
Using the fitted parameters of Table II, elastic diffuse

scattering was recalculated for (hx, hy, 0) positions at the
three edges (Fig. 4, lower triangles). The scattering patterns
confirm the location of the diffuse maxima close to the X

position for the Cr edge and the Fe edge. Their values in
the recalculated scattering are slightly lower than those of the
measured diffuse maxima: 2.5 Lu at the Cr edge and 2.0 Lu at
the Fe edge. This underestimate might be due to the restricted
number of fitted parameters. SRO scattering (Fig. 5) shows
a platelike pattern around its maximum at X positions also
frequently seen with the L12 type of short-range order (see
the textbook example in Warren [60]). At the Ni edge where
no maxima could be resolved in Fig. 4(c), a maximum of 1.7
Lu is now seen close to X position.

VII. FIRST-PRINCIPLES RESULTS

A. Energetics of random Cr25Fe25Co25Ni25

at 0 K: ELSGF vs PAW

The electronic structure and total energy of random
Cr25Fe25Co25Ni25 were calculated in the fcc and hcp
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FIG. 5. SRO scattering at (hx, hy, 0) positions as determined
from diffuse scattering based on Table II (lower triangles) and from
the present electronic structure calculations at 720 K [(top sectors)
and (left sectors) based on Table II]: (a) at the Cr edge, (b) at the Fe
edge, and (c) at the Ni edge.

structures by the ELSGF method using 864-atom and 512-
atom supercells, respectively. In both cases, the local inter-
action zone comprised 18 nearest neighbors (the first two
coordination shells in the fcc structure and three coordination
shells in the hcp structure) together with the central atom. The
atomic SRO parameters of both supercells were minimized for
all pairs of alloy components up to the seventh coordination
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FIG. 6. Total energies of random fcc and hcp Cr25Fe25Co25Ni25

alloys from ELSGF calculations, as function of the Wigner-Seitz
radius.

shell. The SRO parameters of the coordination shells included
in the local interaction zone were equal to zero. For the hcp
structure the ideal lattice-parameter ratio c/a was used.

The fcc and hcp total energies of random Cr25Fe25Co25Ni25

alloys calculated at 0 K are shown in Fig. 6 as function of
the Wigner-Seitz radius. As one can see, the hcp structure
has lower energy than the fcc one, or in other words, the
fcc structure turns out to be unstable at 0 K in the present
calculations.

Since the present version of ELSGF (as well as EMTO)
cannot account for local lattice relaxations, and besides, the
full charge density (FCD) calculations based on the EMTO
self-consistent density within essentially atomic sphere ap-
proximation (ASA) lack real full-potential accuracy, the PAW
method was used to check the fcc-hcp energy difference of
Cr25Fe25Co25Ni25. A Wigner-Seitz radius of 2.625 a.u. was
chosen, which is close to the theoretical PBE-GGA equilib-
rium value for the fcc structure at 0 K.

The PAW calculations were done for both structures using
two different supercells for every structure to get statistical
averaging. The point is that supercell PAW calculations of
supposedly random alloys suffer from the very approximate
description of the electronic structure, which is incorrect (no
Bloch states). Besides, the electronic structure and total en-
ergy in such calculations are quite sensitive to the underlying
atomic configuration due to periodic boundary conditions in
the electronic structure calculations. These boundary condi-
tions effectively account for contributions from all atomic
distribution correlation functions, including those which can
never be optimized for a finite supercell. This is not the case
of the LSGF method, which provides a correct electronic
structure of random alloys without spurious contributions
from long-distance atomic correlations and long-range order.

As in the case of the ELSGF calculations, the hcp structure
is also more stable in the PAW calculations than the fcc one
(by about 1.25 meV/atom) if local atomic positions are unre-
laxed. Allowing for local lattice relaxations, the energy differ-
ence changes very little and becomes about 1.43 meV/atom,

again in favor of the hcp structure. In fact, the energy of local
lattice relaxation is about −6.58 and −6.76 meV/atom for
the fcc and hcp structures, respectively, which is noticeably
larger than the fcc-hcp energy difference, but obviously it is
approximately the same for both structures.

Although the PAW calculations confirm the relative stabil-
ity of the hcp structure of random Cr25Fe25Co25Ni25 at SWS =
2.625 a.u., the ELSGF method yields a larger fcc-hcp energy
difference of about 4.5 meV/atom. Since the “exact” ELSGF
(and EMTO in general) method is less accurate than PAW,
the difference of about 3 meV/atom between the PAW and
ELSGF results can be attributed to some approximations in
the ELSGF total energy calculations. Let us note that relative
stability of the hcp structure in the FM ground state results in
agreement with recent PAW calculations of the stacking fault
energies (SFE) in this alloy [61,62] where the SFE was found
to be negative [63].

If one assumes that the error for the structural energy
difference (of 3 meV/atom) in the ELSGF calculations is
constant in the range of SWS shown in Fig. 6, the fcc structure
becomes stable at SWS close to the experimentally observed
RT value, which is 2.644 a.u. (one notices in Fig. 6 that the
energy difference between fcc and hcp structures decreases
with increasing SWS). This was confirmed in the PAW su-
percell calculations of the fcc and hcp structures at SWS =
2.644 a.u.: The fully relaxed fcc structure became more stable
than the hcp structure by 0.7 meV/atom. Since structural
stability is not the topic of this work, it was assumed that
these uncertainties have little effect on the effective magnetic
and chemical interactions related to the corresponding, i.e.,
magnetic or chemical, configurational energetics on a fixed
lattice.

B. Electronic structure of random fcc Cr25Fe25Co25Ni25 at 0 K:
ELSGF vs EMTO-CPA

The effective interaction calculations used for statistical
modeling in this work were obtained in the CPA. To check
the accuracy inherent in the CPA, the ELSGF method was
used, which accounts for the local environment effects and
provides the exact solution of the electrostatic problem within
the approximations used for solving the Poisson equation and
finding the electrostatic energy [47]. The main reason for
possible problems is the quite different d-band filling of Cr
and Ni, which can substantially decrease the accuracy of the
CPA due to substantial local environment effects. This was
already reported for Ni-Cr binary alloys [24].

In Fig. 7 the electronic density of states (DOS) is shown as
obtained for random fcc Cr25Fe25Co25Ni25 in the ELSGF su-
percell and EMTO-CPA calculations. Both calculations were
done using exactly the same setup for the energy contour
integration and k-points grid. The programs only differ in the
treatment of electrostatics and local environment effects. The
agreement is quite good (at least it is better than in the case of
Ni-Cr alloys [24]), especially close to the Fermi energy, which
is important since the Fermi surface is responsible for many
physical properties of alloys.

Although the size difference of the alloy components is
relatively small, which results in a quite modest value of
the local relaxation energy in random alloys (see above), the
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FIG. 7. Electronic density of states in random fcc
Cr25Fe25Co25Ni25 from the ELSGF and EMTO-CPA calculations.

charge transfer effects are not negligible: The atomic spheres
are gaining (or losing) about 0.1–0.2 electron depending on
the alloy component. Therefore, the correct description of
electrostatics is important for the total energy and the effective
interactions in the EMTO-CPA calculations. In Table III the
results are given for the on-site screening constants α0

i using
Eq. (10), the conditional-average atomic sphere charges of
alloy components in the ELSGF calculations, 〈qi〉, and the
atomic sphere charges in the EMTO-CPA calculations, q̄i ,
obtained with the corresponding on-site screening constants.

The agreement between 〈qi〉 and q̄i is very good, although
there exists a quite substantial dispersion of individual local
atomic charges of alloy components, which somehow follow
a large scattering of local magnetic moments (which are not
shown here since it is very similar to the one presented in
Ref. [27]). The results for average magnetic moments are
given in Table IV. It is obvious that the EMTO-CPA method
is quite accurate in this case. Note that these are LDA results:
The PBE-GGA spin magnetic moments are usually larger than
those of LDA and experimental data for Fe.

C. Modeling of paramagnetic state of Cr25Fe25Co25Ni25

Random fcc Cr25Fe25Co25Ni25 is ferromagnetic (FM) at
0 K, with some complex distribution of local magnetic mo-

ments [27]. According to the experimental data [64,65], its
Curie temperature is about 120–130 K, which is quite low
and thus, Cr25Fe25Co25Ni25 is in the paramagnetic state at
ambient conditions. Since all the alloy components are itin-
erant magnets (which is reflected either in small magnitudes
of local magnetic moments or their huge dispersion due
to local environment effects—see Table IV and Ref. [27]),
longitudinal spin fluctuations should play an important role
in the paramagnetic state at finite temperature.

In this work it is assumed that the stiffness of transverse
and longitudinal spin excitations are similar. Therefore, these
two degrees of freedom are fully coupled for all alloy com-
ponents (it is probably a less accurate approximation for Fe
and Co, however, it is still a reasonable one in order to get
a qualitative picture of magnetic and chemical interactions).
In this case, neglecting magnetic SRO effects, the full mag-
netic entropy related to both transverse and longitudinal spin
fluctuations (LSF) can be expressed as [66,67]

S
magn
i = 3 ln(〈m〉i ), (12)

where 〈m〉i is the average (over LSF) local magnetic moment
in μB of the ith alloy component. In the EMTO-CPA and
ELSGF calculations, the transverse magnetic disorder is mod-
eled using the disordered local moment (DLM) model [68] for
all alloy components (the longitudinal disorder on each site is
effectively reduced to an average magnetic moment 〈m〉i in
this case).

D. Magnetic interactions and Curie temperature
of Cr25Fe25Co25Ni25

The Curie temperature is a characteristic of magnetic
exchange interactions of the system and therefore, its mod-
eling is important for the validation of the used theoret-
ical approach. Here the Curie temperature of random fcc
Cr25Fe25Co25Ni25 is calculated neglecting a local dependence
of the magnetic exchange interactions [27] and using a classi-
cal Heisenberg Hamiltonian

H = −
∑

p

∑
i,j∈p

∑
α,β=Cr,Fe,Co,Ni

J αβ
p cα

i c
β

j eiej , (13)

where J
αβ
p are the magnetic exchange interactions between α

and β alloy components at the pth coordination shell, ei is the
direction of the spin at site i, and cα

i takes on value 1 if site i

is occupied by atom α and 0 otherwise.
The magnetic exchange interactions were calculated using

the magnetic force theorem [69–71] implemented in the Lyn-
gby version of the EMTO-CPA code [67]. The calculations

TABLE III. On-site screening constants and average charges of atomic spheres in random fcc Cr25Fe25Co25Ni25. The DLM-LSF results
are discussed below.

T = 0 K (FM state) T = 750 K (DLM-LSF)

Element α0
i 〈qi〉 (ELSGF) q̄i (CPA) α0

i 〈qi〉 (ELSGF) q̄i (CPA)

Cr 0.768 −0.261 −0.267 0.774 −0.251 −0.258
Fe 0.997 −0.019 −0.018 0.867 −0.026 −0.026
Co 0.744 0.100 0.104 0.748 0.097 0.101
Ni 0.806 0.180 0.181 0.800 0.179 0.183
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TABLE IV. Average local magnetic moments (in μB) of alloy components in random fcc Cr25Fe25Co25Ni25. The DLM-LSF results are
discussed below.

T = 0 K (FM state) T = 130 K (DLM-LSF) T = 750 K (DLM-LSF)

Element ELSGF CPA ELSGF CPA CPA

Cr −0.539 −0.565 0.532 0.534 1.266
Fe 1.718 1.710 1.591 1.634 1.997
Co 0.889 0.900 0.728 0.685 1.204
Ni 0.241 0.241 0.263 0.259 0.575

have been done for the Wigner-Seitz radius of 2.63 a.u. (or
the fcc lattice constant of 3.561 Å), which was estimated to be
the Wigner-Seitz radius at 130 K using the Debye-Grüneisen
model [72,73] with the ELSGF total energies.

Since the system is essentially paramagnetic at the Curie
temperature, the magnetic exchange interactions were cal-
culated in the paramagnetic state with LSF at 130 K using
the DLM local magnetic configuration (DLM-LSF) for every
alloy component. In this way, the magnetic interactions also
contain a contribution from LSF at the corresponding temper-
ature.

In Fig. 8 the local magnetic moments of alloy com-
ponents are shown in the paramagnetic (DLM-LSF) state
as obtained in the ELSGF supercell calculations for fcc
Cr25Fe25Co25Ni25. Comparing them with the results for the
FM state in Ref. [27], one notices that they deviate substan-
tially less from their average magnitude than local magnetic
moments in the FM state. This is especially the case for
Cr, whose magnetic moment is mostly driven by LSF in
the paramagnetic state. This means that the local magnetic
moments in the paramagnetic state are much less sensitive to
the chemical local environment of the corresponding atoms
than in the FM state. Therefore, it is expected that magnetic
exchange interactions should also be much less sensitive to the
local environment effects in the paramagnetic state compared

FIG. 8. Local magnetic moments of random fcc
Cr25Fe25Co25Ni25 from the ELSGF DLM-LSF calculations at
130 K shown for all the atoms in the supercell using their site
indexes. Thick lines show the average magnitudes for each alloy
component.

to those in the FM state [27], and the use of their average
values in statistical thermodynamics modeling is a reasonable
approximation.

In Table V the calculated magnetic exchange interactions at
the first four coordination shells are shown. One notices that
the magnetic exchange interactions at the first coordination
shell are dominating. They are of the antiferromagnetic type
if one of the alloy components is Cr and of the ferromagnetic
type between Fe, Co, and Ni, except for the Fe-Fe inter-
action, which is small and antiferromagnetic. For the first
coordination shell, the spatially averaged magnetic exchange
interactions in the FM state obtained in the EMTO-CPA
calculations are also shown. They are very similar to those
in the DLM-LSF state. This means that dominating magnetic
interactions depend little on the global magnetic state. Thus,
the DLM-LSF interactions indeed provide a reasonable repre-
sentation of the interactions in the FM state close to the Curie
temperature.

The Heisenberg Monte Carlo simulations were done using
a 12 × 12 × 12(×4) supercell with interactions presented in
Table V. The calculated Curie temperature is about 120 K, in
good agreement with experimental data.

E. Effective chemical interactions and ordering
in Cr25Fe25Co25Ni25

As in the case of the magnetic exchange interactions, the
dependence of the chemical interactions on the local envi-
ronment of atoms is disregarded. Also, the effects of thermal
lattice vibrations are not accounted for. Nevertheless, the

TABLE V. Magnetic exchange interactions J
ij

lmn (in mRy) in
random fcc Cr25Fe25Co25Ni25 from EMTO-CPA calculations in the
paramagnetic state with LSF at 130 K. For comparison, the magnetic
exchange interactions in the FM state are given in parentheses for the
first coordination shell.

Pair (ij ) J
ij

110 J
ij

200 J
ij

211 J
ij

220

Fe-Fe −0.0272 (0.0893) 0.2113 −0.0493 −0.0497
Fe-Cr −0.4496 (−0.3941) 0.0877 −0.0619 0.0556
Fe-Co 0.2270 (0.3535) 0.0430 0.0121 −0.0658
Fe-Ni 0.1846 (0.1295) −0.0002 0.0235 −0.0421
Cr-Cr −0.1961 (−0.1416) −0.0197 −0.0192 0.0297
Cr-Co −0.1307 (−0.1205) 0.0532 −0.0238 0.0114
Cr-Ni −0.0056 (−0.0012) 0.0176 −0.0045 −0.0037
Co-Co 0.1887 (0.2953) −0.0109 0.0228 −0.0444
Co-Ni 0.1037 (0.0788) −0.0074 0.0161 −0.0208
Ni-Ni 0.0444 (0.0179) −0.0018 0.0074 −0.0073
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TABLE VI. Effective charge transfer between alloy components |q̄ij |, intersite screening constant at the first coordination shell α
ij

1 , and
effective pair interactions (in mRy) at the first four coordination shells. The interactions at the first coordination shell in parentheses are without
electrostatic contribution [cf. Eq. (14)].

Pair V
ij

110 V
ij

200 V
ij

311 V
ij

220

(ij ) |q̄ij | α
ij

1 500 K 750 K 500 K 750 K 500 K 750 K 500 K 750 K

Fe-Co 0.127 0.098 1.089 (0.463) 1.114 −0.211 −0.183 0.038 0.034 −0.046 −0.040
Fe-Ni 0.209 0.092 0.757 (−0.788) 1.071 −0.624 −0.643 −0.086 −0.053 0.272 0.212
Fe-Cr 0.232 0.098 2.551 (0.580) 2.244 −0.716 −0.597 0.025 −0.015 0.104 0.121
Co-Ni 0.082 0.083 −0.588 (−0.791) 0.478 −0.016 −0.046 −0.105 −0.084 0.162 0.131
Co-Cr 0.359 0.097 6.952 (2.164) 6.450 −1.656 −1.406 0.153 0.077 0.013 0.062
Ni-Cr 0.441 0.095 6.559 (−0.404) 6.607 −2.661 −2.422 −0.121 −0.141 0.756 0.659

calculated effective interactions still depend on the temper-
ature through the lattice constant and the magnetic state
due to LSF. For statistical modeling of the atomic SRO at
720 K, the effective chemical interactions were calculated
by the SGPM method [31,48,49] implemented in the Lyngby
version of the EMTO-CPA code [67] in the DLM-LSF state at
750 K and a Wigner-Seitz radius of 2.68 a.u. (lattice constant
3.629 Å). Another set of interactions was also used [evaluated
at 500 K and a Wigner-Seitz radius of 2.66 a.u. (lattice
constant 3.602 Å)] to estimate the temperature of a possible
order-disorder phase transition as well as the temperature de-
pendence of the effective interactions. The Wigner-Seitz radii
at those temperatures were estimated in the Debye-Grüneisen
model.

The SGPM pair interactions contain two contributions [49]

V ij
p = V ij−scr

p + V ij−1e
p , (14)

where V
ij−1e
p is the one-electron contribution or GPM poten-

tial, and V
ij−scr
p is the screened Coulomb interaction at the

pth coordination shell for the i-j pair of alloy components,
which is given by Eq. (11). The effective charge transfer
q̄ij and intersite screening constants α

ij
p defining V

ij−scr
p are

shown in Table VI, together with the calculated effective pair
interactions at the first four coordination shells for 500 and
750 K.

The strongest interactions are between pairs of Cr-Co
and Cr-Ni at the first coordination shell. They are positive
and thus, according to Eq. (7), these nearest-neighbor pairs
experience quite strong attractive interactions to each other.
This is also the case for Cr-Fe pairs at the first coordination
shell, but interaction is substantially weaker. One notices that
these interactions tend to increase when lowering temperature,
and besides, the Cr-Co interaction becomes stronger than the
Cr-Ni one.

The reason for the strong attraction between Cr and
the other alloy components at the first coordination shell
is the electrostatic interaction between these alloy components
due to their size difference. This is clearly seen in Table VI,
where the contribution from the one-electron term in Eq. (14)
is separately given at the first coordination shell. One no-
tices for instance, that without electrostatic contribution, the
nearest-neighbor Cr-Ni interaction is even negative.

The other interactions at the first coordination shell (be-
tween Fe, Co, and Ni) are weak, and therefore, the main
ordering is going to be between these three metals (Me) and

Cr. Moreover, since the Cr-Me interactions at the second
coordination shell are also relatively strong and negative,
the dominating order should be of the (001) type, with the
formation of a kind of L12-(Fe,Co,Ni)3Cr alloy. As noted in
the Introduction, energetic preference for this type of ordering
was previously found in direct ab initio modeling in the FM
state [26,27].

In these papers [26,27], the ordering energy was estimated
to be of the order of −4.4 mRy/atom (or −0.24 eV/cell).
If one calculates the ordering energy of a L12-(Fe,Co,Ni)3Cr
alloy in the FM state by the ELSGF method (using the 864-
atom supercells of random and partially ordered alloys for a
fixed lattice constant of 3.588 Å), a value of −4.2 mRy/atom
is obtained which is in agreement with the previous ab initio
calculations. However, the value is only −2.0 mRy/atom in
the paramagnetic DLM-LSF state at 500 K. Furthermore,
the ordering energy of L12-(Fe,Co,Ni)3Cr obtained from the
SGPM pair interactions at 500 K is −2.7 mRy/atom, and
−3.5 mRy/atom in the FM state at 0 K, in agreement with the
direct total energy calculations. A large difference between
ordering energies and effective interactions in different mag-
netic states was also observed in austenitic steels [19].

The size difference of alloy components is also the origin
of the local lattice relaxations and strain-induced interactions
which should be added to the effective chemical interactions
obtained in the SGPM calculations. Unfortunately, the system
is too complicated to determine such interactions accurately
and reliably. Therefore, it is assumed that the strain-induced
interactions mostly modify the nearest-neighbor Ni-Cr and
Co-Cr interactions by −1.0 and −0.8 mRy, respectively [74].
Although the estimate is rather rough it should be sufficient
to give a qualitative picture of ordering in this system, since
these interactions are much smaller than the chemical ones.

Most of the multisite effective interactions are relatively
weak. The strongest three-site interactions are found for the
clusters connecting three nearest-neighbor sites along the
[110] direction V

(3)−αβγ [δ]
114 (for the nomenclature of cluster in-

dexes, see Ref. [24]), which are, for instance, V (3)−NiNiNi[Cr]
114 =

−3.22 mRy, V
(3)−NiNiCo[Cr]

114 = V
(3)−CoNiNi[Cr]

114 = −2.53 mRy,
and V

(3)−NiCoNi[Cr]
114 = 2.45 mRy. For other variations of alloy

components, the interactions are significantly smaller, espe-
cially when containing Fe: V

(3)−FeFeFe[Cr]
114 = −0.44 mRy.

In the case of four-site interactions, the picture is a bit
different. Again, the strongest interactions are connected with
permutations of only Ni and Cr, while the appearance of Co
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FIG. 9. Atomic SRO parameters α
ij

lmn at the first and second
coordination shell from Monte Carlo simulations with the effective
interactions at 750 K. The dashed line shows the order-disorder
transition.

substantially reduces the interaction. At the same time, the
presence of Fe has only little effect. For instance, the strongest
four-site interaction is V

(4)−NiNiNiNi[Cr]
111112 = 1.44 mRy [this is for

a tetrahedron formed by vectors (1,1,0), (1,0,1), and (2,0,0),
in units of half of the fcc lattice constant], while, for instance,
V

(4)−CoCoCoCo[Cr]
111112 = −0.27 mRy.

These multisite interactions are still smaller than the
dominating pair interactions (actually, there are additional
prefactors δcα

i for multisite interactions in the Hamiltonian,
which reduce their contribution significantly relative to pair
interactions that are similar in magnitude). Thus, their contri-
bution should not determine the type of ordering at elevated
temperatures. Therefore, Monte Carlo simulations are only
performed with the effective pair interactions corrected for the
strain-induced interactions as described above. Interactions up
to the 20th coordination shell were employed.

F. Results of statistical simulations

Monte Carlo simulations are done using two sets of inter-
actions: for 750 and 500 K. Figures 9 and 10 show the atomic
SRO parameters α

ij

lmn as obtained in Monte Carlo simulations
with effective interactions for both temperatures. They are
very similar, with just small quantitative differences: For
instance, as expected from the effective pair interactions, αNiCr

110
is slightly more pronounced than αCoCr

110 above the transition
temperature with 750 K interactions. However, considering all
the approximations used in this modeling, it is hard to say if
this effect will also be present in more accurate theoretical
simulations. A snapshot of Cr25Fe25Co25Ni25 at 700 K is
shown in Fig. 11.

Although the effective interactions for 750 and 500 K are
quite close to each other, they yield quite different order-
disorder transition temperatures: 420 K in the first case and
530 K in the second. Such a sensitivity of the ordering
transition to the effective interactions means that the tempera-
ture dependence of the effective interactions is an important

α 1
1
0

ij
α 2

0
0

ij

FIG. 10. Atomic SRO parameters α
ij

lmn at the first and second
coordination shell from Monte Carlo simulations with the effective
interactions at 500 K. The dashed line shows the order-disorder
transition.

feature, which should be considered in accurate statistical
thermodynamics simulations.

A snapshot of the ordered structure just 30 K below the
ordering phase transition is shown in Fig. 12. The ordered
structure is indeed L12-(Fe,Co,Ni)3Cr, with strong Co-Cr and
Ni-Cr order reflected in the selected positioning of Co and Ni
atoms with respect to Cr atoms. At the same time, Fe-Cr atoms
are almost uncorrelated at this temperature. The structure in
Fig. 12 is purely hypothetical from a practical point of view.
However, it shows the state in which the system tends to
be and therefore, it is definitely relevant to what happens in
this alloy at a local scale, even if long-range order cannot be
established.

The calculated order-disorder transition temperature of
about 500 K is quite low compared to the one where the
timescale for equilibration is still within days. On the other
hand, the effective interactions and the ordering energy are
small to expect such a relatively high transition temperature
if one believes in the strong stabilization role of the high
configurational entropy of a multicomponent alloy. In fact,
it is practically the same transition temperature as has been

z

y
x

FIG. 11. A snapshot of a 12 × 12 × 12(×4) Monte Carlo sim-
ulation box at 700 K obtained with the 750 K interactions, 330 K
above the order-disorder phase transition. Cr atoms are dark blue, Co
light blue, Ni gray, and Fe yellow.
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z

y
x

FIG. 12. A snapshot of a 12 × 12 × 12(×4) Monte Carlo simu-
lation box at 500 K obtained with the 500 K interactions, just 30 K
below the order-disorder phase transition. The colors of atoms are
the same as in Fig. 11.

obtained in theoretical modeling of ordering of austenitic
steels [19].

In order to see what happens, the configurational entropy
has been determined from the heat capacity obtained in Monte
Carlo simulations. Figure 13 shows that the deviation of the
configurational entropy Sconf due to atomic SRO from that
of a four-component random alloy (1.3863 kB) is relatively
small down to the L12-(Fe,Co,Ni)3Cr ordering temperature.
At lower temperatures, Sconf is still relatively large and the
decrease remains less than one expects for an L12 ordered
state of a binary A-25 at.% B alloy (0.5623 kB). This change
is only reached just above the next transition temperature.
The explanation is clear: While the “corner” positions of
the fcc unit cell become occupied almost exclusively by Cr
atoms, there is essentially a random three-component alloy on
the other three sublattices at the L12-(Fe,Co,Ni)3Cr ordering
temperature. SRO ordering of Fe, Co, and Ni mainly takes
place below this ordering temperature (see also the change in
the α

ij

lmn with temperature in Fig. 10).

G. Effect of atomic SRO and magnetic state on elastic constants

To investigate the effect of atomic SRO and magnetic
state on the elastic properties of Cr25Fe25Co25Ni25, ELSGF

S
  

  
(k

 )
co

n
f

B

T (K)

FIG. 13. Configurational entropy of Cr25Fe25Co25Ni25 from
Monte Carlo simulations.

TABLE VII. Elastic constants cij , bulk modulus B, and shear
modulus c′ for (110) shears (in GPa), as calculated and from experi-
ment (this work).

FM state at 0 K DLM-LSF state at 300 K

random random SRO at T = 1200 K Experiment

c11 235 214 218 217(2)
c12 157 136 134 138(2)
c44 162 148 148 133(2)
B 183 162 162 164
c′ 39 39 42 39

supercell calculations have been performed to determine the
elastic constants cij for a Wigner-Seitz radius of 2.64 a.u.
(lattice parameter 3.575 Å). Supercells contained 512 atoms
(8 × 8 × 8) and atomic SRO parameters up to the eighth co-
ordination shell were considered. For a supercell representing
a random alloy, the atomic SRO parameters at the first three
coordination shells were equal to zero, while for the supercell
with atomic SRO, they were based on those obtained in Monte
Carlo simulations with 750 K potentials at 1200 K.

The most significant parameters are at the first two coordi-
nation shells for Ni-Cr (αNiCr

110 = −0.130 and αNiCr
200 = 0.120)

and for Co-Cr pairs (αCoCr
110 = −0.125 and αCoCr

200 = 0.094).
The other SRO parameters are much smaller in magnitude,
including those for more distant coordination shells. Note
that atomic correlation functions beyond the local interaction
zone in the LSGF calculations practically do not contribute
to the electronic structure and total energy. In the present
calculations the local interaction zone was quite arbitrarily set
to consist of two fcc coordination shells. However, the main
goal of these particular calculations is to see the effect of just a
relatively small amount of atomic SRO, which will be present
in real alloys. Also two magnetic states were considered, the
FM state and the DLM-LSF state at 300 K [75]. The results
are presented in Table VII.

One notices that atomic SRO practically does not affect
elastic properties in this alloy (small differences are within
the accuracy of the whole theoretical methodology). This
outcome is probably not surprising in view of experimental
data for Cu-25 at.% Au and Ni-25 at.% Fe where even long-
range order produces very little effect on the elastic properties
[76,77]. It is also probably the reason why elastic constants (at
least in this system) are not sensitive to the treatment of local
environment effects in the first-principles calculations [75].

Both results, for alloys with and without atomic SRO, are
in very good agreement with experimental data (as-grown
state). At the same time, the elastic constants calculated in
the FM state differ substantially from the DLM-LSF results.
This shows the importance of magnetism for bonding in this
system, like in the case of effective chemical interactions.

H. SRO: Theory vs experiment

The six partial SRO scattering patterns as obtained from
electronic structure calculations at 720 K, are shown in
Fig. 14. Strong maxima at X position are found for Cr-Co,
Cr-Ni and weaker ones for Fe-Co, Fe-Ni. A strong maximum
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FIG. 14. SRO scattering at (hx, hy, 0) positions for 720 K sepa-
rately for the six partial SRO parameter sets α

ij

lmn as determined by
the present electronic structure calculations.

at � position is seen for Ni-Co. For Cr-Fe, weak modulations
with a maximum not at a special position [at about (0.3,0,0),
not visible in Fig. 14] are present.

Figure 5 (top sectors) shows the elastic diffuse scattering
one obtains from these electronic structure calculations for
the scattering at the three edges. At the Cr edge, the largest
scattering contrast is present for Cr-Ni, Cr-Co, and Cr-Fe, in
this sequence (Table I). The partial SRO patterns of Cr-Ni
and Cr-Co exhibit a strong maximum at X position (Fig. 14):
More than 90% of the peak value [Fig. 5(a), top sector] comes
from their partial SRO scattering. With 3.6 Lu the maximum
is slightly higher than found experimentally (2.8 to 3.5 Lu).

Note that a rescaling of temperature (considering the α
ij

lmn at
820 K instead of 720 K) already provides excellent agreement.

At the Fe edge the maximum at X position does not domi-
nantly come from Fe-Ni and Fe-Co with the highest scattering
contrasts due to their weaker modulations (Fig. 14). Instead,
60% of the maximum at X position [Fig. 5(b), top sector]
comes from the partial Cr-Ni and Cr-Co SRO scattering. With
2.0 Lu, the peak value closely fits the experimental findings
(1.8 to 2.5 Lu).

At the Ni edge Ni-Co and Fe-Ni have the strongest scat-
tering contrasts and are the reason for the slight intensity
increase towards � position [Fig. 5(c), top sector]. Ni-Cr with
the third strongest (but already low) scattering contrast might
be the reason for the weak maximum at X position noted
in experiment. Such a maximum, however, is not seen in
the electronic structure calculations due to the large negative
contribution from Ni-Co SRO scattering (Fig. 14).

The total SRO scattering as obtained from the electronic
structure calculations at the three edges, was also ana-
lyzed using the SRO scattering within the (hx, hy, 0) plane
exclusively—like it was done to obtain αeff

lmn from the elastic
part of the diffuse x-ray scattering (Table II). This procedure
offers the possibility to judge the quality in the outcome when
no 3D data set but scattering only for the (hx, hy, 0) plane is
available. The effective SRO parameters αeff

lmn then obtained
from least-squares fitting, are given in Table II. One notes that
αeff

000 at the Cr edge is slightly larger than 1, due to the large
number of X positions with high scattering within (hx, hy, 0).
The positive value of αeff

110 at the Ni edge confirms that local
decomposition prevails.

The recalculated SRO scattering at the three edges is shown
in Fig. 5 (left sectors). An excellent agreement in scattering
between the directly calculated pattern and the recalculated
pattern (using αeff

lmn from Table II) is found. The reason for
this agreement might be that the fitted patterns were free from
experimental uncertainties. This outcome supports the validity
to determine the leading αeff

lmn just from slightly modulated
scattering in the (hx, hy, 0) plane.

VIII. DISCUSSION

A comparison between the SRO data from diffuse x-ray
scattering and electronic structure calculations reveals a close
similarity for the Cr edge and the Fe edge. In both cases, the
maxima are located at X position. Also, the effective SRO
parameters αeff

lmn in Table II are similar. The SRO data for the
Ni edge, however, differ: On one side, they reveal a locally
decomposed state, on the other side, a locally ordered state.

The weak scattering contrast and the large RRS for the
Ni edge introduce higher uncertainties in evaluation than for
the measurements at the Cr edge and the Fe edge. Also, on
the basis of the calculated partial SRO parameter sets, the
difference in SRO scattering between the maximum at about
(0.3,0,0) and the value at (1,0,0) only amounts to 0.15 Lu. The
different location of the SRO maximum might be related to the
strong decomposition tendency introduced by the Ni-Co pair
correlation: Without this partial SRO correlation, the maxi-
mum in total SRO scattering would be located at X position.

If one compares the SRO data and the results from APT,
an interesting feature is indicated: There is a deviation in the
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sequence of the field evaporation strength among the elements
when pure and when within the alloy. This change suggests
that Cr in Cr-Fe-Co-Ni is preferential and not in a statistically
uncorrelated way surrounded by Ni and Co elements. And just
these pair correlations Cr-Ni and Cr-Co lead to the diffuse
maximum at X position.

The possible presence of strong atomic displacements was
repeatedly considered for HEAs. Strong atomic displace-
ments are known, e.g., for solid solutions of Al-rich Al-Cu
(see Ref. [1] and references therein). They lead to a strong
asymmetry in scattering around Bragg positions: here SRO
scattering of a locally decomposed system has its maximum
while the SE scattering contribution changes sign due to
the sinus dependence in Eq. (5). In the present study, SE
scattering causes a shift of the maximum in SRO scattering
off X position where SE scattering has zero intensity, too. As
SE scattering has a linear dependence on fi − fj , a shift in
direction may be achieved for alloys of neighbored elements
when x-ray energies are tuned close to the absorption edges
of both constituents (Ni-Fe, Ni-Cr, Fe-Cr; for a summary, see
Ref. [1]). Such a change in shift is indicated in the present
study. As the magnitudes of the shifts are comparable between
the binaries and the present quaternary, no stringent hint is
provided for the presence of strong atomic displacements.

In contrast to the present study where APT showed that
a single-phase state is present, there are two TEM studies
where two-phase states were found for Cr-Fe-Co-Ni [17,78].
In both cases, however, no states of thermal equilibrium were
studied: According to the present resistivity measurements
(Fig. 1), neither aging at 1573 K for 1 week followed by
water quench as reported by Kozak et al. [17] nor the as-cast
state reported by Guo et al. [78] will result in equilibrium
states. There are further indications that nonequilibrium states
were studied. Kozak et al. [17] stated that an onset of phase
decomposition seems to be indicated by the appearance of a
heterogeneous morphology with small fully coherent regions
(�20 nm in size) with different composition. Guo et al. [78]
noted a second phase at grain boundaries of their polycrys-
talline material, showing an enrichment in Cr. As Cr has the
highest diffusion coefficient in Cr-Mn-Fe-Co-Ni as well as in
Cr-Fe-Co-Ni [79,80], kinetics will be the reason.

IX. CONCLUSIONS

As HEAs were often considered to possess microstructural
features deviating from those in binary or ternary systems,
it seems instructive to follow the location of the diffuse
maxima from various binary solid solutions over the ternary
Fe-21 at.% Cr-23 at.% Ni [6] to the present quaternary Cr-
Fe-Co-Ni. (i) For Ni-Cr [20–23] it goes from W over X to X

position. (ii) For Fe-Cr [81] it changes from � over W to � po-
sition. (iii) For Fe-Ni [82–84] it goes from X over � to X posi-
tion. The finding of local decomposition due to the Ni-Co pair
correlation function is interesting and calls for a diffuse scat-
tering experiment in the fcc solid solution which extends over
the whole range of composition for temperatures above the
allotropic transformation of Co. In conclusion, no special fea-
tures are seen in the SRO data of this multicomponent alloy.

For more detailed information of local order in Cr-Fe-Co-
Ni, a mosaic crystal spectrometer [85] would be required

(besides 3D data sets) to improve data quality: Resonant
Raman scattering K-MIIMIII as well as Compton scattering
could then be removed experimentally. As in the case of the
SRO parameters, only effective linear displacement param-
eters would be accessible. However, as pair displacements
are species dependent and have vector property (this yields
27 parameters per lmn shell for a quaternary alloy), this is
beyond the scope of a diffuse scattering study.

Equimolar Cr-Fe-Co-Ni exhibits a pronounced ordering
tendency towards the L12-(Fe,Co,Ni)3Cr structure, which
can be stabilized at about 500 K according to a theoretical
estimate. The strongest interactions occur between Cr-Co
and Cr-Ni nearest-neighbor pairs and are mainly due to the
electrostatic effects caused by the size difference of these
atoms. The ordering tendency is much stronger in the FM
state. However, the Curie temperature is quite low (about
120–130 K), atoms are then almost immobile, and thus, it is
impossible to follow the ordering transition experimentally.

It is demonstrated that a “high” configurational entropy
by itself does not warrant stabilization of the random con-
figurational state. Due to specific ordering between alloy
components, equimolar Cr-Fe-Co-Ni behaves actually like a
quasibinary Me75Cr25 alloy with L12 type of ordering. In fact,
if one uses hypothetical Me-Cr interactions taken just as the
average pair Fe-Cr, Co-Cr, and Ni-Cr effective interactions at
500 K, the order-disorder transition is 630 K, i.e., just 100 K
above the transition in the equimolar Cr-Fe-Co-Ni alloy. The
reason is simple: in this kind of ordering only one sublattice is
occupied by preferentially Cr atoms, while there is a random
alloy of the remaining alloy components on the three other
fcc sublattices: High configurational entropy only leads to a
partially random state.

The strong impact of the magnetic state on bonding in
this alloy is also reflected in the sensitivity of the elastic
constants of Cr25Fe25Co25Ni25 to the magnetic state as has
been demonstrated in the first-principles calculations. At the
same time, elastic constants seem to be practically unaffected
by the atomic SRO, at least when its degree is not that large.
It should be stressed that it does not mean that other alloy
properties do not depend on atomic SRO. As has been ob-
served experimentally, resistivity is apparently quite sensitive
to the state of order. This point needs further theoretical
investigation which is beyond the scope of the present work.

One puzzle remains unresolved: first-principles calcula-
tions at 0 K predict that random Cr25Fe25Co25Ni25 is unstable
in the fcc structure, while experimentally it is fcc though
the configurational state in this case can be different from
random. Thermal magnetic and vibrational excitations can
also stabilize the fcc structure at finite temperatures. The
accurate theoretical investigation of this problem is hardly
possible nowadays.
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