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We theoretically model the spin-orbit interaction in silicon quantum dot devices, relevant for quantum
computation and spintronics. Our model is based on a modified effective mass approach which properly accounts
for spin-valley boundary conditions, derived from the interface symmetry, and should have applicability for
other heterostructures. We show how the valley-dependent interface-induced spin-orbit 2D (3D) interaction,
under the presence of an electric field that is perpendicular to the interface, leads to a g-factor renormalization
in the two lowest valley states of a silicon quantum dot. These g-factors can change with electric field in
opposite direction when intervalley spin-flip tunneling is favored over intravalley processes, explaining recent
experimental results. We show that the quantum dot level structure makes only negligible higher order effects
to the g-factor. We calculate the g-factor as a function of the magnetic field direction, which is sensitive to the
interface symmetry. We identify spin-qubit dephasing sweet spots at certain directions of the magnetic field,
where the g-factor renormalization is zeroed: these include perpendicular to the interface magnetic field, and
also in-plane directions, the latter being defined by the interface-induced spin-orbit constants. The g-factor
dependence on electric field opens the possibility for fast all-electric manipulation of an encoded, few electron
spin qubit, without the need of a nanomagnet or a nuclear spin-background. Our approach of an almost fully
analytic theory allows for a deeper physical understanding of the importance of spin-orbit coupling to silicon
spin qubits.
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I. INTRODUCTION

Electronic g-factor arises as a direct consequence of the
spin-orbit coupling (SOC); while relativistic in origin, SOC
can be considerably modified in solids due to the electron’s
quasiparticle nature and a nontrivial band structure, as well
as a result of heterostructure confinement effects (see, e.g.,
Ref. [1]). The variations of g-factor (and more generally, a
SOC) in heterostructures and compounds in externally applied
electric or magnetic fields is at the basis of spintronics and
has led to a multitude of exotic proposals, ranging from spin
transistors [2] to topological insulators [3]. While the SOC
interaction is often considered in novel materials, it turns
out to be a non-negligible effect in silicon as well [4]. As
silicon is recognized as a promising material for spin-based
quantum computing [5], understanding the manifiestation and
influence of SOC in real devices takes on increased impor-
tance. Particularly relevant are lateral quantum dots (QD)
realized in silicon heterostructures confining few electrons,
which allow electric gate control of the spin system [6–18].
Silicon can be isotopically enriched to 28Si and chemically
purified (see, e.g., Ref. [19]), thus removing nuclear spin
background as a major source of spin qubit dephasing. As a
consequence of the increased qubit sensitivity to variations in
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resonance frequency, the g-factor’s (weak) tunability with an
applied electric field becomes an appreciable tool for qubit
manipulation [10–13].

The standard description of the g-factor renormalization
in a crystal is via a second-order perturbation theory (PT),
using the bulk k · p Hamiltonian H(k) plus the spin-orbit
interaction. It is given as a sum over the virtual electronic
excited states (bands), where a relative contribution of an
excited state depends on its coupling to the electron state of
interest via the spin-orbit interaction Hamiltonian, and is sup-
pressed by the corresponding energy denominator [20]. In Si,
however, the bulk renormalization is very weak (of the order
of δg ∼ 10−3), explained theoretically [20,21] by the large
band-gap at the six equivalent conduction-band minima, at
k ≈ n̂k0, (with n̂ ≡ ±x̂,±ŷ,±ẑ and k0 � 0.85 2π

a0
), Fig. 1(a).

A presence of an external electric field F only weakly disturbs
the crystal symmetry, which leads to even weaker effect for
δg(F) (to be discussed below). In a silicon heterostructure (in
this paper, Si/SiO2 is mainly considered as the confinement
interface in the growth direction, however, the results are
generally applicable to a Si/Ge heterostructures as well),
the band structure is modified due to valley-orbit interaction,
reflecting the reduction of the Si bulk crystal symmetry at
the heterostructure interface. This generally leads to lifting
of the sixfold degeneracy, e.g., for a heterostructure with a
growth direction along [001], four of the valleys are lifted
up in energy, while at crystal directions ±ẑ a superposition
of the two valley states forms the lowest eigenvalley states,
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FIG. 1. (a) The six valleys in silicon. At a (0, 0, 1) Si/SiO2

interface (a MOS structure), the low-energy subbands are formed
by the ±ẑ valleys. (b) Confinement in z direction at the Si/SiO2

interface and with an applied electric field Fz, forms the eigenvalley
states v1, v2, split by a tunable valley splitting EVS ∝ Fz, see Eq. (23).
Note that the electron wave function ϕ(z) and its derivative ∂zϕ(z)
may experience a discontinuity at the interface region [see Sec. II B
and Eq. (8)]. [(c) and (d)] For a small quantum dot, the valley
splitting is much smaller than the orbital splitting: EVS � �orb ≡
h̄ω0 (typically [7,11,16], EVS = 100–500 μeV, �orb = 2–8 meV).
(c) The one electron g-factor can be approximated by gv1 , associated
with the lower eigenvalley state v1, while the three electron g-factor
can be approximated by gv2 , associated with the upper eigenvalley v2.
(d) Higher-orbital states only introduce a small second-order effect
(Sec. IV B 2), such that one is actually measuring just the eigenvalley
g-factors: g1e � gv1 and g3e � gv2 .

which are split-off by the valley splitting EVS [Figs. 1(a)
and 1(d)]. An applied external electric field, F = (0, 0, Fz),
enhances the valley splitting, varying in the range of few
hundreds μeV, which was recently measured in Si quantum
dot heterostructures [7,8] and confirmed by effective mass and
tight-binding calculations [22–26].

It was stressed by Kiselev et al. [27,28] (see also Refs. [29–
31]) that the g-factor renormalization can be equivalently
represented as a first-order perturbation with the Hamilto-
nian δH = eA · V bulk, where V bulk = h̄−1∂Hbulk (k)/∂k is the
(bulk) velocity operator, and A(r ) is the vector potential,
which is a linear function of the radius vector r for a homoge-
neous magnetic field. In low-dimensional structures, such as
a heterostructure or a quantum well (QW), this representation
is argued to be more effective than the direct PT summation,
leading to the expression for the g-factor tensor (gαβ) [28,32]:

1
2μBσα;ss ′gαβBβ � 1

2μBσα;ss ′g0Bα + 〈e1, s|δH|e1, s ′〉, (1)

where s, s ′ = ±1/2, σα are the Pauli matrices (for a 1/2-
spinor), and |e1, s〉 are the Kramers-conjugate lowest subband
states. Given, e.g., an in-plane magnetic field, the vector
potential is A ∼ z, and the matrix element relates to the “bulk”

g-factor renormalization as

δgbulk ∝ 〈e1, s|δH|e1, s ′〉 ∝ 〈e1, s|zV bulk|e1, s ′〉 � 〈z〉Vbulk.

(2)

The dependence of δg on an external electric field Fz (applied
along the growth z direction, as is in the experiment) may arise
from two distinct mechanisms: (i) from the z-confinement
deformation of the 〈z〉 matrix element and (ii) from a more
subtle mechanism, related to the energy dependence of the
effective mass m(E) and other parameters of the bulk k · p
Hamiltonian (referred to as nonparabolicity effects: see, e.g.,
Ref. [33]).

The above, however, is not the whole story. In addition to
the bulk k · p (effective mass) Hamiltonians HA,B

bulk (k) corre-
sponding to the materials A,B that form the heterostructure,
there is also an interface region (with size of the order of
the materials’ lattice constants, aA, aB ). The latter can be de-
scribed to a good approximation with an energy-independent
transfer matrix T̂if that characterizes solely the interface re-
gion (see, e.g., Refs. [31,34–38]), and relates the wave func-
tions and their derivatives, �n

A,B , ∂z�
n
A,B , at the interface [see

Fig. 1(b) and the discussion below]; here, n enumerates the
bands (and their degeneracies) in each material. The transfer
matrix T̂if amounts to a certain boundary condition on the (en-
velope) wave function components �n

A,B , ∂z�
n
A,B , which can

be equivalently expressed as an interface Hamiltonian Hif (k).
Thus one arrives at an “interface” g-factor renormalization of
the form

δgif ∝ 〈z〉Vif , (3)

where Vif is a “velocity” associated with the interface Hamil-
tonian [29,34,35,39]. We argue in what follows that in a
Si/SiO2-inversion layer the interface mechanism dominates
the bulk, δgif � δgbulk. Physically, the interface contribution
is expected to be large for quite distinctive materials such
as Si/SiO2; however, it cannot be excluded a priori in less
distinctive heterostructures, e.g., in GaAs/AlGaAs or Si/Ge
ones.

This paper is a thorough study of the theoretical construc-
tion and its consequences that was suggested in our original
short paper publication [13]. Results include general models
of the valley splitting, valley-dependent SOC interactions, and
valley-dependent anisotropic g-factors at a Si-heterostructure
interface. In particular, (1) we obtain an interface modified
effective mass approach where the electron spin and valley
components are mixed at the heterostructure interface via
a nontrivial boundary condition (BC), in the presence of a
perpendicular electric field, Sec. II. This BC is equivalent to
intervalley tunneling plus intervalley and intravalley electron
spin-flip processes, and reflects the interface C2v symmetry.
The derived interface Hamiltonian is singular (in the het-
erostructure growth z direction), which does not allow simple
perturbation theory (PT) for the g-factor.

(2) We obtain from the BC a smooth interface 3D SOC
tunneling Hamiltonian (Sec. III A) that allows PT for the
g-factor renormalizations while maintaining the gauge in-
variance of the results. From the interface Hamiltonian, we
derive the electric field dependent valley splitting at the Si
heterostructure, Sec. III B, for a general interface-confinement
potential, allowing us to interpret the experiment of Ref. [7].
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(3) In the spin-valley mixing sector, we obtain, in a
translationally invariant form, the valley-diagonal Rashba and
Dresselhaus effective 2D SOC Hamiltonians, as well as the
off-diagonal in eigenvalleys Rashba and Dresselhaus SOCs,
Sec. III C. The corresponding valley-dependent Rashba and
Dresselhaus SOC constants for a linear z confinement scale
linearly with the electric field, ∝Fz, as does the valley split-
ting. The valley dependencies of the SOC constants suggest
they may change sign when one switches between eigenval-
leys, as a consequence of the dominance of the intervalley
spin-flipping processes versus the intravalley process.

(4) The valley-dependent g-factor tensor renormalizations
for an in-plane magnetic field are derived in Sec. IV B from
the smooth interface 3D SOC Hamiltonians, scaling as ∝F

2/3
z

for a linear z confinement. For a perpendicular magnetic field,
the relevant g-factor tensor components scale linearly with
Fz, Sec. IV C, being proportional to the nonvanishing electric
dipole matrix elements (cf. Refs. [7,40]).

(5) We show that the sign change of the SOC constants for
different eigenvalleys leads to a corresponding sign change
of the g-factor renormalization. In particular, for the in-plane
magnetic field in a [110] direction, we derive qualitatively
and quantitatively that the g-factor renormalization is opposite
in sign for an electron occupying different eigenvalley states,
Fig. 1(c), as it was observed in the experiment [13], Sec. IV B.

(6) A prediction is made for the g-factor angular depen-
dence on the in-plane magnetic field, as well as for an out-of-
plane magnetic field in Secs. IV B–IV D, that is in accordance
with the C2v interface symmetry, which was confirmed in
current experiments [16,18]. The g-factor angular dependence
provides a single QD spin qubit with decoherence sweet spots
with respect to the magnetic field direction.

(7) In Secs. IV B and IV C, we consider second order
corrections to the g-factor originating from the QD internal
level structure, Fig. 1(d), also including the effect of interface
roughness [7]. For both the in-plane and perpendicular mag-
netic field configurations, these corrections (for a Si QD with
strong lateral confinement) can be neglected: δ(2)g ∼ 10−6.

(8) Finally, in Sec. IV E, we compare our results to various
current experiments [13,16], providing in particular estima-
tions for the ratio of the lower eigenvalley SOC constants, as
well as for the difference of the SOC constants in both eigen-
valleys subspaces with the account for the g-factor offsets
for each eigenvalley. The dephasing mechanism introduced
by the g-factor electric field dependence, is in a qualitative
agreement with the experiment [13]. The results of Sec. IV
can be seen as an experimental proposal to better understand
the spin-valley structure at a Si interface. Section V contains
the summary of results, and a discussion related to recent
experiments with MOS QD structures [16]. More details of
the derivations are presented in Appendices A–C.

II. Si/SiO2 INTERFACE AND BOUNDARY CONDITIONS

A. Valley and spin scattering at a Si/SiO2 heterostructure

We will consider a Si/SiO2 heterostructure grown along
the [001] (ẑ) direction with Si at z > 0 under an applied
electric field in the ẑ direction, (0, 0, Fz) corresponding to
a linear potential Uz(z) = |e|Fzz. Due to a large conduction

band offset to SiO2 (�offset ≈ 3 eV), we will approximate it
with an infinite boundary, Uz(z) = ∞, z < 0 [Fig. 1(b)].

A boundary condition at the heterostructure interface is
a way to establish the interface scattering properties with
respect to an incident wave [23,41] with a wave vector k
close to the band minima. At the Si heterostructure, due to z

confinement, there appear a mixing [42] between the two low-
energy valley states [24,33,43,44] at k0 and −k0 [Figs. 1(a)
and 1(b)], which implies intravalley or intervalley scattering.
Generally, the scattering off the interface may lead not only
to intervalley tunneling transitions (k0 → −k0), but also to a
spin flipping [25,31,33,43–45], σ → −σ (see below).

Assuming the generalized envelope functions [46], the
total electron wave function is written in the single-band
approximation as

�(r ) = [�ẑ(r )ψk0 (r ) + �−ẑ(r )ψ−k0 (r )], (4)

where the Bloch functions at the two band minima (at the
� points) are ψ±k0 (r ) = e±ik0zu±k0 (r ), and u±k0 (r ) are the
periodic amplitudes. The �±ẑ(r ) are spinor envelopes cor-
responding to the two valleys: �ẑ(r ) = [�ẑ,↑(r ),�ẑ,↓(r )]T

and �−ẑ(r ) = [�−ẑ,↑(r ),�−ẑ,↓(r )]T , with spin components
σ =↑,↓; the envelopes �±ẑ(r ) = �x,y (x, y) �±ẑ(z) are sep-
arable in the absence of magnetic field.

In what follows, we consider an equivalent representation,
in which the state is described as a four-component vector:

�(r ) ≡ [�ẑ,↑(r ),�ẑ,↓(r ),�−ẑ,↑(r ),�−ẑ,↓(r )]T , (5)

subject to boundary conditions and tunneling Hamiltonians.

B. Boundary conditions for Si/SiO2 heterostructure

The effective boundary condition at the Si/SiO2-interface
will act on the four-component envelope �(r ), Eq. (5), and
it is derived from symmetry reasonings, for an infinitely high
barrier (assuming a left interface at z = z+

0 ≡ z0 + ε, ε →
+0):(

1 + iR kz − R
2ml

h̄2 Vif (k)

)
�(r ) |z=z+

0
≡ B�(r ) |z=z+

0
= 0.

(6)

Here, kj ≡ −i∂j are quasimomentum operators (j = x, y, z),
B is a boundary operator, R is a parameter of dimension of
length, characterizing an abrupt interface [34,47], and it is
assumed that R � lz, lD , where lz, lD are the QD confinement
lengths along z direction and in lateral directions. For R = 0,
Eq. (6) reduces to the standard BC, �(z) |z=z+

0
= 0 (which is

unphysical, see Appendix C 3). For R �= 0, the BC leads to
spin and valley mixing at the interface via the 4 × 4 mixing
matrix Vif (k) described in the next Sec. II C.

The form of the BC, Eq. (6), can be understood through
the general transfer matrix formalism [36], where hermiticity
of the Hamiltonian across the interface is preserved using a
transfer matrix T̂ (has to be Hermitian either) that relates the
envelope function and its derivative normal to the interface on
both sides of the interface (see also Refs. [31,37] for a recent
account). For example, for the left interface for a single band
and in the case of infinitely high barrier (spin-valley mixing is
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dropped for a while):

0 =
[

�(z−
0 )

∂z�(z−
0 )

]
=

(
T11 T12

T21 T22

)[
�(z+

0 )
∂z�(z+

0 )

]
, (7)

and a nontrivial solution of (7) implies the “resonant condi-
tion”[48] detT̂ = 0; so, T12 �= 0. This means the relation

�(z+
0 ) + iR kz�(z+

0 ) = 0, (8)

reproducing the first two terms in (6) with R ≡ T12/T11,
and implying a discontinuity of the wave function and its
derivative at the interface: �(z+

0 ) �= 0 and kz�(z+
0 ) �= 0. In

the last form, using the dimensional interface parameter R,
the BC was first derived in Ref. [34], by requiring preservation
of the hermiticity of the Hamiltonian in the half-space, z > z0.
Physically, this implies continuity of the envelope flux density
[31,34] (see also Appendix C 1). The parameter R, as well
as the transfer matrix T̂ , is a characteristics of the interface
boundary region; here, we will take it as a phenomenolog-
ical parameter. An estimation, based on a two-band model
(Appendix C 3) gives |R| ≈ 0.1 − 0.2 nm in the case of a
Si/SiO2-interface.

If one drops the kz term in Eq. (6), then the BC is of
the usual “nonresonant type” (in the sense of Ref. [48]),
with T12 = 0, and a transfer matrix obeys detT̂nonres �= 0; this
implies a continuous envelop function at the interface [30].
Such BC have been suggested in Refs. [25,44,45] for the case
of a Si/SiGe interface, and their “nonresonant” character make
them different from ours, Eq. (6).

In this paper, we suggest that the surface contributions
associated with the kz term can be important. In particular,
the interface contribution to the g-factor change will be zero
without this term. We also note, that for R > 0, it is pos-
sible to consider the so-called Tamm states [49] (see also
Refs. [31,34,47]), leading to localization in the ẑ direction
even in the absence of electric field (to be considered else-
where).

C. The C2v interface mixing matrix

The spin-valley mixing interface matrix Vif (k) that en-
ters the BC (6), can be expressed by taking into ac-
count the C2v symmetry at the Si/SiO2 interface (see, e.g.,
Refs. [1,25,44,45]).1 The relevant C2v invariants are the
Rashba and Dresselhaus 2 × 2 forms: HR (k) = σxky − σykx ,
HD (k) = σxkx − σyky . Indeed, for the C2v-symmetry trans-
formations [28,37], one gets (i) a πz-rotation leading to
kx,y → −kx,y and σx,y → −σx,y , (ii) a reflection about the
plane (1, 1, 0), so that kx ↔ −ky and σx ↔ σy , and (iii) a
reflection about the plane (1, 1̄, 0), with the kx ↔ ky and
σx ↔ −σy ; it is then easy to see that HR (k) and HD (k) remain

1For ideal quantum well interfaces, the relevant interface symmetry
(D2d or D2h) admits only the invariant structure corresponding to a
Dresselhaus contribution [45], while with an applied perpendicular
electric field the reduced C2v symmetry admits also the Rashba
structure.

unchanged under these transformations. Thus, the 4 × 4 spin-
valley mixing matrix is parameterized as

Vif (k) =
(

A(k) V I2 + B(k)
V ∗ I2 + B+(k) A(k)

)
, (9)

A(k) ≡ sD HD (k) + sR HR (k), (10)

B(k) ≡ χD HD (k) + χR HR (k), (11)

where sD,R are real parameters, while the intervalley tunneling
matrix elements V = |V |eiφV (z0 ), and χD,R = |χD,R|eiφD,R (z0 )

generally possess phases [25,26,44]. For a general choice of
the origin the phases depend linearly on z0, φV,D,R (z0) =
φV,D,R − 2ik0z0, as it follows from the original valley Bloch
functions in Eq. (4). The 2 × 2 block-diagonal element
A(k) corresponds to intravalley spin-flipping transitions. The
Rashba-type term sR (σxky − σykx ) in the BC was previously
derived [35,47] for single-valley semiconductors. The con-
stant sR has two contributions: sR = sbulk

R + s if
R and it can be

shown that the bulk g∗-factor in Si can contribute to sbulk
R (see,

e.g., Refs. [29]). However, in this paper we argue that interface
contributions are dominating. In particular, at the interface,
both Rashba and Dresselhaus contributions will be allowed.

The off-diagonal elements V I2 and B(k) are related to
an intervalley tunneling (in momentum space). The non-spin-
flipping term (∼V ) is responsible for the valley splitting
[22,23,41] (see also Refs. [26,50,51] for recent account).
The intervalley spin-flipping process will be described by
the term B(k). One of the main results of this paper is the
observation that just this intervalley spin-flipping process is
dominating the description of the experimentally measured
g-factor variations [13].

D. Effective Hamiltonian for the Si/SiO2 heterostructure

The effective two-valley Hamiltonian acts on the four-
component vector [�ẑ,↑(r ),�ẑ,↓(r ),�−ẑ,↑(r ),�−ẑ,↓(r )]T ≡
�(r ), and includes a bulk Si (spin and valley degenerate) part

H0 =
⎡⎣ ∑

j=x,y,z

h̄2k2
j

2mj

+ Ux,y + Uz

⎤⎦ × I4 (12)

with the in-plane, Ux,y , and perpendicular to the interface, Uz,
confinement electron potentials

Ux,y = mt

2

(
ω2

xx
2 + ω2

yy
2
)
, (13)

Uz =
{|e|(z − z0)Fz, z > z0

∞, z < z0
. (14)

In what follows, we consider a circular quantum dot [51],
ωx = ωy ≡ ω0, and assume a much stronger confinement in
the ẑ direction: lz = (h̄2/2ml|e|Fz)1/3 � lD = (h̄/mtω0)1/2,
where ml , mt are the longitudinal and transverse effective
masses for �-valley electrons, |e| is the electron charge, and
Fz is the z-confinement electric field. For the parameters of
the experiment [7,11,13], for electric field Fz � 3 × 107 V/m,
lz ≈ 1 nm. The lateral QD size is lD ≈ 7 nm for the 1e-
case: �1e

orb ≡ h̄ω0 � 8 meV; for the 3e-case, lD ≈ 14 nm:
�3e

orb � 2 meV [since the “valence electron” in this case “sees”

245424-4



ELECTRON g-FACTOR OF VALLEY STATES IN … PHYSICAL REVIEW B 98, 245424 (2018)

Coulomb repulsion, Figs. 1(c) and 1(d)]. Here, �
1e,3e
orb , are the

usual orbital splittings in the QD, Fig. 1(d).
The BC (6) induces a δ-functional Hamiltonian contribu-

tion, Hif that mixes the spin and valley states:

Hif = − h̄2

2Rml

δ(z − z0) ∓ i
h̄2

2ml

δ(z − z0)kz

+ δ(z − z0)Vif (k). (15)

[To show Eq. (15), one needs to integrate the Schrödinger
equation with Hif at the vicinity of the boundary, z = z0.]
The − (+) sign at the second term in Eq. (15) stands for left
(right) interface, with the replacement z0 = zleft (z0 = zright)
and, in general, the interface parameters at the two interfaces
may be different, Rleft �= Rright). For a strong enough electric
field, the z confinement [Fig. 1(b)] will keep electrons close
to the left interface (lz � dQW ≡ zright − zleft), and we will
neglect the influence of the right interface.2 We note that in
the current experiment this is well fulfilled, since the 28Si QW
thickness is dQW ≈ 300–800 nm, while lz ≈ 1 nm for Fz �
3 × 107 V/m. Since lz ∝ F

−1/3
z , smaller electric fields are

possible, providing the z-confinement energy splitting is much
larger than the orbital splitting: 1.5h̄2/(mll

2
z ) � h̄2/(mtl

2
D );

e.g., for �orb = 1 meV one gets a typical field of Fz � 1.3 ×
106 V/m.

III. VALLEY SPLITTING, 2D(3D) EFFECTIVE
HAMILTONIANS, AND INTERFACE SYMMETRY

A. The effective interface perturbation Hamiltonian

The interface contribution, Eq. (15), is essentially singular
and cannot be used, in general, as a perturbation (except in a
heuristic way). The effective interface perturbation Hamilto-
nian can be obtained by recasting the original problem of the
Hamiltonian H0, Eq. (12), plus boundary conditions, Eq. (6),
to a standard BC, B� |z=z+

0
≡ �̃ |z=z+

0
= 0, and a transformed

Hamiltonian. To this end, we consider the third term in the
BC equation (6) as a perturbation (as 〈k2

x〉, 〈k2
y〉 � 〈k2

z 〉) and
replace the boundary operator B up to higher orders with a
suitable unitary transform �BC (Appendix A):

�̃ |z=z+
0
� �BC� |z=z+

0
= 0, (16)

H̃ = �BCH0�
†
BC � H0 + δH, (17)

with �BC = 1 + i[Rkz + R2 2ml

h̄2 Vif (k)kz]. Keeping only the
leading contribution in (17) of order O(R2), one obtains

δH(z) � R∂zUz + R2 2ml

h̄2 Vif (k)∂zUz. (18)

In the following, we will neglect the first term in Eq. (18),
which leads to a common energy shift only.

2Interference effects similar to that in Refs. [25,44] will be consid-
ered elsewhere

B. Approximate diagonalization of the interface matrix:
Valley splitting

As suggested by the experiment [13], the valley splitting
matrix element is much stronger than the corresponding spin
matrix elements [52], |V | � {|χR,D|, sR,D}〈kx,y〉, and the in-
terface spin-valley matrix is represented as Vif (k) = Vif,val +
O(1/|V |) with

Vif,val =
(

0 V I2

V ∗ I2 0

)
. (19)

Thus, one diagonalizes the interface Hamiltonian, Eq. (18),
to leading order via the unitary transform (we choose below
z0 = 0 for convenience)

Uv = 1√
2

(
I2 −eiφV I2

e−iφV I2 I2

)
, (20)

leading to the spin-independent valley-splitting Hamiltonian

δHif,val = 2ml

h̄2 R2 V d
if,val ∂zUz, (21)

with V d
if,val = diag(|V |I2,−|V |I2). The corresponding spin-

degenerate eigenstates are denoted as |vd
2,σ 〉 = [CT

σ , 0, 0]T

and |vd
1,σ 〉 = [0, 0, CT

σ ]T for the upper and lower eigenvalley
states, respectively; Cσ is a spinor, corresponding to the two
spin projections along an applied B field. Turning back to the
original ±ẑ-valley basis, the eigenstates of the leading-order
Hamiltonian H0 + δHif,val will be written as

|v̄i;σ 〉 = 1√
2

[
Cσ

∓e−iφV Cσ

]
φ0(x, y) ϕ̃0(z), i = 1, 2, (22)

where φ0(x, y) ϕ̃0(z) is an eigenstate of H0, Eq. (12), with
BC, ϕ̃0(0+) = 0, in the lowest z subband. The upper/lower
eigenvalley energies are E2,1 = 〈v̄2,1|δHif,val|v̄2,1〉 =
±|V |2mlR

2

h̄2 〈ϕ̃0(z)|∂zUz|ϕ̃0(z)〉 ≡ ±|V |2mlR
2

h̄2 〈∂zUz〉 and the
valley splitting reads

EVS = 2|V |R2 2ml

h̄2 〈ϕ̃0(z)|∂zUz|ϕ̃0(z)〉. (23)

By observing the general integral relation (Appendix B 4)

〈ϕ̃(z)|∂zUz|ϕ̃(z)〉 ≡
∫ ∞

0
dzϕ̃∗(z)∂zUzϕ̃(z) = h̄2

2ml

|ϕ̃′(0)|2

(24)

[it holds for any eigenstate of the Hamiltonian (12) with a
smooth (at z > 0) z-confinement potential Uz and zero BC,
ϕ̃(0) = 0], one can recast the valley splitting to the form

EVS = 2|V |R2 |ϕ̃′
0(0)|2. (25)

Alternatively, the valley splitting can be derived in a dif-
ferent (heuristic) way, using the singular Hamiltonian (15). In
this case, one would consider the first two terms in Eq. (15)
as a leading order boundary condition, recasting them to the
Volkov-Pinsker form [34]

[1 + R∂z]ϕ0(0) = 0, (26)

[cf. Eq. (6)]. Since R is small, one essentially has the BC
ϕ0(R) = 0, which corresponds to z shifting the origin by
R. With ϕ0(z) being the eigenstate of the Hamiltonian (12)
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H0 with the above BC (26) one considers the “perturbation”
δ(z) V d

if,val from Eq. (15), with the diagonal part of the inter-
face matrix. This gives the valley splitting

EVS = 2|V ||ϕ0(0)|2 � 2|V |R2|ϕ′
0(0)|2 � 2|V |R2|ϕ̃′

0(0)|2,
(27)

where we have used Eq. (26), and that ϕ̃′
0(0) � ϕ′

0(0) up to
higher orders in R. The result, Eq. (27), for the valley splitting
coincides with Eqs. (23) and (25), obtained via the effective
Hamiltonian (18).

Notice that for H0, Eq. (12), with the linear z-confinement
potential Uz = |e|Fzz (the “triangular” potential) one has the
lowest energy subband function ϕ̃0(z) = N1 l

−1/2
z Ai(l−1

z z −
Ẽ1) with a normalization N1 � 1.4261, and −Ẽ1 = −2.3381
being the first zero of the Ai function. The z average is
〈z〉 � 1.5587 lz = 1.5587 (h̄2/2ml|e|Fz)1/3, see Eq. (12). For
the valley splitting, one gets then from Eq. (23),

EVS = 2|V |R2 2ml|e|Fz

h̄2 = 2|V |R2l−3
z . (28)

Thus the general relation (25) we have proven (Appendix B 4)
is fulfilled here from the relation dϕ̃0(z)

dz
= N1 l

−3/2
z Ai′(l−1

z z −
Ẽ1) and by noticing that N1Ai′(−Ẽ1) = 1.

For the second (heuristic) approach, with the “shifted BC”
equation (26), the eigenstates of the Hamiltonian (12) will be
just the shifted functions, with the lowest subband being

ϕ0(z) = N1 l−1/2
z Ai

(
l−1
z (z − R) − Ẽ1

)
, (29)

and |ϕ0(0)| = R|ϕ′
0(0)| � R|ϕ̃′

0(0)| �= 0, as implied by
Eq. (25) and the Volkov-Pinsker BC, Eq. (26).

The linear dependence on Fz, Eq. (28), is confirmed exper-
imentally [7,11]. Using the estimation R ≈ 0.1 nm (Appendix
C 3) and the experimental slope [7] �EVS

�Fz
= 1.32 e Å, one gets

a valley-splitting parameter |V | ≈ 2640 meV Å compatible
with the effective mass and tight-binding calculations [24,25]
(extrapolated to the Si/SiO2 case [53]).

Equation (28) corresponds to a valley splitting with linear
Fz dependence and no offset, applicable for relatively large
electric fields, Fz � 3 × 107V/m, when z confinement is
much stronger than lateral confinement. (Notice, however, that
for larger QDs our results are applicable at lower electric
fields as well.) On the other hand, the measurements of the
valley splitting in our previous work [7,11] suggest that such
offset could be possible. For example, a possible nonlinear
dependence at small electric field suggested by tight-binding
calculations [25,43] could lead to an effective offset.

Here, we propose a phenomenological approach that al-
lows to describe the experimentally observed valley splitting
offset [7,11] resulting from an interface localized interaction.
Using the general results, Eqs. (23)–(27), one considers a
confinement potential of the form Uz = 1

2mlω
2
zz

2 + |e|zFz,
which provides a nonzero valley splitting at Fz = 0, with a
confinement length factor, l−3

osc ≡ |ϕ̃′
0(0)|2 = 8√

π
( mlωz

h̄
)3/2. In

the opposite limit of large Fz, the zero-field confinement can
be considered as a perturbation to the linear potential, leading
asymptotically to the behavior E

asympt
VS � 2|V |R2 2ml

h̄2 (|e|Fz +
mlω

2
z〈z〉), which can be interpreted as a positive offset. To

obtain a negative offset, one needs to replace the interface-
localized confinement with a repulsion z potential.

C. Approximate diagonalization of the interface matrix:
the 2D Spin-Orbit Dresselhaus and Rashba couplings

and effective 2D (3D) Hamiltonians

The effective spin-orbit Hamiltonians (of Rashba and Dres-
selhaus type) are obtained similarly to the EVS calculation.
For this end, we apply now the unitary transformation Uv,
Eq. (20), to the full interface matrix V U

if (k) = U+
v Vif (k)Uv,

and obtain the form

V U
if (k) =

(|V |I2 0
0 −|V |I2

)
+

(
A + 1

2Bdiag
1
2Boff

H.c. A − 1
2Bdiag

)
≡ V d

if,val + V s-v
if (k), (30)

with

Bdiag ≡ B(k)e−iφV (z0 ) + B+(k)eiφV (z0 ), (31)

Boff ≡ B(k) − B+(k)e2iφV (z0 ), (32)

obtained via Eq. (11), with φV (z0) = φV − 2ik0z0.
The spin-valley mixing part in (30), V s-v

if (k), consists of
the (eigen)valley block-diagonal and off-diagonal parts and
constitutes the spin-orbit effective coupling at the interface,
derived from Eq. (18):

δHs-v = R2 2ml

h̄2 V s-v
if (k) ∂zUz

= V s-v
if (k) R2|ϕ′

0(0)|2 ∂zUz

〈∂zUz〉 , (33)

with matrix elements between the eigenvalley states v1, v2,
that are proportional to the Rashba and Dresselhaus invariant
forms, HR (k), HD (k). The spin-valley mixing Hamiltonian
δHs-v, Eq. (33), then reads

δHs-v =
(

αR;v2HR + βD;v2HD, αR;21HR + βD;21HD

α∗
R;21HR + β∗

D;21HD, αR;v1HR + βD;v1HD

)
× ∂zUz

〈∂zUz〉 , (34)

where αR;vi
, βD;vi

, and αR;21, βD;21 are the diagonal and off-
diagonal (valley dependent) Rashba and Dresselhaus coupling
constants, related to the effective SOC interactions considered
below. We derive the SOC constants, taking into account the
phases of χR = |χR|eiφR (z0 ), χD = |χD|eiφD (z0 ) in a transla-
tionally invariant form [54]. For the diagonal constants, one
obtains

αR;vi
= [sR ∓ |χR| cos(φR − φV )] R2|ϕ′

0(0)|2, (35)

βD;vi
= [sD ∓ |χD| cos(φD − φV )] R2|ϕ′

0(0)|2,
i = 1, 2 (36)

with − (+) corresponding to the lower eigenvalley v1 (upper
eigenvalley v2), respectively; this is similar to the relevant

245424-6



ELECTRON g-FACTOR OF VALLEY STATES IN … PHYSICAL REVIEW B 98, 245424 (2018)

strong field limit results of Ref. [25]. The off-diagonal Rashba
and Dresselhaus coupling constants are, correspondingly,

αR;21 = ieiφV |χR| sin(φR − φV ) R2|ϕ′
0(0)|2, (37)

βD;21 = ieiφV |χD| sin(φD − φV ) R2|ϕ′
0(0)|2. (38)

Notice that for a linear z confinement, Eq. (14), the SOC
constants scale linearly with the applied electric field Fz. The
off-diagonal elements αR;21, βD;21 could be, generally, of the
same order as the diagonal one, αR;vi

, βD;vi
, depending on

the phases, φV , φR , φD , and assuming |χR,D| � sR,D . These
parameters, including the phases, enter in the observable SOC
constants in certain combinations, relating the diagonal to off-
diagonal (in valley) SOC constants, Eqs. (35)–(38). Equations
(34) and (35)–(38) describe the 3D spin-valley mixing at the
interface. These equations are one of the main results of this
paper, together with the g-factor derivation in the next chapter,
which will be based on them as well.

A 2D version can be obtained by integration over the z

direction. The effective 2D Hamiltonian with Rashba and
Dresselhaus contributions in each eigenvalley subspace is
given by the corresponding block-diagonal parts in Eq. (34):

H2D
vi

= αR;vi
HR (k) + βD;vi

HD (k), i = 1, 2, (39)

with the 2D spin-orbit couplings given by Eqs. (35) and (36).
Similarly, the 2D Hamiltonian that describes the off-diagonal
transitions between the eigenvalley subspaces v1, v2 can be
written in the form

H2D
v2,v1

= αR;21HR (k) + βD;21HD (k), (40)

with the 2D spin-orbit couplings given by Eqs. (37) and (38).
As seen from Eqs. (35)–(38), all the above spin-orbit

constants depend on the common matrix elements constants,
V , sR , sD , χR , and χD , that parametrize the spin-valley mixing
boundary condition, Eq. (6). We note that the 2D spin-orbit
Rashba and Dresselhaus constants, αR;vi

, βD;vi
, may change

sign when one switches between the eigenvalley subspaces
v1 → v2:

αR;v1 � −αR;v2 and βD;v1 � −βD;v2 (41)

if the intervalley contributions, χR , χD dominate the intraval-
ley ones, sR , sD; Eq. (41) is exact for sR, sD = 0. As shown
in the next Sec. IV, this is in qualitative agreement with the
experiment [13], where measurements of the g-factor were
performed for an in-plane magnetic field.

Finally, we mention that one can derive the 2D Hamilto-
nian (34) without recasting the BC to a smooth perturbation
Hamiltonian [as it was done in Eqs. (17) and (18)]. As in
the valley splitting derivation in Eq. (27), one just refers to
the leading order BC, Eq. (26), and uses (heuristically) the
singular “perturbation” δ(z) V U

if (k) with the full interface ma-
trix, Eq. (30). The effective interface Hamiltonian, Eq. (18),

is necessary, however, for the derivation of the g-factor where
the heuristic approach does not work.

IV. ELECTRON g-FACTOR AT THE INTERFACE

A. Derivation of the g-factor corrections

We will consider for each eigenvalley the Hamiltonians,
Eqs. (12) and (21), H̃0 = H0 + δHif,val as the zeroth-order
term, and the spin-valley mixing term δHs-v, Eqs. (33) and
(34), as a perturbation. Since the valley splitting is large,
one can neglect the block-off-diagonal part in δHs-v as it
contributes to the energy renormalization of the subspaces
v1, v2, only in second order of PT, and is suppressed as
∼|χD,R〈kx,y〉|/EVS. The block-diagonal parts of δHs-v are of
the form

H3D
vi

= [αR;vi
HR (k) + βD;vi

HD (k)]
∂zUz

〈∂zUz〉 , i = 1, 2. (42)

One can note that these Hamiltonians are in one-to-one cor-
respondence, via Eqs. (17) and (18), to the BCs in each
eigenvalley subspace [55]:{

1 + iRkz − R
2ml

h̄2 [∓|V | + Vvi
(k)]

}
�vi

(r ) |z=z+
0
= 0,

(43)

with the spin-mixing matrix Vvi
(k) ≡ A ∓ 1

2 Bdiag defined in
Eqs. (10), (11), and (31), and acting on the corresponding
eigenvalley spinors, �vi

, i = 1, 2. Equation (42) may con-
tribute to first order of PT to the g-factor in each eigenvalley
subspace.

For a magnetic field a direct Zeeman term is added to the
zeroth-order Hamiltonian H̃0:

HZ = g∗μB
1
2σ B, (44)

where μB is the Bohr magneton; the bulk Si effective g∗-factor
[20,21,56], is g∗

Si � 1.9983 (at the interface).
The perturbation due to external magnetic field will arise

via the replacement [46] kj → kj + |e|
h̄

Aj (r ) [A(r ) is the
vector-potential], both in H0 and in the interface Hamiltonian
δHs-v or, equivalently, in the respective BCs, Eqs. (6), (15),
and (43), which makes the problem gauge invariant [for a
gauge-invariant BC without spin and valleys, see Appendix
C 1; for a discussion of gauge-invariance see Appendix C 2].
Introducing the magnetic length, lB = (h̄/|e|B )1/2, we require
a stronger z confinement, lz � lB , which is fulfilled in the
experiment for B = 1.4 T, as lB (1.4 T) � 22 nm.

B. g-factor for in-plane magnetic field, B‖
1. δg‖ to first-order PT

For an in-plane magnetic field, one chooses the gauge
A‖(r ) = (Byz,−Bxz, 0). In what follows, we neglect small
corrections originating from the bulk Hamiltonian H0,
Eq. (12). The perturbation to Eq. (42), δBH3D

vi
, due to nonzero

magnetic field B‖, contributes to the g-factor interface con-
tribution, δg

vi

‖ , to first order. Averaging Eq. (42) over the
states |v̄i〉 ≡ |vi〉 ⊗ |φvi

(r )〉 [that includes the envelope wave
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function of the confined electron |φvi
(r )〉 ≡ φ

vi

0 (x, y)ϕ0(z),
see below], for each eigenvalley gives

〈
v̄i

∣∣δBH3D
vi

∣∣v̄i

〉 = a[Uz] μB[αR;vi
(σxBx + σyBy )

−βD;vi
(σxBy + σyBx )], i = 1, 2; (45)

a[Uz] ≡ − |e|
h̄μB

〈z∂zUz〉
〈∂zUz〉 , a[Uz] ∼ 10−3, (46)

with the constant a[Uz] being a weakly dependent functional
of the z-confinement potential Uz. For a constant electric field
a[Uz] is replaced by −|e|〈z〉

h̄μB
. The total Zeeman energy can be

written via the g-factor tensor:

Htot
Z,vi

=
∑
α,β

1

2
μB

(
g0δαβ + δg

vi

αβ

)
σαBβ, (47)

where g0 = g∗
Si is the bulk value in Si, and

δgvi

xx = δgvi

yy = −a[Uz] αR;vi
, (48)

δgvi

xy = δgvi

yx = +a[Uz] βD;vi
. (49)

The Zeeman splitting is expressed as �E ≡ μBg‖(ϕ)B‖,
B‖ =

√
B2

x + B2
y , and Bx = B‖ cos ϕ, By = B‖ sin ϕ, being

the magnetic field components along the Si crystal axes.
By diagonalization of the Hamiltonian (47) for each valley
subspace, one obtains the total g-factor g

vi

‖ (ϕ, Fz),

g
vi

‖ (ϕ, Fz)

= (
g2

0 + 2a[Uz] g0 [αR;vi
− βD;vi

sin 2ϕ]

+ a[Uz]
2

[
α2

R;vi
+ β2

D;vi
− 2αR;vi

βD;vi
sin 2ϕ

])1/2
, (50)

which includes the interface contribution δg
vi

‖ : g
vi

‖ ≡ g0 +
δg

vi

‖ . The Fz dependence in Eq. (50) is implicit via the SOC
constants and z averages, Eqs. (35), (36), (24), and (46). To
first order in a[Uz], it gives the g-factor interface variation as
a function of the in-plane magnetic field direction [57,58], ϕ

(Fig. 2):

δg
vi

‖ (ϕ, Fz) � δ(1)gvi
=− |e|

h̄μB

〈z∂zUz〉
〈∂zUz〉 (αR;vi

− βD;vi
sin 2ϕ).

(51)

The angular dependence on the direction of the in-plane
magnetic field suggests that there could be valley-dependent
“sweet spot directions” ϕvi

where the g-factor variation with
the electric field is zero. Since from Eq. (51),

∂[δgvi

‖ (ϕ, Fz)]

∂Fz

= ∂ ln〈z ∂zUz〉
∂Fz

δg
vi

‖ (ϕ, Fz), (52)

the g-factor noise variation gets to zero together with δg
vi

‖ (Fz).
For a given eigenvalley vi , the choice of the angle ϕvi

will
depend on the size and sign of the Rashba and Dressel-
haus 2D spin-orbit constants, αR;vi

, βD;vi
. The first-order

PT g-factor correction, Eq. (51), can be put to zero when
sin(2ϕ) = αR;vi

/βD;vi
. Thus the optimal angles are expressed

FIG. 2. Angular dependence of the g-factor correction
δg

vi

‖ (ϕ, Fz ), Eq. (51), at different ratios of the spin-orbit parameters:
βD;vi

/αR;vi
= {3.0, 8.0, −10.4} (dashed black, dotted blue, and red

curves, respectively); δg
vi

‖ is in units of e

h̄μB
|αR;vi

|. For B‖ at angles
(shown with arrows) ϕvi

, Eq. (53), measured from the [1, 0, 0]
crystal direction, the QD spin-qubit is immune to the charge noise
on Fz, since the g-factor variation due to electric field noise goes to
zero together with δg

vi

‖ (Fz ), see Eqs. (52), (54), and (72).

as (Fig. 2)

ϕvi
= 1

2
arcsin

(
αR;vi

βD;vi

)
� αR;vi

2βD;vi

+ k
π

2
,

k = 0,±1,±2, . . . , (53)

where the inequality |αR;vi
| � |βD;vi

| is assumed from tight-
binding calculations [25,59]. The sweet spot angles are gen-
erally different for the two eigenvalley states vi . At these
angles the spin qubit is immune to the charge noise (via
the electric field Fz, see Sec. IV E 3). However, at the same
sweet spot angles, the qubit frequency cannot be manipulated
as well. (From a qubit perspective, there should be a trade
off, where one can keep the possibility to manipulate the
qubit reasonably fast, and simultaneously minimize the noise.)
There are weak second-order PT effects, to be considered
in the next section. It is interesting to note that for a zero
Dresselhaus contribution the g-factor variation δg

vi

‖ becomes
angle-independent.

For a linear z confinement, one can rewrite Eq. (51) as

δg
vi

‖ (ϕ, Fz) ≡ Avi
(ϕ)F 2/3

z , (54)

since the SOC constants αR;vi
, βD;vi

∝ Fz, and the av-
erage of the z motion in the lowest subband is 〈z〉 �
1.5587 (h̄2/2ml|e|Fz)1/3, see Eq. (12). In the experiment [13],
where the magnetic field is parallel to the [110] direction (i.e.,
ϕ = π/4), one gets from Eq. (51):

δg
vi

‖ (π/4, Fz) = − (αR;vi
− βD;vi

)|e|
h̄μB

〈z〉 (55)

(for a discussion of the gauge-invariance of this result, see
Appendix C 2). The g-factor scales as F

2/3
z , which is close to

a linear scaling over the range (∼6%) of the experimentally
applied electric fields, see Fig. 3(b).

Since the in-plane g-factor correction, δg
vi

‖ , is proportional
to αR;vi

, βD;vi
, it is clear that for the two eigenvalley subspaces,
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FIG. 3. In (a) the valley g-factors are plotted depending on the
electric field Fz, based on the model, Eqs. (51), (55), and (71), for
each eigenvalley state: |v1〉, |v2〉. The g-factor offsets at zero field
and the intercept at F int

z � 2.1 × 107 V/m are shown. In (b), the
experimental electrical control over the valley g-factors is shown
(dots, at a fixed magnetic field B0 = 1.4015 T). The experimental
points are fitted by the model, Eq. (71). Tuning both the confinement
gate and the plunger gate at the QD [13] provides control of the
electric field Fz, and with that we can vary the qubit resonance
frequency over several MHz. The experimentally observed opposite
dependence of the valley g-factors on the electric field is attributed to
the mixing of the original bulk degenerate spin-valley wave functions
at the Si/SiO2 interface, via the dominance of the intervalley spin-flip
contributions in the BC, Eqs. (6) and (9).

it may change sign along with the sign change of αR;vi
, βD;vi

,
Eq. (41). For example, for the intravalley spin-flip parameters
being exactly zero, sR, sD = 0, the g-factor correction will be
exactly opposite:

δg
v1
‖ = −δg

v2
‖ . (56)

Relatively smaller corrections due to nonzero intravalley spin
flipping, sR, sD �= 0, will generally violate Eq. (56), leaving
the g-factor corrections opposite in sign, but with different
absolute value, |δgv1

‖ | �= |δgv2
‖ |, which is observed in the cur-

rent experiment [13], see Fig. 3. Tight-binding calculations
[25] were performed for the case of a Si/SiGe interface, with
the result that |χD| � |sD|, |χR| � |sR|, while |χR| ∼ |sD|,
supporting the case of Eqs. (41) and (56). For comparison of
the results, Eqs. (51)–(55), with the experiment, see Sec. IV E.

2. δg‖ to second-order PT

Since at certain angles of the in-plane magnetic field,
Eq. (53), the g-factor first-order correction can be zeroed, one
needs to calculate also higher order effects, which arise due to
QD’s energy level structure.

We consider a small quantum dot (QD) in MOS Si/SiO2

heterostructure, Figs. 1(c) and 1(d). Thus the QD is designed
such that the first excited orbital state for one-electron QD is
at �orb � 8 meV above the ground state, and for the three-
electron QD, �orb � 2 meV [7]. Since the valley splitting,
EVS, between the lowest valley eigenstates |v1〉 and |v2〉 is
of the order of few hundred μeV in such heterostructures, the
structure of levels is that shown in Figs. 1(c) and 1(d), with
the two closely spaced eigenvalley states separated by �orb ≡
h̄ω0 � EVS from the first two orbital excited QD states

(Appendix B). The shorthand notation |v̄i〉 ≡ |vi〉 ⊗ |φvi
(r )〉,

i = 1, 2, includes the eigenvalley state and the envelope wave
function |φvi

(r )〉 ≡ φ
vi

0 (x, y)ϕ0(z) of the electron confined
in the QD. The envelope wave function may depend on the
valley index for a nonideal interface (with roughness) [7,40].
Similarly, the states |m1〉 ≡ |v1〉 ⊗ |0x, 1y, 0z〉 and |m2〉 ≡
|v1〉 ⊗ |1x, 0y, 0z〉, and |m̃1〉 ≡ |v2〉 ⊗ |0x, 1y, 0z〉 and |m̃2〉 ≡
|v2〉 ⊗ |1x, 0y, 0z〉, include first orbitally excited states. The
states |m1〉, |m2〉 as well as |m̃1〉, |m̃2〉 are degenerate for a
circular QD [51], and split from each other by EVS. We will
neglect higher orbital excitations, assuming parabolic lateral
confinement [see Fig. 1(d)].

In a magnetic field, each of these levels are Zee-
man split, with EZ = g∗μBB, and we enumerate them
as |1〉, |2〉 . . . , |12〉 (e.g., |1〉 ≡ |v̄1,↓〉, |2〉 ≡ |v̄1,↑〉, |3〉 ≡
|v̄2,↓〉, |4〉 ≡ |v̄2,↑〉, |5〉 ≡ |m1,↓〉, |6〉 ≡ |m1,↑〉, etc.). In
fact, |2〉 = |v̄1,↑〉 and |3〉 = |v̄2,↓〉 anticross at EZ = EVS

(for notations see below and in Appendix B) with energy split-

ting [7,8] 2|V23| ≡ �a �
√

2mtEVS|β12
D −α12

R |
h̄

(x12 + y12) in the
presence of interface roughness [7,8], and due to the effective
Rashba and Dresselhaus SOC interaction Hamiltonians, Hij

s-v

Eq. (34). Using this level structure, one is able to describe suc-
cessfully the experimentally observed “relaxation hot spot”
that occurs in the region of maximal spin-valley mixing [7], at
EZ ≈ EVS (where the phonon relaxation is strong). Moreover,
the standard SOC corrections via the virtual excitation to the
orbital levels |m1,2〉 describe correctly the B7 magnetic field
dependence of the relaxation rate above the anticrossing [7],
at EZ > EVS. (For a three-electron QD, the structure of levels
is essentially the same, Fig. 1(c): this explains essentially the
experimentally identical “relaxation hot spot” measured in the
3e-system [7]).

For the second-order correction to the g-factor of the lower
valley (v1) electron, δ(2)g

v1
‖ = [δE(2)

2 − δE
(2)
1 ]/(μBB‖), we

use standard perturbation theory for the energy difference
[δE(2)

2 − δE
(2)
1 ] (Appendix B 1).

δE
(2)
2 − δE

(2)
1

= 2|V12|2
EZ

+ |V14|2
(

1

EZ − EVS
+ 1

EZ + EVS

)
+ 2|V16|2

(
1

EZ − �orb
+ 1

EZ + �orb

)
+ 2|V1,10|2

×
(

1

EZ − �orb − EVS
+ 1

EZ + �orb + EVS

)
. (57)

The matrix elements Vab, a = 1, 2, b = 1, . . . , 12, are rou-
tinely calculated, using the relation between matrix elements
of momentum and position via the equation of motion. In
Eq. (57), we have used that V23 = V14, V25 = V16, V27 = V18,
etc., and also that V16 = V18, V1,10 = V1,12 for a circular dot
(Appendix B 1). SOCs, Eq. (34), make the qubit states, |1〉 ≡
|v̄1,↓〉, |2〉 ≡ |v̄1,↑〉, to mix with the upper orbital states
|m1〉, |m2〉, |m̃1〉, |m̃2〉, as well as with the |v̄2〉 states. The
mixing to the |v̄2〉 states (which have a quasi s-like envelope)
is via the transition dipole matrix elements r12 ≡ 〈v̄1|r|v̄2〉
(notice, r12 �= 0 only due to roughness effects [7,40]), and the
mixing to the higher orbital states |mi〉, |m̃i〉 is via the standard
orbital dipole matrix elements, i.e., r1,m1 ≡ 〈v1|r|m1〉, etc.;
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for a circular dot, y1,m1 = x1,m2 =
√

h̄2

2mt�orb
(also, we assume

y1,m̃1 = x1,m̃2 � y1,m1 ).
Here we present the approximate result (for exact ex-

pressions, see Appendix B 1), assuming x12 = y12 ∼ 〈z〉 �
few nm, and SOC constant relations suggested by the tight-
binding calculations: αR;v1 � βD;v1 , and |αR;21| � |βD;21|.
For the relevant (to the experiment) case of EZ � EVS,� one
gets

δ(2)g
v1
‖ � |e|2

h̄2μ2
B

{
β2

D;v1
cos2 2ϕ 〈z〉2 − (mt/m0)2

×[|βD;21|2(1 + sin 2ϕ) x2
12 + (

β2
D;v1

+ |βD;21|2
)
y2

1m1

]}
.

(58)

In Eq. (58), the first term (∼〈z〉2) is exact and can be extracted
from the second-order expansion of Eq. (50) for vi = v1

[it is zero in the [110] direction]. It can be seen that the
whole second-order correction is of the order of |δ(2)g

v1
‖ | ∼

[δ(1)g
v1
‖ ]2 ∼ 10−6. (We assume that similar relation holds for

the v2 electrons, without calculation.)
The smallness of the second order contribution can

be also seen by noting that the second term (∼x2
12) and

the third term (∼y2
1m1

) in Eq. (58) are proportional to
the small ratios |�a|2/E2

VS and |V16|2/�2
orb = mt |βD;21 −

αR;21|2/(4�orb) that are of the order of 10−6–10−8, since the
splitting at the spin-valley anticrossing is small [7,8], �a ≈
(10−3 − 10−4)EVS.

At the spin-valley anticrossing, EZ ≈ EVS, the g-factor
change is somewhat bigger, |δg| ∼ �a/EVS, which is still at
least one order of magnitude smaller than is experimentally
observed. Moreover, the electric field dependence in Fz aris-
ing from this contribution is nonlinear, which is not observed
experimentally [13] (Appendix B 3). This experimental fact
restricts the size of the spin-valley splitting at the anticrossing
point [7]. Also notice that due to quadratic dependence on the
SOC constants this contribution would be insensitive to the
change of their sign.

C. g-factor for perpendicular magnetic field B⊥
1. δg⊥ to first-order PT

For a perpendicular magnetic field one chooses the gauge
A⊥(r ) = Bz

2 (−y, x, 0); In what follows, we again neglect
small corrections originating from the bulk Hamiltonian H0,
Eq. (12). The perturbation to Eq. (42), δBH3D

vi
, due to perpen-

dicular magnetic field B⊥, contributes to δg⊥ to first order.
Averaging it over the states |v̄i〉 as in Eq. (45) gives

〈
v̄i

∣∣δBH3D
vi

∣∣v̄i

〉 = |e|
h̄μB

μB

Bz

2
[αR;vi

(σxx11 + σyy11)

−βD;vi
(σxy11 + σyx11)], i = 1, 2. (59)

Similar to Eq. (47) the total Zeeman energy can be written via
the g-factor tensor:

Htot
Z,vi

= μB

Bz

2

(
g0σz + δgvi

xzσx + δgvi

yzσy

)
, (60)

where

δgvi

xz = |e|
h̄μB

(αR;vi
x11 − βD;vi

y11), (61)

δgvi

yz = |e|
h̄μB

(αR;vi
y11 − βD;vi

x11), (62)

and r11 ≡ 〈v̄1|r|v̄1〉. These contributions would be zero for an
ideal interface, while they may be nonzero for an interface
with roughness, e.g., due to atomic steps [7,40]. In fact, just
these matrix elements are needed in order to explain the
“relaxation cold spot” for a QD with two electrons [7]. The
first-order correction, however, is zeroed as the perturbation is
off-diagonal in spin.

2. δg⊥ to second-order PT

Exact diagonalization of (60) allows to extract a partial
second-order contribution, similar to Eqs. (50) and (58):

δg
vi

⊥ = |e|2
h̄2μ2

B

1

2g∗
{(

x2
11 + y2

11

) (
α2

R;vi
+ β2

D;vi

)
− 4x11y11αR;vi

βD;vi

}
. (63)

Adding the contributions of the higher levels and using the
same approximations as in subsection IV B 2, just before
Eq. (58), we obtain (Appendix B 2):

δ(2)g
v1
⊥ � |e|2

h̄2μ2
B

{
β2

D;v1

x2
11

2
− 2(mt/m0)2(m0/mt − 1)

× [
β2

D;v1

(
x2

12 + y2
1m1

) + |βD;21|2 y2
1m1

]}
. (64)

In Eq. (64), the first term (∼x2
11) is exact and is taken from

Eq. (63). It can be seen again that the whole expression is of
the order of |δ(2)g⊥| ∼ [δ(1)g‖]2 ∼ 10−6.

D. g-factor total angular dependence

To leading order in a[Uz], and neglecting the contributions,
Eqs. (61) and (62), the effective g-factor correction is obtained
from Eqs. (45) and (60) and reads

δgvi (ϕ, θ ) � − |e|
h̄μB

〈z∂zUz〉
〈∂zUz〉 (αR;vi

− βD;vi
sin 2ϕ) sin2 θ,

(65)

where the magnetic field components are chosen as: B =
B(sin θ cos ϕ, sin θ sin ϕ, cos θ ). Corrections from the matrix
elements, Eqs. (61) and (62), give an additional contribution
with a different angular dependence:

δg
vi

⊥ (ϕ, θ ) � − 1
2 sin 2θ

(
cos ϕ δgvi

xz + sin ϕ δgvi

yz

)
. (66)

However, the preservation of the C2v symmetry would exclude
roughness/steps within the dot, thus eliminating the latter
contribution.

E. Discussion of the results and comparison to experiment

1. Angular dependence

Our predicted g-factor angular dependence (see Fig. 2)
of the leading contributions for an applied magnetic field,
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both in-plane, Eq. (51), and perpendicular to the interface,
Eq. (65), was recently confirmed in an experiment using a
Si-MOS DQD structure [16]. In the DQD experiment [16],
the singlet-triplet qubit is manipulated via the energy detuning
between the dots which translates in different perpendicularly
applied electric fields at each dot, and therefore to a different
g-factor, Eq. (51). The measured angular dependence, both
in-plane and out-of-plane, is compatible with the predicted
∼ sin 2ϕ sin2 θ angular dependence of Eq. (65) [see also
Eq. (51)]. The angle ϕv1 , Eq. (53), at which the g-factor
correction is zero, allows essentially to extract the ratio of the
Dresselhaus versus Rashba constants for the lowest eigenval-
ley band v1: βD;v1/αR;v1 ≈ 8.3, at the conditions of the experi-
ment [16]. The smallness of the calculated by us second-order
corrections to the g-factor, Eqs. (58) and (64), including that
coming from the QD level structure, is consistent both with
the single QD experiment [13] and with the recent DQD
experiment [16,18].

2. Valley dependence

While the single QD experiment [13] was performed for
a fixed in-plane magnetic field along the crystallographic
[110] direction, it has revealed important information about
the valley dependence of the g-factor, predicted in Eqs. (51)
and (55). Indeed, because of the strong lateral confinement,
the orbital splitting is much larger than the valley splitting,
�orb � EVS, and it is now clear that if the Si QD is occupied
by a single electron, then one is measuring the gv1 -factor of
the lower valley state, |v1〉, Fig. 1(c), left. For a QD occupied
by three electrons, Fig. 1(c), right, the “valence” electron is
at the upper valley eigenstate |v2〉, and thus gv2 is effectively
measured. Despite the smallness of the g-factor change as a
function of the applied electric field, the corresponding energy
change can be resolved since it happens to be ∼3000 times
larger than the corresponding ESR linewidth of 2.4 kHz. The
electric field dependence allows the spin qubit evolution to
be switched on/off by tunning it in/out of resonance with an
external microwave drive [11,13].

Let us perform a rough estimation of the 2D spin-orbit
parameters, αR;vi

, βD;vi
, based on the measured g-factor de-

pendencies, Fig. 3(b), and using the predicted electric field de-
pendence in the range of high electric fields, δgth

vi
= Avi

F
2/3
z ,

Eqs. (54) and (55). The measured change of the g(Fz)-factors
is approximately a linear function of the electric field Fz

for the experimental electric field range, Fz ≈ (2.75–2.95) ×
107 V/m, and gv1 (Fz) grows with increasing Fz [Fig. 3(b),
upper panel], while gv2 (Fz) decreases [Fig. 3(b), lower panel].
The experimental energy change of 10–20 MHz corresponds
to g-factor changes, �[δgv1 ],�[δgv2 ] ≈ 10−3. Moreover, the
measured g-factor changes are opposite in sign, and fulfill the
approximate relation

�
[
δgexp

v2
(Fz)

] � −2.24 �
[
δgexp

v1
(Fz)

]
, (67)

which was qualitatively explained in Sec. IV B 1 via the dom-
inance of the intervalley spin-flip scattering amplitudes over
the intravalley spin-flip amplitudes in the BC, Eq. (6). Since
�[δgexp

v2 (Fz)]/�[δgexp
v1 (Fz)] = Av2/Av1 (for high fields), one

can extract the ratio

Av2

Av1

= αR;v2 − βD;v2

αR;v1 − βD;v1

∣∣∣∣
high−field,ϕ= π

4

� −2.24. (68)

Moreover, expanding δgvi to second order: �[δgvi ] �
Avi

F
2/3
z

2
3 ( �Fz

Fz
− 1

3
�F 2

z

F 2
z

), with �Fz = 0.175 × 107 V/m
[Fig. 3(b)] and, using Eqs. (51) and (55), one obtains

αR;v1 − βD;v1 � −361 × 10−13 eV cm, (69)

αR;v2 − βD;v2 � 810 × 10−13 eV cm (70)

(with a relative error of 5 × 10−4; however, a systematic
error due to deviation from the high-field behavior, ∼F

2/3
z , is

not accounted). These values are compatible with qualitative
estimations for GaAs heterojunctions [1], and also with tight-
binding calculations of Nestoklon et al. [25] for a Si/Ge
interface. They are larger than the latter by a factor of 10,
which is expected since here the electric field is ∼3 times
higher than in that calculations, and the Si/SiO2 interface is
more abrupt.

Finally, we would like to stress that the g-factor depen-
dence of F

2/3
z is for a high electric field (see Sec. III B). Thus,

we will model the low-field dependence in a simplistic way,
by adding a (valley-dependent) g-factor offset δxvi

[Fig. 3(a)]:

gvi = g∗
Si + δxvi

+ Avi
F 2/3

z , (71)

where g∗
Si � 1.9983 is the bulk value in Si for in-plane mag-

netic field [20,21,56]. By fitting Eq. (71) to the experimen-
tal data, Fig. 3(b), one obtains the g-factor offsets δxv1 �
−0.012, and δxv2 � 0.018 (with an error of 5 × 10−4), for
this particular angle ϕ = π/4, when B‖ is along the [110]
direction. We note that the assumed C2v-symmetry of the
interface (quantum well) implies that the low-electric field
Hamiltonian will be described by the same invariant Rashba
and Dresselhaus structures, see Eq. (34). This would imply
some ∼ sin 2ϕ dependence of the offset values, reflecting the
symmetry. A theory of the low-electric field effects in the
g-factors, including offsets will be considered elsewhere.

While an interface with roughness (which is a realistic
interface) will generally violate the “global” C2v symmetry,
one might expect, for relatively small dots, a situation when
the C2v symmetry is not violated within the quantum dot.
This symmetry will dictate the form of the interface Hamilto-
nian, e.g., in Eq. (34), and the g-factor angular dependence,
derived in Eqs. (51) and (65). This physical intuition was
recently confirmed experimentally, by observing the angular
dependence in a Si-MOS DQD experiment [16,18]. Similar
angular dependence was also revealed in a single QD with
micromagnet, manipulated at a Si/Ge interface [14]. We stress
that any explicit violation of the C2v symmetry (e.g., via
explicit atomic step in the QD [15]) will not result in the
angular dependence predicted here for the g-factor, Eq. (51);
moreover, one would not be allowed to speak about Rashba
and Dresselhaus contributions in the Hamiltonian. More ex-
perimental and theoretical work is needed to understand the
role of atomic steps/roughness on the g-factor and other
parameters.
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3. Spin-orbit coupled electric field noise

The Fz dependence of the g-factor implies that a new
dephasing mechanism is introduced via the fluctuations of the
(gate) electric field, which was discussed in the context of 1e-
and 3e-qubit using randomized benchmarking sequences to
reveal it [13,60,61]. For the single QD qubit of Ref. [13],
this is the detuning noise δε(t ) of the Hamiltonian HQb =
ε
2σz + Bac

1
2 σx , where ε ∝ νESR − νvi

is the detuning, and Bac
1

is the ac driving amplitude. Assuming a white noise, δε(t ) =
ξε (t ) with a (single-sided) noise spectral density Sε , (see, e.g.,
Ref. [62]), the dephasing rate γvi

is derived at a chosen field
F ∗

z0 as

γvi
= Sε

4h̄2 = (μBB‖)2

4h̄2

∣∣∣∣∣∂[δgvi

‖ (ϕ, F ∗
z0)]

∂Fz

∣∣∣∣∣
2

a2 SV , (72)

where Sε is linearly related to the gate voltage spectral density
SV , assuming linear dependence of field versus voltage, Fz ≡
a V (see, Fig. 3(b) and Ref. [7]). From Eq. (52), one obtains
suppression for high fields, e.g., for a linear confinement:
∂[δg

vi
‖ (ϕ,Fz )]
∂Fz

= 1
Fz

δg
vi

‖ (ϕ, Fz). Using Eq. (67), the dephasing
rates for the 3e and 1e qubits (for ϕ = π/4) should be related
as γv2 � (2.24)2 γv1 . On the other hand, using Hahn echo
measurements one can cancel out the 1/f (drift) noise, and the
measured T2 reveals T 3e

2 ≈ 400μs and T 1e
2 ≈ 1200μs, i.e., a

dephasing rate ratio of 3 instead of (2.24)2. This can be ex-
plained assuming another (valley-independent) dephasing γ0

(it can be associated with some charge fluctuators or noise on
the ac amplitude Bac

1 ). Thus γ3e = γv2 + γ0, γ1e = γv1 + γ0,
with γ0 � γv1 , i.e., γ0 is comparable to γv1 in this experiment.

The quadratic dependence of the noise on the g-factor
change: Sε ∝ [δgvi

‖ (ϕ, Fz)]2, Eqs. (52) and (72), implies that
it can be zeroed at the “sweet spot angles” ϕvi

, defined in
Eq. (53). At these angles (which may be different for the
two eigenvalley subspaces, v1, v2), either γ1e or γ3e will take
the minimal value γ0. Similar decrease of the noise can be
achieved by rotating the field perpendicular to the interface
since the g-factor corrections are strongly suppressed, see
Eqs. (63) and (64).

V. SUMMARY AND DISCUSSION

This paper presents a detailed theory to explain mea-
surements of unexpected g-factor shifts in silicon quan-
tum dots and to predict future experiments and impact to
silicon-based quantum computing. We derived the effective
spin-orbit interaction from appropriately formulated bound-
ary conditions that take into account the symmetry of the
silicon heterostructure interface and the hermiticity of the
problem at hand. These effective spin-orbit interactions are
used to derive the valley splitting at the interface, both
its scaling with the applied electric field (perpendicular
to the interface) and with the interface z confinement for
the conduction electrons. Then the 3D (and 2D) effective
Rashba and Dresselhaus spin-orbit interactions are calcu-
lated, assuming a C2v interface symmetry. We argue that
these new interface SOC contributions are much stronger
than possible bulk contributions. Compared to previous
phenomenological approaches [7,8,10,24,26,50,51,63–67],

the approach taken in this paper provides more rigorous
ground for analyzing current and future experiments.

The effective spin-orbit interactions contain both diagonal
(in the eigenvalley number) and off-diagonal contributions,
which are to be used in the analysis of experiments that
involve both eigenvalley states (e.g., in the so-called valley
qubits [68,69]). Based on the above, we derived the electron
g-factors for conduction 2DEG electrons (at a relatively weak
lateral confinement) for an applied in-plane or perpendicular
to the interface magnetic field. To leading order, we predicted
the angular dependence of the g-factor with the in-plane
angle, as well as with the azimuthal angle (for a magnetic
field having a perpendicular component). For appropriate
experiments with a single QD, these predictions would allow
us to extract the ratio of Rashba and Dresselhaus effective
constants, from a measured g-factor angular dependence.
In fact, any significant angular dependence will show that
the Dresselhaus contribution dominates the Rashba one, thus
supporting our statement that interface contributions are much
stronger than that originating from the bulk.

The physical mechanism that causes shifts in the SOC
parameters (and thus g-factor) as a function of electric field
allows a new path for charge noise to affect the qubit. The
predictions in this paper on the g-factor angular dependence
are made for both lower and upper eigenvalley subspaces,
which in general may have different spin-orbit (Rashba and
Dresselhaus) contributions. We predict, based on the in-plane
angular dependence, the so-called sweet spots in the direction
of the magnetic field, when the g-factor correction, δg is zero,
and therefore there is no electric field scaling; consequently,
the corresponding spin qubit would be insensitive (to first
order) to the gate voltage (charge noise) of the applied electric
field mediated by these new SOC contributions. As a trivial
consequence, a QD qubit will be also insensitive to gate
(charge) noise when the magnetic field is perpendicular to
the interface, as in this case the g-factor variation is equally
suppressed. To estimate this suppression, we have also calcu-
lated the second-order corrections (in the perturbation theory)
to the g-factor at any magnetic field direction, which also
include the effects of the internal QD level structure, assum-
ing strong confinement typical for the current experiments
[8,11,13,16,18]. We have shown that these corrections are
typically small ∼10−6 which supports the first order results
discussed above. Eventually, an enhancement of these effects
is possible near the so-called “relaxation hot spot” [7], where
the g-factor corrections may reach ∼10−4–10−3, however,
such enhancement was not observed experimentally [11,13].
The absence of such enhancement may be explained (is
consistent) with our theory, giving further constraints on the
interface BC matrix parameters (both of their amplitudes and
phases).

The ability to appreciably change the g-factor of an elec-
tron via applied voltages on top-gates offers a new and
unplanned-for opportunity for control of silicon quantum dot
qubits. For example, implementing a two-qubit encoding [70]
would allow for all-electrical control without the need for
three-quantum dots, magnetic field, or nuclear gradients; this
may be relevant for quantum computing not only in reducing
the overhead in qubits but also in gate pulses as, for example,
it has been recently showed that two-qubit encoded gates can
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be accomplished in far fewer gates than 2-DFS encodings
[71]. Further, the fact that one electron and three electron
dots exhibit different behavior (while both still being good
qubits) provides another opportunity for creative quantum
dot gate protocols. On the other hand, g-factor tunability
can create new mechanisms for decoherence, especially an
increased sensitivity to charge noise. Our theory predicts a
means to remove this channel by magic magnetic field angles
(perpendicular, for example). Finally, we note that the above
theory should also apply to Si/Ge heterostructure quantum
dots, with the caveat that the shift in g-factor will likely be
smaller relative to the MOS-interface dots.

Note added. While we were preparing our manuscript
[57,58], we became aware of a relevant experiment on a MOS
double quantum dot system [16] (and most recently see the
experiment [18]) at the similar conditions discussed in our
paper, dealing with the lowest eigenvalley states in the DQD.
Namely, their conditions are at an applied perpendicular to
the interface electric field and at a magnetic field applied at
various angles (both in-plane and perpendicular). The new
experimental results of Ref. [16] confirm to a large extent our
predictions.

Particularly, (i) the very possibility to manipulate the
singlet-triplet DQD qubit is via the difference in the electron
g-factor in the two dots, which arises in the deep (1, 1) regime,
where the electric field applied to each of the dots becomes
essentially different (i.e., far from the symmetric/degeneracy
point); (ii) their observed angular dependence, ∼ sin 2ϕ is
compatible with our predictions for the lower eigenvalley
subspace, see Eq. (51). (iii) Since the difference of the Dres-
selhaus and Rashba effective spin-orbit couplings, for the two
dots, is linear with the dots’ electric field difference, the ratio
of �β/�α ≈ 8.3 extracted in the DQD experiment [16] is
exactly the ratio of these couplings (that is independent of the
electric field strength) βD;v1/αR;v1 , for the lower eigenvalley
subspace, see Eqs. (35) and (36). (iv) Finally, we mention
that the predicted in our paper angular dependence of the
dephasing, having a minimum dephasing rate at the “sweet
spot angles,” Eq. (53), is yet to be measured in an experiment.
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APPENDIX A: DERIVATION OF THE EFFECTIVE
SURFACE HAMILTONIAN FROM

BOUNDARY CONDITIONS

In this appendix, we derive Eq. (18). Starting with the
boundary condition (6), one denotes it as B� |z=z+

0
= 0

with B ≡ B1 + B2, and B1 ≡ 1 + iR kz, B2 ≡ −R 2ml

h̄2 Vif (k);

Vif (k) being the interface spin-valley mixing matrix. Since
〈k2

x,y〉 � 〈k2
z 〉 (for a strong z confinement), we will consider

B2 as a perturbation. In what follows, we will approximately
replace the boundary operator B by a unitary one up to higher
order corrections:

B � �BC, (A1)

with �BC �
†
BC � 1.

Indeed, to zeroth order, we have the BC B1�
(0) |z=z+

0
= 0,

see Eq. (26). Then it follows that

B2 B1�
(0) |z=z+

0
= 0 (A2)

or

B2�
(0) |z=0+= B2 (1 − B1)�(0) |z=z+

0
. (A3)

Now, to first order, one has

B� |z=z+
0
= [B1 (�(0) + �(1) ) + B2 �(0)] |z=z+

0
= 0 (A4)

or

[B1 �(z) + B2 (1 − B1)�(z)] |z=z+
0
= 0, (A5)

where we have replaced �(0) by � in the second term
of Eq. (A4) up to higher-order corrections. The last BC,
Eq. (A5), can be rewritten in the form �BC�(z) |z=z+

0
= 0,

where

�BC = B1 + B2 (1 − B1) = 1 + i γBC, (A6)

γBC ≡ R kz + R2 2ml

h̄2 Vif (k) kz, (A7)

and �BC is an (approximate) unitary operator, �BC �
†
BC = 1 +

O(γ 2
BC), up to higher orders.

Performing now the unitary transformation with �BC as in
Eq. (17), the transformed BC is �̃ |z=z+

0
≡ �BC� |z=z+

0
= 0 and

the transformed Hamiltonian reads

H̃ = �BCH0�
†
BC � H0 + δH + O

(
γ 2

BC

)
,

δH = i[γBC,H0]− = R∂zUz + R2 2ml

h̄2 Vif (k)∂zUz. (A8)

APPENDIX B: QD LEVEL STRUCTURE AND ITS
CONTRIBUTION TO THE g-FACTOR

In order to emphasize the tunneling Hamiltonian represen-
tation implied by Eq. (5), we rewrite the expressions for the
lowest eigenvalley states, Eq. (22), to the form

|v̄i;σ 〉 = 1√
2

[
Cσ

0

]
φ+z

vi
(r ) +

(∓e−iφV

√
2

)[
0

Cσ

]
φ−z

vi
(r ),

i = 1, 2 ; σ =↑,↓, (B1)

where the corresponding valley populations are α
v1+z = 1√

2
,

α
v1−z = −e−iφV 1√

2
, α

v2+z = 1√
2
, α

v2−z = +e−iφV 1√
2
. Time

reversal maintains the relations: |αvj

+z| = |αvj

−z| and
φ+z

vj
(r ) = φ−z

vj
(r ). For the lowest energy envelopes, φ+z

vi
(r ) =

φ
vi

0 (x, y) ϕ0(z), the dependence on the eigenvalley index vi

is due to interface roughness (atomic steps within the dot),
and makes φ

vi

0 (x, y) to acquire a p-like contribution [7,40].
The corresponding four lowest states |vi〉 ⊗ |0x, 0y, 0z〉 ⊗
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|σ 〉 ≡ |v̄i , σ 〉, are enumerated as |1〉 ≡ |v̄1,↓〉, |2〉 ≡
|v̄1,↑〉, |3〉 ≡ |v̄2,↓〉, |4〉 ≡ |v̄2,↑〉, see Sec. IV B 2. The
higher orbital states, Fig. 1(d), |vi〉 ⊗ |1x, 0y, 0z〉 ⊗ |σ 〉,
|vi〉 ⊗ |0x, 1y, 0z〉 ⊗ |σ 〉, are enumerated using the notations
|m1〉 ≡ |v1〉 ⊗ |1x, 0y, 0z〉, |m2〉 ≡ |v1〉 ⊗ |0x, 1y, 0z〉, and
|m̃1〉, |m̃2〉 for v1 → v2, namely, |5〉 ≡ |m1,↓〉, |6〉 ≡ |m1,↑〉,
|7〉 ≡ |m2,↓〉, |8〉 ≡ |m2,↑〉, |9〉 ≡ |m̃1,↓〉, |10〉 ≡ |m̃1,↑〉,
|11〉 ≡ |m̃2,↓〉, and |12〉 ≡ |m̃2,↑〉, see Sec. IV B 2. The

roughness effects for these states are neglected. Also, higher
orbital states are not considered assuming a close-to-parabolic
lateral confinement.

We consider the valley diagonal SOC Hamiltonian (42) in a
3D form (since the 2D SOC Hamiltonians are generally incon-
sistent with the extension of derivatives). By suitably rotating
the axes for an in-plane magnetic field, B‖ = (Bx, By, 0), one
obtains

Hvi
= [αR;vi

{(sσ̃x + cσ̃z)Py + (cσ̃x − sσ̃z)Px} + βD;vi
{(sσ̃x + cσ̃z)Py + (cσ̃x − sσ̃z)Px}] ∂zUz

h̄〈∂zUz〉 , (B2)

where s ≡ sin ϕ, c ≡ cos ϕ, P = h̄k + |e|A are the extended derivatives, Bx = B cos ϕ, By = B sin ϕ, and the Pauli matrices
along the new axes are

σ̃z = σxBx + σyBy

B
, σ̃x = σxBy − σyBx

B
(B3)

with σ̃z| ↑,↓〉 = ±| ↑,↓〉 and σ̃x | ↑,↓〉 = | ↓,↑〉.
Taking the matrix elements Vkk = 〈k|Hv1 |k〉, k = 1, 2, one obtains for the first-order correction to the g-factor (Uz = |e|Fzz

for simplicity):

δ(1)g
v1
‖ = V22 − V11

μBB
= − |e|

h̄μB

〈z〉(αR;v1 − βD;v1 sin 2ϕ). (B4)

It is straightforward to see that for a three-electron QD, one can write the wave function as a Slater determinant (mean field
approximation is implicit [50,72]), where two of the electrons are occupying the lowest orbital |v̄1〉, and the “valence” electron
occupies the upper (split by EVS) orbital, |v̄2〉, Fig. 1(c). Then, the matrix element over the 3e wave function is reduced to
a single-particle matrix element of the form Vkk = 〈k|Hv2 |k〉, k = 3, 4, which leads to an expression for δ(1)g

v2
‖ analogous to

Eq. (B4), with the replacement v1 → v2.

1. Second-order corrections: case of B‖

For the second-order corrections, it is convenient to introduce compact notations for the SOC constants, Eqs. (35)–(38):
aii ≡ αR;vi

, bii ≡ βD;vi
, i = 1, 2, and a21 ≡ αR;21, b21 ≡ βD;21. The second-order corrections include transitions to higher states

with different valley content; so, both diagonal and nondiagonal in valley SOC Hamiltonians, Eq. (34), contribute:

Hij
s-v = aij

h̄
(σxPy − σyPx ) + bij

h̄
(σxPx − σyPy ). (B5)

Rotating the axes as above, one obtains for the first few matrix elements,

V12 = 〈v̄1,↓|Hs-v|v̄1,↑〉 = h̄−1〈φv1 (x)|a11(cPx + sPy ) + b11(sPx + cPy )|φv1 (x)〉, (B6)

V13 = 〈v̄1,↓|Hs-v|v̄2,↓〉 = h̄−1〈φv1 (x)|a12(sPx − cPy ) − b12(cPx − sPy )|φv2 (x)〉, (B7)

V14 = 〈v̄1,↓|Hs-v|v̄2,↑〉 = h̄−1〈φv1 (x)|a12(cPx + sPy ) + b12(sPx + cPy )|φv2 (x)〉, (B8)

V15 = 〈v̄1,↓|Hs-v|m1,↓〉 = h̄−1〈φv1 (x)|a11(sPx − cPy ) − b11(cPx − sPy )|φm1 (x)〉, (B9)

V16 = 〈v̄1,↓|Hs-v|m1,↑〉 = h̄−1〈φv1 (x)|a11(cPx + sPy ) + b11(sPx + cPy )|φm1 (x)〉, (B10)

etc. The matrix elements Vab, a = 1, 2, b = 1, . . . , 12, are routinely calculated, using the relation between momentum and
position matrix elements via the equation of motion. For example,

〈φv1 (x)|px |φm(x)〉 = imt

h̄
〈φv1 (x)|[Htot, x]−|φm(x)〉 = imt

h̄
(E1 − Em) 〈φv1 (x)| x |φm(x)〉, (B11)

and similarly for 〈py〉.
Using these relations and the gauge A‖(r ) = (Byz,−Bxz, 0), we calculate the matrix elements

V12 = −|e|
h̄

βD;v1 cos 2ϕ 〈z〉, (B12)

V13 =
{

a12

h̄

[
imt

h̄
EVS(cy12 − sx12) − B 〈z〉

]
+ b12

h̄

[
imt

h̄
EVS(cx12 − sy12) − B sin 2ϕ 〈z〉

]}
, (B13)
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V14 =
{
−a12

h̄

[
imt

h̄
EVS(cx12 + sy12)

]
− b12

h̄

[
imt

h̄
EVS(cy12 + sx12) + |e|B cos 2ϕ 〈z〉

]}
, (B14)

V15 =
{

αR;v1

h̄

[
imt

h̄
�orb(cy1,m1 − sx1,m1 )

]
+ βD;v1

h̄

[
imt

h̄
�orb(cx1,m1 − sy1,m1 )

]}
, (B15)

V16 =
{
−αR;v1

h̄

[
imt

h̄
�orb(cx1,m1 + sy1,m1 )

]
− βD;v1

h̄

[
imt

h̄
�orb(cy1,m1 + sx1,m1 )

]}
. (B16)

The remaining matrix elements, V17, . . . , V1,12, can be obtained from V15, V16 by suitable replacements of the envelopes: V17 =
V15(m1 → m2), V18 = V16(m1 → m2), V19 = V15(m1 → m̃1,�orb → �orb + EVS), V1,10 = V16(m1 → m̃1,�orb → �orb +
EVS), V1,11 = V19(m1 → m̃2), and V1,12 = V1,10(m1 → m̃2). For the second series of matrix elements, they are related to the
above one (for in-plane magnetic field, B‖). Thus V23 = V14, V24 = −V13, V25 = V16, V26 = −V15, . . . , V2,12 = −V1,11.

Using standard second-order perturbation theory for the energy difference [δE(2)
2 − δE

(2)
1 ] and the above relations, one gets

δE
(2)
2 − δE

(2)
1 = 2|V12|2

EZ

+ |V14|2
(

1

EZ − EVS
+ 1

EZ + EVS

)
+ 2|V16|2

(
1

EZ − �orb
+ 1

EZ + �orb

)
+ 2|V1,10|2

(
1

EZ − �orb − EVS
+ 1

EZ + �orb + EVS

)
, (B17)

and for the g-factor one obtains, by grouping the terms

δE
(2)
2 − δE

(2)
1 = δ(2)g

v1
‖ μBB, δ(2)g

v1
‖ ≡ δg12

‖ + δg14
‖ + δg16

‖ + δg
1,10
‖ . (B18)

The relevant contributions read

δg12
‖ = |e|2

h̄2μ2
B

2

g∗ β2
D;v1

cos2 2ϕ 〈z〉2, (B19)

δg14
‖ = − |e|2

h̄2μ2
B

1

E2
VS − E2

Z

{
2

g∗ E2
Z b2

12 cos2 2ϕ 〈z〉2 + g∗

2
E2

VS
m2

t

m2
0

[a12(cx12 + sy12) + b12(cy12 + sx12)]2

}
, (B20)

δg16
‖ + δg18

‖ = − |e|2
h̄2μ2

B

g∗

2

m2
t

m2
0

�2
orb

�2
orb − E2

Z

{
y2

1,m1
[s αR;v1 + c βD;v1 ]2 + x2

1,m2
[c αR;v1 + s βD;v1 ]2

}
, (B21)

δg
1,10
‖ + δg

1,12
‖ = − |e|2

h̄2μ2
B

g∗

2

m2
t

m2
0

(�orb + EVS)2

(�orb + EVS)2 − E2
Z

{
y2

1,m̃1
[s a12 + c b12]2 + x2

1,m̃2
[c a12 + s b12]2

}
. (B22)

In the above, we have used (for a circular dot with parabolic confinement) that x1,m1 = y1,m2 = x1,m̃1 = y1,m̃2 = 0. The standard

nonzero dipole matrix elements to orbital states, y1,m1 = x1,m2 = y1,m̃1 = x1,m̃2 =
√

h̄2

2mt�orb
will be used for further evaluation of

Eqs. (B21) and (B22).

2. Second-order corrections: case of B⊥

For the second-order corrections in perpendicular magnetic field B⊥, we use the SOC Hamiltonian (B5) and include
transitions to higher states as was done above. One obtains for the first few matrix elements,

V12 = 〈v̄1,↓|Hs-v|v̄1,↑〉 = h̄−1〈φv1 (x)|a11(Py − iPx ) + b11(Px − iPy )|φv1 (x)〉, (B23)

V13 = 0, (B24)

V14 = 〈v̄1,↓|Hs-v|v̄2,↑〉 = h̄−1〈φv1 (x)|a12(Py − iPx ) + b12(Px − iPy )|φv2 (x)〉, (B25)

V15 = 0, (B26)

V16 = 〈v̄1,↓|Hs-v|m1,↑〉 = h̄−1〈φv1 (x)|a11(Py − iPx ) + b11(Px − iPy )|φm1 (x)〉, (B27)

etc. The structure of the higher matrix elements is similar, e.g., V17 = V19 = V1,11 = 0, V18 = V16(m1 → m2), V1,10 =
V16(m1 → m̃1), V1,12 = V16(m1 → m̃2). For the second series of matrix elements, they are related to the above one (for
perpendicular magnetic field, B⊥). Thus V23 = V14(i → −i), V25 = V16(i → −i), V27 = V18(i → −i), V29 = V1,10(i → −i),
and V2,11 = V1,12(i → −i). For the squared matrix elements, these replacements correspond to the formal sign change of
EZ = g∗μBB (see below).
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Using standard second-order perturbation theory for the energy difference [δE(2)
2 − δE

(2)
1 ] and the above relations, one gets

δE
(2)
2 − δE

(2)
1 = 2|V12|2

EZ

+
( |V23|2

EZ − EVS
+ |V14|2

EZ + EVS

)
+

( |V25|2
EZ − �orb

+ |V16|2
EZ + �orb

)
+ (m1 → m2)

+
( |V29|2

EZ − �orb − EVS
+ |V1,10|2

EZ + �orb + EVS

)
+ (m̃1 → m̃2). (B28)

The matrix elements Vab, a = 1, 2, b = 1, . . . , 12, are calculated similar to the previous case, using the equation of motion,
Eq. (B11).

Having at hand these matrix elements, we use the second-order correction to the energy difference, Eq. (B28), and group the
terms accordingly:

δE
(2)
2 − δE

(2)
1 = δ(2)g

v1
⊥ μBB, δ(2)g

v1
⊥ ≡ δg12

⊥ + δg14
⊥ + δg16

⊥ + δg18
⊥ + δg

1,10
⊥ + δg

1,12
⊥ . (B29)

The relevant contributions to δ(2)g⊥ read

δg12
⊥ = |e|2

h̄2μ2
B

1

2g∗ {(x11αR;v1 − y11βD;v1 )2 + (x11βD;v1 − y11αR;v1 )2}, (B30)

which coincides with Eq. (63), as expected. Also,

δg14
⊥ = g∗

EZ

[ |V14|2
EZ + EVS

+ |V23|2
EZ − EVS

]
= |e|2

4h̄2μ2
B

1

hz

(
m0
mt

+2hz

) {[x12 a12(1 − hz)+y12 b12(1 + hz)]2+ [x12 b12(1 + hz)+y12 a12(1 − hz)]2}+(hz → −hz) (B31)

with hz ≡ m0
mt

EZ

2EVS
.

δg16
⊥ + δg18

⊥ = g∗

EZ

[ |V16|2
EZ + �orb

+ |V25|2
EZ − �orb

]
+ (m1 → m2)

= |e|2
4h̄2μ2

B

1

h̃z

(
m0
mt

+ 2h̃z

){(
y2

1,m1
+ x2

1,m2

)(
α2

R;v1
(1 − h̃z)2 + β2

D;v1
(1 + h̃z)2

)} + (h̃z → −h̃z) (B32)

with h̃z ≡ m0
mt

EZ

2�orb
.

δg
1,10
⊥ + δg

1,12
⊥ = g∗

EZ

[ |V1,10|2
EZ + �orb + EVS

+ |V29|2
EZ − �orb − EVS

]
+ (m̃1 → m̃2)

= |e|2
4h̄2μ2

B

1

h̄z

(
m0
mt

+ 2h̄z

){(
y2

1,m̃1
+ x2

1,m̃2

)(
a2

12(1 − h̄z)2 + b2
12(1 + h̄z)2

)} + (h̄z → −h̄z) (B33)

with h̄z ≡ m0
mt

EZ

2(�orb+EVS ) . In the above, we have used the
relations for the dipole matrix elements to orbital states, see
text after Eqs. (B21) and (B22).

As mentioned above, for an interface with roughness, the
lowest energy envelopes, φvi (x, y) (quasi-s-like), acquire a
p-like contribution, depending on the eigenvalley index vi .
Thus the dipole matrix elements r ij ≡ 〈vi |r|vj 〉 i, j = 1, 2
are generally nonzero [7,40], getting a size of few nanometers
for this type of QDs [7].

3. δg at the spin-valley anticrossing point

At the anticrossing (at the so-called “relaxation hot
spot”) [7], when EZ ≈ EVS, the contribution δg14

‖ ac-
quires a first-order correction (by solving the standard
secular equation). The exact qubit energy difference is

1
2 [EVS + EZ −

√
(EVS − EZ )2 + �2

a ], where

�a = 2|V23| = 2|V14| (B34)

is the splitting at anticrossing of the relevant valley states [7,8]
|2〉 and |3〉, see Eqs. (B14), (B25), and Fig. 1(d). Close to
anticrossing, when δ ≡ EVS − EZ � �a ,

δghot-spot = −�a

EZ

+ δ

EZ

− δ2

2�aEZ

. (B35)

Thus δghot-spot may be of the order of 10−3 or less since the
splitting was evaluated [7,8] as �a = (10−3–10−4) EVS. This
is at least 10 times smaller than the observed experimental
g-factor correction [11,13], as presented in Fig. 3. Also, there
is no observed deviation from the linear dependence with Fz

near the anticrossing point which restricts the size of �a .
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4. The integral relation, Eq. (24), for a z-confinement potential
U (z) with an infinite boundary

One starts with the one-dimensional eigenvalue problem

− h̄2

2m
ϕ′′(z) + U (z)ϕ(z) − Eϕ(z) = 0 (B36)

with ϕ(0) = 0. By multiplying Eq. (B36) by ϕ∗′(z) and inte-
grating by parts the first and last term,∫ ∞

0
dzϕ∗′

(z)ϕ′′(z)=−ϕ∗′(0)ϕ′(0)−
∫ ∞

0
dzϕ∗′′(z)ϕ′(z) (B37)

−E

∫ ∞

0
dzϕ∗′(z)ϕ(z) = E

∫ ∞

0
dzϕ∗(z)ϕ′(z), (B38)

then one adds the conjugate 1D equation, multiplied by ϕ′(z).
As a result, − ∫ ∞

0 dz 2m

h̄2 U (z) d
dz

|ϕ(z)|2 = |ϕ′(0)|2 or

2m

h̄2

∫ ∞

0
dzϕ∗(z)∂zU (z)ϕ(z) = |ϕ′(0)|2. (B39)

APPENDIX C: INTERFACE BOUNDARY CONDITION
FROM HERMITICITY OF THE HAMILTONIAN

1. Volkov-Pinsker boundary condition

For completeness, we first rederive the Volkov-Pinsker BC
[34], starting from the single-band approximation Hamilto-
nian, in the presence of an external field, A(r ):

H = ( p + |e|A)2

2m
+ U (r ). (C1)

Considering two arbitrary solutions, φ1, φ2 of the Schrödinger
equation, one states the hermiticity condition at the half-space,
z > z0 [34]:∫

z>z0

dz φ
†
1(Hφ2) =

∫
z>z0

dz φ2(Hφ1)∗. (C2)

Substituting H in Eq. (C2), and integrating by parts one gets
the relation (put h̄ = e = 1)

φ2(z0)
dφ∗

1

dz
− φ∗

1 (z0)
dφ2

dz
+ 2iφ∗

1 (z0)Az(z0)φ2(z0) = 0,

(C3)

where separation of variables is assumed for the potential,
Eq. (14). Equation (C3) can be satisfied if

1

φ1

dφ1(z0)

dz
= 1

φ2

dφ2(z0)

dz
= const. + iAz(z0). (C4)

By choosing const ≡ − 1
R

, one can recast Eq. (C4) to the BC:{
1 + i

R

h̄
(pz + |e|Az)

}
φ(z) |z+

0
= 0, (C5)

with pz ≡ −ih̄∂z. For Az = 0 one recovers Eq. (8). As follows
from Eq. (C5), the gauge invariance of the Schrodinger equa-
tion plus boundary conditions implies in general “extension
of derivatives” both in the Hamiltonian and in the boundary
conditions. In case of the spin-valley BCs considered in the
main text, Eqs. (6), (15), and (43), one should extent both the
∂z derivative as well as the ∂x,y derivatives.

Notice also that the bulk velocity operator is vz ≡ ∂H
∂pz

=
1
m

(pz + |e|Az). The hermiticity condition, Eq. (C3), then can
be rewritten as

φ∗
1 (vzφ2) + (vzφ1)∗φ2 |z+

0
= 0. (C6)

This implies continuity of the envelope flux density, despite of
the discontinuity of the wave function at its derivative at the
interface.

2. BC and gauge invariance

Concerning the gauge invariance, we have already men-
tioned in Sec. IV A that the problem (Hamiltonian plus
boundary conditions) is written in a gauge invariant form,
via the extension of the derivatives. Therefore, in the actual
calculations, one is using the most convenient gauge as is, e.g.,
with the results for the g-factor renormalization, Eqs. (45)–
(55). One may ask the question how the gauge invariance
is preserved during the derivation, e.g., of Eq. (55)? We
mention that any gauge change leads to a multiplication of
the wave function with a phase factor, which cancels in the
quantum average 〈z〉 in Eq. (55) [considering a boundary at
z0 = 0]. By using the gauge A‖(r ) = (z,−z, 0)B/

√
2, for

each of the two spin components, there is a modification of
the z-confinement potential of Eq. (14) by a linear z term.
This leads to a modification of the eigenvalues of the original
problem, Eq. (12), which ends up with the result (55) as a first-
order correction. Since we are considering a homogeneous
magnetic field, the vector potential is a linear function of
the coordinates, including also an arbitrary constant vector.
For example, for the gauge A′ = A‖(r ) + (c,−c, 0), one
naively would expect a shift in the z coordinate. This gauge
transformation, however, corresponds to adding a constant to
the Hamiltonian (12), which does not change the eigenvalues.
Thus the gauge invariance is preserved in this case.

One may consider the gauge A′′ = (0, 0, y − x)B/
√

2,
which is more involved. Indeed, in this case, there is no
explicit z, and it is puzzling how one can obtain the 〈z〉 in
the final result. One starts with the BC, Eq. (6), in the form{

1 + iR

(
kz + |e|

h̄
Az

)
− R

2ml

h̄2 Vif (k)

}
�(r ) |z=0+

≡ B(Az)�(r ) |z=0+= 0, (C7)

and following the derivations of Eqs. (17) and (18), one
obtains the effective unitary transform (see Appendix A)

�BC(Az) = 1 + i

[
R

(
kz + |e|

h̄
Az

)
+R2 2ml

h̄2 Vif (k)

(
kz + |e|

h̄
Az

)]
(C8)

such that �BC(Az)�(r ) |z=0+� 0. After some elaborate calcu-
lations, using the above described procedure, one can obtain a
term in the effective Hamiltonian perturbation, �H , which is
k2
z . Thus, since 〈k2

z 〉 = const 〈z〉 for the triangular potential in
Eq. (12), 〈z〉 is recovered.
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3. Estimation of the R parameter

One can illustrate how an effective length parameter
R appears in a single-band BC like Eq. (C5) from a
two-band model [34], with two-component envelope, φT =
[φc(r ), φv (r )], including conduction and valence bands. Ne-
glecting O(p2

z ) effects, the k · p-Hamiltonian is

H2band =
(

Ec
pcv

m0
pz

p∗
cv

m0
pz Ev

)
, (C9)

where pcv is the interband momentum matrix element. The
BC, Eq. (C6), is recast to (−φ∗

1v φ2c + φ∗
1c φ2v ) |z+

0
= 0, for

any two functions, φ1, φ2. On the other hand, a stationary

solution of the Schrödinger equation with H2band gives a
relation: φc = − pcvpz

(Ec−E)m0
φv (and analogous one, with c → v),

allowing to exclude the other band. [It is worth to stress here
that such relations make it impossible to have simultaneously
φc(z0) = 0 and φv (z0) = 0, as required by the standard BC
with infinite boundary.] Compatibility of the two-band BC
with the single-band BC, Eq. (C5), leads to the relation [34]

Rc � Rv = 1
2

√
2h̄2

m∗
cEgap

, where Egap = Ec − Ev ≈ 4 eV is the

band gap in Si at the band minima, m∗
c is the effective mass,

and we have used the approximate relation [73] m0
m∗

c
≈ 2p2

cv
m0Egap

.
Thus, as a rough estimation (i.e., not taking into account
valleys), one gets R = RSi

c ≈ 0.1–0.2 nm for mt < m∗
c < ml .
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