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We introduce the notion, and develop the theory of, local-noise spectroscopy (LNS)—a tool to study the
properties of systems far from equilibrium by means of flux density correlations. As a test bed, we apply
it to biased molecular junctions. This tool naturally extends those based on local fluxes, while providing
complementary information on the system. As examples of the rich phenomenology that one can study with this
approach, we show that LNS can be used to yield information on microscopic properties of bias-induced light
emission in junctions, provide local resolution of intrasystem interactions, and employed as a nanothermometry
tool. Although LNS may, at the moment, be difficult to realize experimentally, it can nonetheless be used as a
powerful theoretical tool to infer a wide range of physical properties on a variety of systems of present interest.

DOLI: 10.1103/PhysRevB.98.235432

I. INTRODUCTION

Local spectroscopic tools, such as scanning tunneling mi-
croscopy (STM) [1] or atomic force microscopy (AFM) [2],
have long been used to study the physical properties of a
wide variety of physical systems. Recent developments have
added further capabilities and pushed the resolution of spec-
troscopic techniques even further. For instance, STM has been
employed in imaging with submolecular spatial resolution
[3-6] (including specific vibrational mode imaging [7], bond-
selective chemistry [8], and spatial distribution of additional
charges on molecules [9]), while AFM was utilized to study
single-electron transfer between molecules [10] and to re-
solve intramolecular structures [11]. Additional spectroscopic
tools that have also been employed in nonequilibrium condi-
tions include surface- and tip-enhanced Raman spectroscopy
which now allows for measurements on the Angstrém scale
[12-16], studies of electronic pathways in redox proteins [17],
utilizing 3D dynamic probe of single-molecule conductance
to explore conformational changes [18], and energy-resolved
atomic probes [19], to name just a few.

The majority of these techniques employ interatomic fluxes
(currents) to extract information on the physical system. On
the other hand, fluctuations of the current (noise) typically
provide complementary information to flux measurements
[20]. For example, shot noise at biased nanoscale junctions
yields information on the number of scattering channels [21],
effects of intramolecular interactions on transport [22], and
effective charge of carriers [23]. Connection between current-
induced light emission and electronic shot noise was demon-
strated experimentally [24], and a theory of light emission
from quantum noise was formulated [25]. Recently, shot noise
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was employed to image hot electron energy dissipation [26]
and extract information on the local electronic temperatures
[27,28].

All these experiments typically deal with mesoscopic (or
macroscopic) regions of the samples, hence do not really pro-
vide direct information on the local properties of the system.
Here instead we introduce and develop the theory of local
noise spectroscopy (LNS) for nonequilibrium systems and
show that it can yield information on a wide range of physical
properties otherwise difficult to obtain with other means.

To illustrate the proposed LNS approach we apply it to
biased molecular junctions that have been widely studied in
a variety of contexts [29,30]. We then show that LNS can be
used to extract microscopic properties of bias-induced light
emission in molecular junctions and provides local resolu-
tion of intrasystem interactions revealing the relevant energy
scale(s) in coherent quantum transport. We further discuss the
LNS application to yet another property: nanothermometry.

Of course, “locality” is strongly related to the size of the
surface area of the experimental probe(s) that need to be
coupled to the system to extract the necessary quantities. At
the moment, probes with the resolution that we discuss in this
paper are difficult to realize. Nonetheless, we hope that by
showing the rich physical information that LNS can provide
on a wide range of systems may motivate experimental studies
in this direction.

The structure of the paper is as follows. Section II intro-
duces the model of a junction and yields theoretical details of
local noise simulations. Results of the simulations and discus-
sion are described in Sec. III. We summarize our findings and
indicate directions for future research in Sec. IV.

II. LOCAL NOISE SPECTROSCOPY

We follow the work reported in Ref. [31] and consider
a nanoscale system (a molecule) M coupled to two macro-
scopic contacts L and R, each at its own local equilibrium.

©2018 American Physical Society
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Difference in electrochemical potentials on the two contacts
causes electron flux through the molecule. The Hamiltonian
of the system is

H=Hy+ Z (Hg + Vim) e
K=L.R

and consists of molecular,

M
HM - Z Hmlmzdrlﬂl nmy
my,myeM
+ D) Z Wllmz m3m4djn1djn2d dmp (2)
m] mzeM
ms, my

Hy =3,k sk@lék, components. Vi =
Y em ek (mGﬁ};ék + H.c.) describes the electron trans-

fer between the molecule and the contacts. Here, c:’:ﬁ, (d,) and
é,t (¢r) creates (destroys) an electron in single-particle states
m of the molecule and & of the contacts, respectively. The first
term on the right-hand side of Eq. (2) represents the kinetic
energy of electrons and part of their potential energy due to
interaction with static nuclei and external fields; the second
term introduces electron-electron interactions (assumed to be
confined to the molecular subspace).

The current-density operator is [32] (here and below e =
h=m=1)

and contacts,

JB) = =3 @HEHIH =T O, @)

where ¥(7) (¥/(7)) is the field operator creating (annihilat-
ing) an electron at position . Within the molecular subspace,
spanned by a basis {¢,,(7)}, the field operator can be expanded
as ¥ (¥) = Y., dnm (7). The current density is then [20]

Tr[f'(?)ﬁ(r)]

= Z Gromy 6 D d A ), (4)
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where p(¢) is the system’s density operator,

dApm, = V3, (F) b, () — &5, ) Vb, (), (5)
and G, . (t,17) is the equal-time lesser projection of the
single-particle Green’s function

Gy (1, ©2) = —i(Te (7)) d), (T2)). (©6)

The symbol T, represents the Keldysh contour ordering oper-
ator, 71, are the contour variables, and the average is taken
over the initial-time density operator. Equation (4) was used
in previous studies of current density in nanoscale junctions
[31,33-37].

In order to compute the local noise properties of the sys-
tem, we consider the local current-current correlation function
[38]

Cl G ti7a, ) = (6, i 1) 8], (Fau ). (D)

Here, operators are in theAHeisenbAerg pictuAre, iipe{x,y, z},
(...)=Trl...0ol, and 8J;(7) = j;(¥) — (ji(¥)). In terms of
the correlation functions, the local noise is then
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Of course, in realistic settings, the current density needs
to be averaged over a surface area A, which determines the
actual resolution of this local noise spectroscopic probe. Since
two current densities appear in Eq. (7), we need to choose two
surface areas with corresponding orientations

SAlAz(tlatz)Z/ dElf dsy Sii,(F1, i1, 1), (9)
A As

where ds; and ds, are two infinitesimal surfaces whose nor-
mal orientation is parallel to the directions i; and i,, respec-
tively. Note that the local noise, Eq. (8), and the integrated
noise, Eq. (9), matrices are Hermitian: S = Sf.

Equation (9) allows the computation of several properties,
both at steady state and not. In addition, it is general: it is valid
when the system is both close to equilibrium and far from it,
in the presence of weak or strong interactions.

As illustration, below we focus only on steady-state prop-
erties and treat the electron-electron interaction at the mean-
field (Hartree-Fock) level. We note that although we con-
sider a noninteracting (mean-field) model and focus on the
steady-state situation, the theory can be extended to time-
dependent and interacting systems. For the description of tran-
sient processes (such as those considered, e.g., in Ref. [39])
in noninteracting systems one has to simulate time-dependent
single-particle Green’s functions as done, e.g., in Ref. [40].
Weak interactions, where perturbation theory can be applied,
can be treated in a similar manner as in Refs. [41,42]. In the
case of strong interactions the situation becomes much more
complicated, and numerically-heavy methods are required in
this case [43]. At present, such methods are restricted to
simple models only.

Note also that standard zero-frequency shot noise (as well
as the noise spectrum) [44] can be obtained straightforwardly
from our expressions by performing integration in Eq. (9) over
surfaces separating the molecule from the contacts. Indeed,
the integral of each local flux over such surfaces by definition
yields the total current flowing between the molecule and
the contact. Therefore, one obtains the current-current (more
precisely current fluctuation-current fluctuation) correlation
function, which is the standard definition of noise at the
molecule-contact interface.

At steady state, it is convenient to consider the Fourier
transform of the expression (8). In addition, the single-particle
(mean-field) level of description allows us to simplify the LN'S
expression via the use of Wick’s theorem [45]. Under these
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FIG. 1. Molecular junctions used to illustrate the local-
noise spectroscopy: (a) parabenzenedithiol (PBDT), (a) metaben-
zenedithiol (MBDT), and (b) 2,11-dithi(3,3)paracyclophane molec-
ular structures. The yellow circles represent the sulfur atoms that
attach to two macroscopic electrodes.

conditions the local noise expression (8) becomes

+00 )
Siliz(?h?z;w)zz/ dt €' S, (F1, Tas 1)
—00
1 TR dE
=5 Xl [ 52
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10)
where G:”(;,)(E ) is the Fourier transform of lesser (greater)

projection of the single-particle Green’s function (6).

III. NUMERICAL RESULTS

We are now ready to illustrate how the LNS, imple-
mented in Eq. (10), may be used to analyze several physical
properties in biased molecular junctions. We then consider
three distinct molecular structures represented in Fig. 1: a
benzenedithiol molecular junction in para [PBDT, Fig. 1(a)]
and meta [MBDT, Fig. 1(b)] configuration, and a 2,11-
dithia(3,3)paracyclophane molecular junction employed in
measurements of quantum coherence in Ref. [46] [Fig. 1(c)].
Simulations of molecular electronic structures are performed
within the Gaussian package [47] employing the Hartree-Fock
level of the theory and Slater-type orbitals with three primitive
Gaussians (STO-3g) basis set. The molecular structures are
coupled to semi-infinite contacts via sulfur atoms; each orbital
of the latter is assumed to support 'y = 0.1 eV electron

(b)

FIG. 2. Electroluminescence profile in a MBDT molecular junc-
tion [Fig. 1(b)] at V,; = 3 V. The profile is plotted parallel to the
molecule at 1.5 A above the molecular plane. The horizontal axis
(X) is the direction of tunneling in the junction. The localized
surface plasmon-polariton vector is assumed to be directed along X.
The light emission profiles are shown for the outgoing photons of
frequencies (a) w = 2 eV and (b) 3 eV.

exchange rate between the molecule and contact K (L or
R) [48]. The contacts are modeled within the wide-band
approximation [31]. While this level of molecule-contacts
modeling is enough for illustration purposes, actual ab initio
simulations should use a better basis set and perform realis-
tic self-energy calculations. The Fermi energy Ef is taken
to be 1 eV above the highest occupied molecular orbital
(HOMO) for the PBDT and MBDT junctions [Figs. 1(a) and
1(b)]. Following Ref. [46] we take the Fermi energy in the
middle of the highest occupied-lowest unoccupied molec-
ular orbital (HOMO-LUMO) gap for the double-backbone
molecular structure of Fig. 1(c). Finally, the bias V,; across
the junction is applied symmetrically: ;g = Er £ |e|Vsq/2.
The numerical illustrations below are presented on plane(s)
parallel to the molecular plane(s) at a distance of 1.5 A above
it. Calculations are performed on a spatial grid spanning from
—4 Ato4 A with a step of 0.25 A. The center of the coordinate
system is chosen at the molecule’s center of mass.

A. Bias-induced light emission

Let us first discuss bias-induced light emission in molec-
ular junctions. The theory of light emission from quantum
noise was recently put forward in Ref. [25]. It was shown that
the emission is related to the positive frequency part of the
asymmetric noise [the last row of Eq. (10)] in the plasmonic
contact. The corresponding local noise distribution then yields
the electroluminescence profile in a biased molecular junc-
tion. According to the theory of Ref. [25], the local current
projections are fixed by the direction of the localized surface
plasmon-polariton vector.

Figure 2 shows the light emission in a MBDT molecular
junction [Fig. 1(b)] at a bias V;; = 3 V. It is interesting to
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FIG. 3. Local noise cross-correlation S, Py w) =

\/Zi={x,y,z) S2(F.Fmw) in  a  2,11-dithi(3,3)paracylophane
molecular junction [Fig. 1(c)] at V,y =1 V. The horizontal
axis (X) is the direction of tunneling in the junction. The profile is
plotted parallel to the molecular planes with Z projections of 7, and
7, taken 1.5 A on outer sides of molecular planes. We show (a) the
cross-correlation map in the XY plane at w = 3.5 eV and (b) the
cross-correlation at the points corresponding to positions of carbon
atoms of the benzene rings vs frequency w.

note that the outgoing photons of different frequencies probe
different parts of the molecule [compare Figs. 2(a) and 2(b)].
This fact cannot be extracted from other spectroscopic probes
and is due to local features of the potential profile distribution
in the junction.

B. Correlation effects in transport

As a second example, we discuss the local noise probed
at two distinct points in space (cross-correlations) to detect
interdependence of different paths in quantum transport. Us-
ing the latter as, e.g., indicator of interspecies spin interac-
tions was discussed in Ref. [49]. To illustrate the usefulness
of the concept in a nonequilibrium setting we consider a
2,11-dithi(3,3)paracylophane molecular junction [Fig. 1(c)].
The junction provides two paths for electron tunneling,
which lead to observation of constructive interference in
transport [46].

We probe the independence of the two paths by calculating
the LNS cross-correlation map of local currents taken outside
of the two molecules at a distance of 1.5 A away from the
molecular planes. That is, X and Y projections (XY is parallel
to the molecular planes) of vectors 71 and 7, in (10) are taken
equal to each other, while their Z components are taken 1.5 A
away on the outer side of the molecular planes [see Fig. 1(c)].
The resulting cross-correlation map is shown in Fig. 3. As ex-
pected, correlations between the two molecules show maxima
at the positions of carbon atoms, where interaction between
p. atomic orbitals of the atoms is significant [see Fig. 3(a)].

However, extra information can be extracted from the
frequency dependence of the cross correlation, which indi-

cates a characteristic interaction energy scale in the system.
Frequency dependence of cross correlation corresponding to
position of carbon atoms of the two benzene rings is shown
in Fig. 3(b). Three peaks indicate, respectively, the effective
strengths of 2s — 2s, 25 — 2p,, and 2p, — 2p, atomic orbital
couplings. The peaks approximately correspond to the Rabi
frequency related to the Fock matrix couplings between or-
bitals of adjacent carbon atoms in the two molecules of the
junction.

C. Local thermometry

We discuss here how to employ local-noise spectroscopy
(LNS) as a local thermometry tool in current-carrying molec-
ular junctions. Although a nonequilibrium state cannot be
identified with a unique thermodynamic temperature, and ex-
perimentally measurable failures of attempts to introduce such
characteristic were discussed in the literature [50], the concept
of temperature as a single parameter effectively describing
bias-induced heating [51] is attractive. For example, Raman
measurements in current-carrying junctions were utilized to
introduce an effective temperature of molecular vibrational
and electronic degrees freedom [52,53]. Such assignment
implies the existence of some sort of local equilibrium. As
a measure of electronic temperature an idea of equilibrium
probe with chemical potential and temperature adjusted in
such a way that no particle and energy fluxes exist between
the probe and nonequilibrium electronic distribution was put
forward and utilized in a number of studies [54-56].

In the context of noise spectroscopy, it was indeed recently
suggested that noise may be used to measure electronic tem-
peratures [26,28]. Here, we follow the suggestion of Ref. [26]
and utilize the equilibrium noise expression [20,44], S =
4kgT G (with G the conductance), and the fact that at zero
bias the molecular temperature should correspond to that of
the contacts, to introduce a nonequilibrium effective local
temperature T, (A) as a function of the noise in Eq. (9)

Saa(w = 0)ly,

T =To =g " =000 -

(1D
Here, Tj is the temperature in the contacts (assumed to be
300 K in both L and R reservoirs), and A is the surface area of
a noninvasive probe that measures the local temperature [54].

Note that for small surface areas (A = 6.25 x 1072 A2),
over which the integrands in Eq. (9) are constants, the area size
A dependence disappears. This is the case discussed here. As
a test case we consider the PBDT molecular junction shown
in Fig. 1(a).

Figure 4 shows the temperature distribution in the PBDT
molecular junction calculated using Eq. (11) at Vo = 1 V. We
assume a noninvasive probe, which measures local noise of
the current projections perpendicular to the probe’s surface at
a distance of 1.5 A above the molecular plane. Figure 4 shows
that while the temperature values are of the same order of
magnitude, the temperature profiles are substantially different
for different probe orientations. Of course, in realistic mea-
surements the probe is always invasive and the experimentally
measured profiles will mix different contributions. However,
such dependence on orientation may be observable under
certain conditions. For example, the effect may be observable
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FIG. 4. Local noise thermometry in a PBDT molecular junction [Fig. 1(a)] at a bias V,; = 1 V. The temperature distribution, Eq. (11), is
plotted parallel to the molecule at 1.5 A above the molecular plane. The horizontal axis (X) is the direction of tunneling in the junction. The
temperature estimates are shown from a noninvasive probe oriented (a) perpendicular to the junction tunneling direction, (b) parallel to the
junction tunneling direction and perpendicular to the molecular plane, (c) parallel to the molecular plane, and (d) perpendicular to the local

current. The vertical (color) bar shows the temperature scale in K.

in measurements in graphene nanoribbons. This also confirms
that the definition of temperature is not unique in a nonequilib-
rium setting and depends on the type of probes used to define
it [54,56].

IV. CONCLUSION

We have introduced the concept, and developed the theory
of, local-noise spectroscopy as a tool to study transport prop-
erties of systems out of equilibrium. The concept is a natural
extension of local fluxes which have been used to characterize
charge (and energy) flow in nanoscale systems.

We have shown that the local noise contains rich and
complementary (to local fluxes) information on the system. In
particular, we have exemplified this tool with the study of bias-
induced light emission, intrasystem interactions in molecular
junctions, and discussed its application to nanothermometry.

In the case of light emission we find that outgoing photons
of different frequencies may probe different regions of the
molecule, an interesting effect difficult to extract from other

probes. The cross correlations of the local noise are instead
an indicator of intrasystem interactions, and its frequency
dependence yields information on their interaction strength
and relevant energy scale. Finally, in the case of nanother-
mometry we predict temperature profiles dependent on the
different probe orientations.

Although LNS may, at the moment, be difficult to realize
experimentally, our work shows that it can already be of
great help as a theoretical tool to analyze a wide variety
of physical properties in different nonequilibrium systems.
We thus hope that our work will motivate experimentalists
in pursuing this line of research that may lead to another
important spectroscopic probe with the potential to unravel
phenomena difficult to detect with other techniques.
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