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Higher-order topological insulators have a modified bulk-boundary correspondence compared to other
topological phases: instead of gapless edge or surface states, they have gapped edges and surfaces, but protected
modes at corners or hinges. Here, we explore symmetry-protected topological phases in strongly interacting
many-body systems with this generalized bulk-boundary correspondence. We introduce several exactly solvable
bosonic lattice models as candidates for interacting higher-order symmetry-protected topological (HOSPT)
phases protected by spatial symmetries, and develop a topological field theory that captures the nontrivial nature
of the gapless corner and hinge modes. We show how, for rotational symmetry, this field theory leads to a
natural relationship between HOSPT phases and conventional SPT phases with an enlarged internal symmetry
group. We also explore the connection between bosonic and fermionic HOSPT phases in the presence of strong
interactions, and comment on the implications of this connection for the classification of interacting fermionic
HOSPT phases. Finally, we explore how gauging internal symmetries of these phases leads to topological orders
characterized by nontrivial braiding statistics between topological vortex excitations and geometrical defects
related to the spatial symmetry.
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I. INTRODUCTION

After a decade of intense effort, the classification and
characterization of symmetry-protected topological phases
has been thoroughly investigated. Beginning with noninter-
acting topological insulators and superconductors [1–7], the
focus has shifted to interacting systems, most of which could
be classified by group cohomology, Chern-Simons theory,
cobordism theory and nonlinear σ models (NLσM) [8–19].
Such a symmetry-protected topological (SPT) phase can es-
sentially be defined by its topological bulk-boundary cor-
respondence: if the boundary does not break the symme-
try, it must be gapless or (for three-dimensional systems)
topologically ordered. In parallel to the exploration of SPT
phases, the concept of symmetry protection has been ex-
tended to spatial symmetries and point group symmetries in
common crystalline materials [16,20–36]. Topological states
protected by spatial symmetries come with a much richer
bulk-boundary correspondence: in addition to gapless sur-
faces (or edges), depending on the protecting symmetries,
they also admit boundaries where the edges and surfaces
are gapped, but protected gapless modes appear at corners
or hinges of the system. Topological crystalline phases with
this phenomenology have recently been termed higher-order
topological insulators (HOTI) [27,34–59]. This concept has
its correspondence in the study of strongly interacting crys-
talline SPTs [27,29,56,57], which we shall refer to as higher-
order symmetry-protected topological (HOSPT) phases. In
general, an nth-order SPT must have some gapless modes
on its boundary, but these may be confined to live on
a d − n-dimensional submanifold of the boundary. In this

nomenclature, conventional SPT phases are of first order.
A second-order SPT phase in two spatial dimensions (2D)
and three spatial dimensions (3D) then supports ungappable
corner and hinge modes, respectively.

HOTIs are closely connected to the crystalline SPT phases
discussed in Refs. [20,21,49]. While examples of interact-
ing systems where crystalline symmetry protects (d − 2)-
dimensional boundary modes have been discussed in the lit-
erature [29,56,57], most of the efforts to date have focused on
classification, rather than on exploring the higher-order nature
of the bulk-boundary correspondence in these systems. In
this work, we focus on this bulk-boundary correspondence in
interacting HOTI’s. Several complimentary approaches can be
employed. First, we anticipate that HOSPT phases can be real-
ized in simple but exactly solvable models whose many-body
spectrum, including the surface and corner or hinge modes, is
exposed in a clear way. Second, low-energy effective theories,
either obtained in a phenomenological or microscopic way,
should be able to represent the topological structure of these
phases and the symmetries that protect them. In particular, as a
HOSPT phase supports gapless modes at the corner/hinge, one
should be able to infer from an effective theory the symmetry
protection of the (d − n)-dimensional boundary of the nth-
order SPT state. Third, an important feature of HOSPT phases
protected by spatial symmetries (together with some internal
symmetry) is the interplay between symmetry and geometric
defects. In the study of conventional SPT phases, a rich phe-
nomenology including the existence of symmetry-protected
zero modes was uncovered at geometrical defects, such
as cross-caps, dislocations, or disclinations [29,31,60–63].
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In addition, for SPT phases protected by global unitary sym-
metries, gauging these symmetries reveals nontrivial braiding
statistics between flux defects [64–69], suggesting that a
similar form of braiding arises between lattice defects and
symmetry fluxes when the internal symmetries of an HOSPT
are gauged.

In this work, we address the above points by studying
characteristic examples of bosonic HOSPT phases, with cor-
ner or hinge modes protected by a combination of internal
and lattice symmetries. In addition to mirror symmetry, for
which hinge and corner modes have been discussed previ-
ously [29], we present explicit examples where C4 rotational
symmetry leads to second-order, rather than first-order, SPTs.
We show that these examples can be described by a NLσM
with a topological term, reminiscent of the situation for many
first-order SPTs [12,13,15,70,71]. In our HOSPT examples,
however, the bulk topological term is trivial, but each corner
(hinge) supports a 0D (1D) Wess-Zumino-Witten (WZW)
term that characterizes the nontrivial topology of the bulk. We
show explicitly how these corner (or hinge) WZW terms arise
from a NLσM description of a first-order SPT with G × Z2

symmetry, where G is the internal symmetry of the final
HOSPT. Based on this, we argue that in general if a first-order
SPT in d dimensions with symmetry group G × Z2 exists and
admits a nontrivial decorated domain wall construction [72],
then a second-order SPT also exists on a d-dimensional cubic
lattice, with gapless hinge or corner modes protected by a
combination of G symmetry and C4 rotations. This provides
a framework connecting conventional symmetry-protected
topological phases and higher-order topological crystalline
phases in the same dimension via symmetry reduction.

An important question that arises in our discussion is what
is the appropriate definition of a higher-order topological
phase. For example, in 2D, any model that realizes an internal
symmetry projectively at its corners has gapless corner modes
that are robust to local perturbations. However, we will show
that in some cases these projective representations can be
eliminated by attaching 1D SPTs to the boundary in a way
that respects all relevant lattice symmetries. Such systems are
not true HOSPT, since the projective representations cannot
reflect any bulk properties of the system. We will thus take the
view that two HOSPT phases are equivalent if they are related
by attaching any lower dimensional system to the boundary.
This leads to a nontrivial interplay between the possible
projective representations of a system’s internal symmetry,
and the lattice geometry required to allow a true HOSPT.

In addition to studying bosonic HOSPT, we also study
their fermionic counterparts. The classification of fermionic
TCIs is reduced by interactions, i.e., when they are considered
as crystalline SPTs [29,56,57]. We show explicitly how this
breakdown can be understood by focusing on the topolog-
ical boundary states of HOSPT phases. In the process, we
demonstrate that as for conventional SPT phases, our bosonic
models can be constructed from multiple copies of fermionic
higher-order topological superconductors.

The remainder of the paper is structured as follows. In
Sec. II, we study two representative examples of bosonic
HOSPT in 2D, and introduce an effective low-energy field
theory that captures the topological nature of their boundary

modes. We use this to draw general conclusions about HOSPT
protected by C4 rotation combined with an internal symmetry
group G. In Sec. III, we repeat this analysis for 3D systems,
where the relationship between first and second-order SPTs is
qualitatively the same as in 2D. We also discuss an example
of a third-order SPT, with protected gapless corner modes in
3D. This is followed by Sec. IV, in which we study fermionic
HOSPTs with a Z classification in the noninteracting limit.
We show how interactions reduce the classification to a sub-
group ZN . At the same time, we demonstrate that N copies of
such fermionic HOSPT with interactions between them are
equivalent to the bosonic HOSPT from Sec. II. Finally, in
Sec. V, we establish that by gauging the spatial and internal
symmetry in HOSPT, the resultant gauge flux and lattice
defects have nontrivial three-loop braiding statistics.

II. HIGHER-ORDER BOSONIC SPT PHASES IN 2D

While the understanding of higher-order topological
phases of fermions is rather complete [27,34–36,38–
42,44,45,49,50,53–59], the corresponding focus on subdi-
mensional gapless boundary modes in bosonic systems with
explicit models is less known [28,58]. The only constructive
approach is that of Ref. [36], where the authors build an
HOSPT state from spin degrees of freedom via a coupled wire
construction.

In this section, we introduce two types of exactly solvable
2D bosonic models realizing interacting HOSPT phases with
gapless corner modes. We also introduce a field theoretic
description of the underlying physics, and discuss its relation
to the paradigm developped for higher-order fermionic SPT
phases, and its implications for a classification of interacting
bosonic HOSPT.

As for all SPT phases, the corner modes we construct are
gapless only in the presence of certain symmetries. Here, the
relevant symmetries are an on-site symmetry (which will be
either time-reversal T or Zm × Zn symmetry, where m and n

are not mutually prime), together with a lattice symmetry. In
this work, we consider the latter to be either reflections or C4

rotations as examples.

A. Exactly solvable model with local Z2 × Z2 and C4 rotation
or reflection symmetry

Our first model for a bosonic HOSPT has global Z2 ×
Z2 symmetry and gapless corner modes that transform pro-
jectively under this Z2 × Z2 symmetry. We show that the
resulting degeneracy is protected by a combination of the
global Z2 × Z2 symmetry together with either C4 rotation or
reflection symmetry. We will also describe how very similar
models can be constructed for global Zm × Zn symmetry, and
discuss under what conditions these harbor protected gapless
corner modes.

The model was introduced in Ref. [73], where another
aspect of it was studied: it can be viewed as an SPT phase
in which the gapless boundary modes are protected by sub-
system symmetry (meaning that rotating spins independently
along different one-dimensional (1D) lines constitutes a sym-
metry). Here, we show that if we relax the condition that
such subsystem spin rotations be symmetries of the full
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FIG. 1. The topological plaquette paramagnet model on checker-
board lattice. The Pauli spins τ, σ live on the red/blue sites. The
interaction σ z

i σ z
j σ z

k σ z
l τ x

m involves the four σz spin operators on the
red plaquette and the τx in the middle of plaquette.

Hamiltonian, but retain global Z2 × Z2 symmetry, the edges
can be gapped—but that there remain gapless corner modes
that transform projectively under the global symmetry.

The model is defined on the checkerboard lattice with two
flavors of spins, σ and τ , residing on one of the sublattices
each. The Hamiltonian is

H = −
∑
i∈a

τ x
i

∏
j∈Pi

σ z
j −

∑
i∈b

σ x
i

∏
j∈Pi

τ z
j . (1)

Here, a(b) refers to the red(blue) sublattice as shown in Fig. 1,
and Pi refers to the four spins neighboring i as shown in Fig. 1.
As all of these terms commute, the Hamiltonian is exactly
solvable.

The ground state of Eq. (1) may be understood in the σ z

and τ x basis. Each flavor of spin forms a tilted square lattice,
where Pi then refers to four spins on a tilted plaquette. The
first term in Eq. (1) may be understood as decorating pla-
quettes Pi in which

∏
j∈Pi

σ z
i = −1 (the domain wall corners

in σ z) with a τ x = −1 as illustrated in Fig. 2. The second
term then flips between domain wall configurations of σ z,

FIG. 2. Ground state of the topological plaquette paramagnet de-
fined in Eq. (1). The blue blocks illustrate the domain wall for σ spin
where σz = ±1 inside/outside the domain wall. The corner of the
blue block contains a τ (red) spin polarized at τx = −1. The ground
state is a superposition of all domain wall block configurations where
the corners of the blocks are decorated with τx = −1.

FIG. 3. Boundary degrees of freedom of Eq. (1). The three-spins
cluster in the blue rectangle refers to the effective edge spin, while the
corner two-spin cluster in the green rectangle is the corner effective
spin.

while maintaining the decoration of τ x . The ground state is
therefore a coherent equal superposition of all configurations
of σ z, decorated in this way.

1. Edge and corner modes

Although the ground state of topological plaquette para-
magnet on a closed manifold is unique, the ground state
becomes highly degenerate in the presence of a boundary [73],
if one simply excludes terms in the Hamiltonian that are not
fully supported in the system. To illustrate this, we consider
the horizontal/vertical edge of a checkerboard lattice that is
tilted by π/2, as shown in Fig. 3. One can define a set of three
anticommuting Pauli operators for each cluster of three sites
along the edge (blue rectangle in Fig. 3), which commute with
the Hamiltonian and all operators associated with different
boundary clusters. They are given by

πx
edge = τ zσ xτ z, π

y

edge = τ zσ yτ z, πz
edge = σ z. (2)

We will call π
x,y,z

edge the edge spin operators. (Here, we omit the
site indices for convenience.) At the corner, the spin operators
that commute with the Hamiltonian and with the boundary
cluster operators from the adjacent edges are defined using a
two-site cluster (green rectangle in Fig. 3), via

πx
corner = σxτ z, πy

corner = σyτ z, πz
corner = σ z. (3)

In total, including edges and corners, there is a 2NB -
dimensional Hilbert space (where NB denotes the number of
boundary spins) associated with these boundary spin oper-
ators. As discussed in Ref. [73], the Hamiltonian (1) has a
subsystem symmetry that protects this large degeneracy.

Here, we will instead require only global Z2 × Z2 sym-
metry, generated by

∏
i σ

x
i and

∏
i τ

x
i . In this case, each edge

degree of freedom along the vertical or horizontal edge can be
gapped out in a symmetric way by adding a uniform polariza-
tion term −hπx

edge to the Hamiltonian, which commutes with
both generators of the global Z2 × Z2 symmetry. However, at
the corners, none of the three edge Pauli operators commute
with both Z2 symmetries, and such a term cannot be added.

To see more generally that these corner modes cannot be
gapped out in any symmetric (and local) way, let us consider
the possible action of an arbitrary symmetry respecting pertur-
bation on the ground-state manifold. The boundary spins may
be viewed as a 1D Ising chain described by the spin operators
πedge and πcorner going around the perimeter. The first Z2

symmetry acts on this Ising chain as a global Z2 symmetry,
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∏
σx → ∏

πx
edge

∏
πx

corner on both edge and corner spins.
Meanwhile, the second one acts on the Ising chain only on
the four sites at each corner as

∏
τ x → ∏

πz
corner. Consid-

ering a square sample, the Z2 × Z2 symmetry is therefore
realized projectively within each quadrant (as the generators
anticommute locally when acting on the boundary degrees
of freedom). The argument then proceeds as follows. πz

corner
remains a good quantum number under any local interac-
tion term that may be added (as such terms must commute
with the symmetry

∏
corners πz

corner). The energy must also be
independent of the πz

corner quantum number, as it is flipped
by the global

∏
σx symmetry, which commutes with the

Hamiltonian (as long as the corners are separated by a distance
much larger than the correlation length and the edge is not
spontaneously symmetry broken). Therefore there is a twofold
degeneracy at each corner. Without C4 or reflection symmetry,
one may simply move the gapless mode from one corner to the
another via local terms, where they can be gapped by a local
coupling. This possibility is not allowed when C4 or reflection
symmetry is imposed on the system. We thus conclude that
C4 or reflection symmetry together with the local Z2 × Z2

symmetry protect this HOSPT phase.

2. Zn × Zm generalization

Finally, we describe the more general case with Zn × Zm

and reflection symmetry, where we require gcd(n,m) �= 1, as
in Ref. [73]. We replace the σ Pauli operators by Zn operators
Z, X, satisfying the algebra

Zn = Xn = 1, (4a)

XZ = ωZX, (4b)

with ω = e2πi/n, and also define Y = −iZX. Similarly, we
replace the τ Pauli operators by Zm operators Z̃, X̃, Ỹ ,
which satisfy the same algebra but with n replaced by m and
ω̃ = e2πi/m. Let q = gcd(n,m). We may define the following
generalization of Eq. (1):

H = −
∑

m∈a$ijkl∈Pm )

(Z̃†
i Z̃j Z̃

†
kZ̃l )

mz
q Xm + H.c.

−
∑

m∈b$ijkl∈Pm )

(Z†
i ZjZ

†
kZl )

nz
q X̃m + H.c. (5)

Here, the sums are over all sites m in the a or b sublattice,
and ijkl ∈ Pm are the four spins surrounding site m, in the
order labeled in Fig. 1. Hamiltonian (5) consists of mutually
commuting terms, where each z = 1, . . . , q corresponds to
a distinct phase (which we characterize here by a distinct
projective representations of Zn × Zm at the corners). This
model possesses the Zn symmetry

∏
i Xi and the Zm symme-

try
∏

i X̃i . Note that this model does not possess C4 rotation
symmetry, as such a rotation maps z → q − z and does not
leave the Hamiltonian invariant. However, it does have re-
flection symmetry along the vertical and horizontal axes in
Fig. 1. We define this model on the 45◦ rotated square lattice
shown in Fig. 3, with diagonal reflection symmetries, which
terminate at the corners.

We may similarly define Zn degrees of freedom along the
edges (see Fig. 3),

πx
edge = Z̃

mz
q XZ̃

† mz
q , π

y

edge = Z̃
mz
q Y Z̃

† mz
q , πz

edge = Z, (6)

as well as at the corners, which, depending on the corner
orientation, are either given by

πx
corner = XZ̃

† mz
q , πy

corner = Y Z̃
† mz

q , πz
corner = Z (7)

or with Z̃† ↔ Z̃. As in the previous section, if we simply
exclude terms in the Hamiltonian that are not fully fully
supported in the system, the ground-state manifold is highly
degenerate. However, the degeneracy associated with the πedge

spins can be locally removed without breaking the Zm × Zn

symmetries, while the corner degeneracy cannot.
As before, this is because the Zn symmetry acts on the

ground-state manifold as
∏

πx
edge

∏
πx

corner, while the Zm

symmetry acts as
∏

(πz†
corner )

nz
q . Thus the edge can be gapped

out in a symmetric way by adding −hπx
edge + H.c. along the

edge. At the corner, we can add −(πx
corner )

k + H.c., which
commutes with both Zm and Zn symmetry, if k is chosen
such that zk/q is integer. The smallest nonzero k one can add
is k = q/gcd(z, q ). This term lifts some of the ground-state
degeneracy associated locally with the corner—but not all of
it. Specifically, all eigenstates of πz

corner with eigenvalue ωa

remain ground states if ωka = 1. There are gcd(n, k) such
eigenvalues. Thus gcd(n, k) is the protected ground-state de-
generacy per corner. In particular, if we choose z = 1, then the
ground-state degeneracy per corner is simply q = gcd(n,m).

However, for some choices of m and n these corner modes
are not fully protected by the spatial symmetries. Consider
m = n = 3 and z = 1 as an example. The on-site symmetries
protect a threefold degeneracy at the corners stable to small
local perturbations, due to the fact that the corners transform
as a nontrivial projective representation of Z3 × Z3. However,
strong interaction terms along the edges can gap this out. To
see this, notice that the projective representations of this group
have a Z3 = {1, ν, ν2} classification, and we may define the
representation at the top left and bottom right to be of the
class ν, and those at the remaining corners of class ν−1 = ν2.
Now, consider lining 1D Z3 × Z3 SPTs along each edge,
which can be done in a reflection symmetric way such that
at each corner we have a total of three copies of ν or ν2

projective representations, which thus leads to a completely
trivial representation at the corners which can be gapped out.

More generally, projective representations of Zn × Zm

are given by the second cohomology group H2[Zn ×
Zm,U (1)] = Zq . Let ν be the generator of Zq , then, our
model with a general z has the projective representations νz

at the corner. Lining 1D Zn × Zm SPT chains along the edge,
we may modify this projective representation as νz → νz+2c,
for any integer c. Thus if q is odd, it is always possible to
gap out the corners completely by adding 1D systems to the
boundary. However, if q is even, this is not possible. Allowing
the symmetric stacking of 1D systems along the boundary into
our phase equivalence relation, this implies a Z2 classification
for even q, and trivial (Z1) for odd q. This suggests that the
existence of projective representations alone is not sufficient
to ensure an interacting HOSPT phase, and that the lattice
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FIG. 4. Spin model on square lattice with four spin 1/2 per site.
The red square denotes the spin cluster between four spins on the
corner of the plaquette. The edge site contains two free spin 1/2 (red
dot), while the corner site contains three. One can dimerize the edge
spin via inter/intra-bond singlet. The edge dimerization is odd under
the reflection symmetry that leaves the diagonal invariant.

geometry imposes nontrivial conditions on which projective
representations can lead to HOSPT phase.

B. Exactly solvable model with time-reversal
and reflection symmetry

In addition to unitary symmetries like Zn × Zm, it is in-
structive to consider time-reversal symmetry T . Here we pro-
pose a lattice model where T , combined with either reflections
or C4 rotation symmetry, can also lead to bosonic HOSPT
phase. We will use this construction to formulate a field theory
that describes both this HOSPT phase and that of the previous
subsection. We note that according to the group cohomology
classification [8,74], there exists no nontrivial usual bosonic
SPT in 2D protected only by T symmetry. Instead, we show
that these gapless corner modes arise from a nontrivial bulk
topological term that is precisely that of the 1D Haldane or the
Affleck-Lieb-Kennedy-Tasaki (AKLT) chain, which requires
only T symmetry to be topological. This is consistent with
the construction of crystalline SPTs from lower-dimensional
systems, pioneered in Refs. [27,56,57].

Our construction is similar in spirit to the 1D AKLT chain,
in which neighboring spins are coupled in such a way that in
the ground state each boundary has an effective free spin 1/2.
In 2D, we instead use interactions which entangle the spins
between different sites on the same plaquette, such that in the
ground state, each corner of the lattice contains an odd number
of free spin-1/2 degrees of freedom, which are decoupled from
the bulk.

More precisely, we begin with spins arranged on the square
lattice as shown in Fig. 4. There are four spins (green dots)
per site (blue circle) and each spin independently interacts
with the one of the four plaquette clusters (red) adjacent to
the site. The plaquette cluster interaction involves the four
spins coming from the four corners of the plaquette and the
interaction projects the four spin into a unique state.

The Hamiltonian of this model is the sum of all plaquette
clusters with no mutual overlap, rendering it exactly solvable:

H =
∑
P

|αP 〉〈αP |,

|αP 〉 = 1√
2

(|0〉P,1|0〉P,2|0〉P,3|0〉P,4

+ |1〉P,1|1〉P,2|1〉P,3|1〉P,4), (8)

where P labels a plaquette, shown in red in Fig. 4, which
contains four spins at its corners, labeled by the pairs
(P, 1), (P, 2), (P, 3), and (P, 4). The plaquette cluster in-
teraction |αP 〉〈αP | for plaquette P projects the four spins into
a unique ground state |α〉P . Here, |0〉P,j and |1〉P,j denote the
spin up and down state for the j = 1, . . . , 4 spin 1/2 belonging
to plaquette P .

Hamiltonian (8) is invariant under the antiunitary time-
reversal symmetry defined for any P and j = 1, . . . , 4 by

T : |0〉P,j → |1〉P,j , |1〉P,j → −|0〉P,j (9)

and under the mirror symmetries M1 and M2,

M1 : |λ〉(x,y) → |λ〉(y,x),

M2 : |λ〉(x,y) → |λ〉(−y,−x), (10)

for λ = 0, 1. For notational convenience we have used a
second way of labeling the spins |λ〉(x,y), using the coordinates
of 2D space in which the lattice is embedded. Our choice of
origin coincides with the center of a blue site. The Hamilto-
nian preserves a number of additional symmetries which are
not crucial to our discussion.

Each site along the edge contains two unpaired spins,
which may be gapped locally into an on-site singlet. However,
doing this in a way that preserves the reflections M1 and
M2, necessarily leaves an odd number of unpaired spins at
each corner. Since these are separated by a distance Lx or
Ly , they cannot be coupled by any local interaction; thus the
resulting Kramers degeneracy at each corner can be lifted only
by breaking time reversal. In other words, these corner zero
modes cannot be gapped without breaking either reflection or
T symmetry.

Though we will often call these unpaired spin-1/2 “corner
modes,” in reality they are located at the intersection of the
boundary with the reflection plane along the square diagonals.
For example, if we instead take a zigzag edge as shown in
Fig. 5 and let the reflection axis hit the middle of the edge, the
reflection symmetry ensures that the unpaired spin 1/2 sits in
the center of the edge, where it is bisected by the reflection
plane.

It is worth pointing out that the zero modes of the Hamilto-
nian (8) can also be protected by T and C4 rotation symmetry.
In this case the system consists of four identical quadrants,
each containing an odd number of spin 1/2 on the boundary
(including the corner). Rotational symmetry ensures that the
unpaired spin 1/2 are separated by a distance on the order of
the linear system size, and hence cannot be coupled by any
local interaction. Insisting that the edges along the x, y direc-
tions are fully gapped pins these zero modes to the corners—
while in general they may reside anywhere on the boundary,
provided they are arranged in a rotationally symmetric way.
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FIG. 5. Take a zigzag edge with the reflection plane in the middle
of the edge. The edge spins could be gapped in a symmetric way
while the reflection points contains a zero mode due to the free
spin 1/2.

The robustness of these zero modes can be made apparent
using a low-energy effective field theory of the edge. We
denote the vector of Pauli matrices acting on an edge spin
j by 
sj = (σx

j , σ
y

j , σ z
j ) (consult Fig. 4 for the definition of

the labels j ). Each spin 1/2 can be written in terms of the
vector boson 
nj = (n1,j , n2,j , n3,j ). Let n4,j = 〈
sj · 
sj+1 −

sj · 
sj−1〉 denote the valence bond order parameter, which
forms an on-site or intersite singlet. Time-reversal transforms
the fields as

T : nk,j (t ) → −nk,j (−t ), k = 1, 2, 3,

n4,j (t ) → n4,j (−t ). (11)

For the boundary shown in Fig. 4, the diagonal reflection
symmetry M1 acts on n4,i via

M1 : n4,i+n = 〈
si+n
si+n+1 − 
si+n
si+n−1〉
→ 〈
si−n
si−n−1 − 
si−n
si−n+1〉 = −n4,i−n, (12)

where i is the central spin-1/2 at the corner, as shown in
Fig. 4. Note that here we are treating the entire boundary
(including the corners) as a single 1D system. In this 1D
system, an on-site singlet along the x edge is mapped by
reflection to an inter-site singlet on the y edge due to the odd
number of spins associated with the corner (see Fig. 4). This in
turn implies that for a reflection-invariant lattice configuration
n4 is odd under diagonal reflections.

Taking a continuum limit by trading the discrete index j

for a continuous co-ordinate w gives an O(4)1 Wess-Zumino-
Witten (WZW) model in (1 + 1)d [12,13,75–77],

Ledge = 1

g
(∂μ
n)2 + 2π

�3

∫ 1

0
du εijklni∂wnj∂tnk∂unl, (13)

where �N is the surface of the N -dimensional unit sphere
and we extended the field (n1, n2, n3, n4)(w, t ) to an extra
dimension u to express the O(4) WZW term. The boundary
conditions are

(n1, n2, n3, n4)(w, t, u = 0) = (1, 0, 0, 0),

(n1, n2, n3, n4)(w, t, u = 1) = (n1, n2, n3, n4)(w, t ). (14)

T invariance ensures that the O(3) rotor 
n is disordered.
Based on the definitions above, we expect that a domain
wall of n4, which is at the interface between an edge region
of on-site singlets and an edge region of interbond singlets,
contains a free spin-1/2 degree of freedom. This is captured by

the O(4) WZW term, which indicates that a domain wall of n4

is associated with an O(3)1 WZW term in (0 + 1)d—exactly
the field theory of the free spin 1/2.

Since reflection invariance requires n4(w, t ) =
−n4(−w, t ), where w = 0 corresponds to the corner site
i (see Fig. 4), n4 must have a domain wall at the corner,
resulting in a spin-1/2 zero mode that cannot be gapped
unless we break T or M1. This implies our model supports a
higher-order topological phase protected by T and reflection
M1.

A similar field theoretic picture applies both to the case
of reflections about the centers of the zigzag edges shown
in Fig. 5, with the domain wall of n4 being pinned to the
intersection of the mirror plane with the boundary. A similar
argument can be used to show that fourfold rotation symmetry,
rather than reflection symmetry can be used to stabilize the
HOSPT corner modes, because n4 must change sign under C4

rotations as well.

C. Bulk field theory

The effective edge field theory described in Eq. (13) sug-
gests a connection between HOSPT and conventional SPT
phases, which we now explore in more detail. This gives a
general picture of the relationship between a subset of the pos-
sible HOSPT phases, and conventional SPT phases that can
be described within the NLσM framework, which applies to
most SPTs within the group cohomology classification [13].

To see how such a connection arises, let us first scrutinize
the effective edge theory of Eq. (13) in more detail. Suppose
that our bulk gap is large compared to the edge gap, such
that it is natural to begin with a theory that has a gapless
boundary and consider which symmetry-allowed terms can be
used to gap it. In this case, we can think of our edge theory as
a WZW theory emerging from a 2D bulk described by the
O(4) NLσM:

L = 1

g
(∂μ
n)2 + �

�3
εijklni∂xnj ∂tnk∂ynl (15)

with � = 2π , and �3 = 2π2 is the volume of the unit 3-
sphere. Time-reversal symmetry acts according to

T : (n1, n2, n3, n4) → (−n1,−n2,−n3, n4). (16)

The remaining spatial symmetry also acts nontrivially on the
bosonic fields 
ni . Here we will focus on the case of C4 rotation
symmetry, for which

C4 : (n1, n2, n3, n4) → (n1, n2,−n3,−n4), (17)

where we have suppressed the arguments of each field, which
transform in the usual way under C4. For reflection symme-
try, the analogous transformation is M1 : (n1, n2, n3, n4) →
(n1, n2, n3,−n4); in this case, an odd number of fields must
change sign under the reflection symmetry in order for the
theta term to remain invariant.

The gapless edge of this bulk theory is described by an
O(4)1 WZW model,

Ledge = 1

g
(∂μ
n)2 + 2π

�3

∫ 1

0
du εijklni∂wnj∂tnk∂unl, (18)
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FIG. 6. Distribution of n4 in space in a C4 symmetric way. Red
lines are domain walls for the n4 scalar field.

with the full O(4) symmetry. Here, w parameterizes the
direction along the boundary and u is an extra dimension, with
boundary conditions


n(w, t, u = 0) = (1, 0, 0, 0), 
n(w, t, u = 1) = 
n(w, t ).

(19)

However, this gapless boundary is not protected, since we
can polarize n4 in a way that preserves both time-reversal
and the relevant lattice symmetries. This can for instance be
achieved by choosing the n4 polarization pattern shown in
Fig. 6. The result is precisely the field theory in Eq. (13),
where the lattice symmetry, together with time-reversal sym-
metry, protects the HOSPT phase.

The above description relies on a picture in which the
bulk gap of the parent Z2 × T SPT is large compared to
the symmetry-breaking terms near the boundary, such that
we can understand the corner modes starting from the WZW
description of the SPT’s boundary. As a complementary view,
we now ask whether one can obtain a description of the corner
modes directly from a bulk description. We will separately
discuss the cases of reflection and rotation symmetry, as the
corresponding field theories are qualitatively different.

1. Rotation Symmetry

For an HOSPT protected by rotation symmetry, the NLσ

model in Eq. (15) can be viewed as the end result of a two-step
process in which a 2d first-order SPT with both C4 rotation
and an internal Z2 symmetry is reduced to a second-order SPT
with only a modified version of the lattice symmetry. To see

this, we begin with Eq. (15), with the symmetry actions:

T : (n1, n2, n3, n4) → (−n1,−n2,−n3, n4),

Z2 : (n1, n2, n3, n4) → (n1, n2,−n3,−n4),

C4 : (n1, n2, n3, n4) → (n1, n2, n3, n4). (20)

We then break the Z2 symmetry by ordering n4 in the bulk.
However, we chose to do this such that the product of C4

rotation and Z2 symmetry is preserved. By this, we mean
we preserve the symmetry group generated by g = g1g2,
where g1, g2 are the generators of the original Z2 and C4

respectively. The product of C4 and Z2 generators defines a
new rotation symmetry (which we will denote from here on
by C̃4 = Z2C4), under which n4 is odd.

Let us now study what the topological theta term of our
original SPT tells us about the boundary of the resulting
system. To do this, we begin with Eq. (15) in polar coordinates
(r, φ), and take n4 ≡ 〈n4〉 = cos(2φ), which preserves both
C4 rotations and diagonal reflections. We define a new O(3)
vector boson field 
N normalized as

∑
i N

2
i = 1, via

ni =Ni sin(2φ), i = 1, 2, 3,

n4 = cos(2φ). (21)

We further let � be spatially depended as

�(r ) = [1 − sgn(r − R)]π, (22)

where R is the radius of the system, which is assumed to be a
disk.

The resulting topological term has the form

L� =
∫

dr

∫ 2π

0
dφ

�(r )

�3
εijk cos2(2φ) sin2(2φ)Ni∂rNj∂tNk

− �(r )

�3
εikj sin4(2φ)Ni∂rNj∂tNk

+ εijk cos(2φ) sin3(2φ)∂φNi∂rNj∂tNk

=
∫

dr

∫ 2π

0
dφ

�(r )

�3
εijk[2 sin2(2φ)Ni∂rNj∂tNk

+ cos(2φ) sin3(2φ)∂φNi∂rNj∂tNk].

Because n4 is ordered, the bulk topological term is trivial,
and we can integrate over r . To do this, first note that up
to boundary terms the second term in parentheses is a total
derivative in r .

The first term is not a total derivative, but can be made to
be one by introducing an extra dimension u, and exploiting
the fact that

∂u(εijkNi∂rNj∂tNk ) = εijk∂uNi∂rNj∂tNk (23)

to write this term as an integral over u. After doing so, we can
integrate both terms by parts in r , to obtain

L� =
∫

dr

∫ 2π

0
dφ εijk δ(r − R)2π

�3

[∫ 1

0
du 2 sin2(2φ)Ni∂uNj∂tNk + cos(2φ) sin3(2φ)Ni∂φNj∂tNk

]

=
∫ 2π

0
dφ

[∫ 1

0
du

2π

�3
εijk 2 sin2(2φ)Ni∂uNj∂tNk + 2π cos(2φ) sin3(2φ)

�3
εijk Ni∂φNj∂tNk

]
, (24)
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with the boundary conditions 
N (φ, t, u = 0) = (1, 0, 0) and

N (φ, t, u = 1) = 
N (φ, t ).

The second term in Eq. (24) is precisely the O(3) theta
term in (1 + 1)d that we encountered in Eq. (13). However,
its coefficient � = cos(2φ) sin3(2φ)2π is not quantized. In
the infrared limit of the renormalization group, � will flow
to one of the discrete stable fixed points � = 2πK, K ∈ Z
[76], depending on its microscopic magnitude [76]. In our
case this magnitude is small, and we expect � to flow to
0 in the infrared, corresponding to two topologically trivial
boundaries. However, choosing a slightly different ordering
configuration for n4 (for example, with an abrupt sign change,
as in Fig. 6), we could equally arrive at the conclusion that �

flows to 2π along each boundary. Both cases are topologically
equivalent.

The first term in Eq. (24) resembles a (0 + 1)d WZW
term, delocalized along the edge. To make this more precise,
consider integrating along one quarter of the integration do-
main, from φ = 0 to φ = π/2, such that the coefficient is
nonvanishing at both ends of the range of integration. Ignoring
the φ dependence of the O(3) rotor 
N , we obtain

L� =
∫ π/2

0
dφ

∫ 1

0
du

2π

�3
εijk 2 sin2(2φ)Ni∂uNj∂tNk

=
∫ 1

0
du

2π

�2
εijkNi∂uNj∂tNk, (25)

where �2 = 4π is the area of the unit sphere. Thus each
quarter of the system contains an O(3)1 WZW term in (0 +
1)d, which describes a free spin-1/2 zero mode coming from
the bulk.1

2. Reflection symmetry

If we replace C4 rotational symmetry with reflection in
the discussion above, a somewhat different field theory ap-
plies. This is because the topological theta term is odd under
mirror symmetry, which changes the sign of only one of
the derivatives. As a consequence, in this case we cannot
begin with a conventional SPT and reduce the symmetry.
Instead, for reflection symmetry the appropriate field theoretic
treatment indicates a relationship between HOSPT phases and
lower-dimensional SPTs, similar to what has been previously
discussed for topological crystalline insulators [56,57].

We illustrate the general framework by considering phases
protected by T and reflection symmetry. In any even spatial
dimension d = N , we begin with an O(N + 2) NLσM in
(d + 1) dimensional spacetime, with an internal Z2 symmetry
under which an odd number of the vector components change
sign. The corresponding topological � term is therefore odd
under both reflection and Z2 symmetry, but even under their
combination. As N is even, the � term is also invariant under

1Here, we have ignored the φ dependence of the fields Ni . More
generally, we could expand the topological term into modes of
different angular momenta. For the l = 0 mode, the calculation
described here applies. For modes with l > 0, we should consider the
integral over the entire boundary rather than over a single quadrant;
doing so reveals that the net topological term for these modes is 0.

T symmetry. In this case, our starting point is a topological
field theory that respects T symmetry and a reflection sym-
metry under which an odd number of components of 
n change
sign:

L = 1

g
(∂μ
n)2 + �

�N+1
εijkl...ni∂znj ∂tnk∂unl · · · . (26)

The symmetries act as

T : ni (t ) → −ni (−t ), i = 1, . . . , N + 1,

nN+2(t ) → nN+2(−t );

Ra : ni (ra ) → ni (−ra ), i = 1, . . . , N + 1,

nN+2(ra ) → −nN+2(−ra ); (27)

where we omitted all spatiotemporal variables of the field that
are unchanged under the respective symmetry operation.

Naively, the action in Eq. (26) suggests a topological
crystalline phase with gapless boundaries. However, the last
component nN+2 in the O(N + 2) vector field can be or-
dered in a reflection-symmetric way, provided nN+2(ra ) =
−nN+2(−ra ). This renders the bulk θ term trivial without
breaking any symmetries. But as we have seen, this trivi-
alized bulk topological term can generate nontrivial lower
dimensional topological terms associated with the boundary.
In particular, nN+2 must contain a domain wall at the re-
flection symmetric plane (ra = 0). As discussed above, the
intersection of this reflection plane with the boundary can
be viewed as an intersection of two domain walls, where
simultaneously 〈nN+2(ra )〉 switches sign and � jumps from 0
to 2π . A calculation similar to the one described above shows
that this point is described by an O(N + 1) WZW theory
in (d − 1) space-time dimensions, which cannot be trivially
gapped as long as the T symmetry is unbroken.

3. Generalizations

Finally, let us turn to the question of which 2D HOSPT
phases admit a field theoretic description similar to that pre-
sented here. Evidently, the field theory presented above can
equally be applied to the case of Z2 × Z2 symmetry, with the
nature of the field theory itself unchanged. More generally,
for bosonic SPT phases which have a NLσM description,
we can make a connection between the conventional SPT
state with gapless boundary modes protected by Z2 and G

symmetry, and the higher-order SPT protected by C4 rotation
and G symmetry, similar to that proposed by Ref. [29].
Specifically, Z2 × G SPT phases (with G satisfying certain
compatibility conditions) may contain a decorated domain
wall structure where the Z2 domain wall is equipped with a
lower dimensional SPT with G symmetry [72,78]. If we break
the Z2 symmetry while keeping the combination of Z2 and
C4 (C̃4 = Z2C4) invariant, the system contains perpendicular
planes with Z2 domain walls, each of which contains a lower
dimensional SPT with G symmetry. The boundary of these
planes thus carries a gapless mode protected by G symmetry,
which will appear in a field theoretic description as a zero-
dimensional WZW term associated with each corner. More
generally, these arguments can be extended to any Cm × G

symmetric topological crystalline phases, which contain m
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FIG. 7. Lattice for the CZX model defined in Eq. (28). Each site
contains eight spin-1/2 degrees of freedom (labeled as 1,2, …,8).
Each spin interacts with one of the eight spin-1/2 cubic clusters ad-
jacent to the site. The Hamiltonian projects the eight spins belonging
to a cube into a unique state.

copies of gapless d − 2 modes on a boundary that respects
Cm symmetry, if they support a HOSPT phase.

III. HIGHER-ORDER BOSONIC SPT PHASES IN 3D

In 3D, fermionic systems admit two distinct classes of
HOSPT: phases with gapless corner modes similar to those
of our 2D examples, and phases with “hinge” states—1D
gapless modes that are confined to live at the boundary
between two distinct surfaces of the crystal. Systems with
protected gapless modes at a boundary of co-dimension n

are referred to as nth-order topological phases. Following
this terminology, Ref. [34] introduced a second-order TI in
3D which exhibits protected hinge states with (spectral) flow
between the valence and conduction bands. Subsequent work
has systematically classified the higher-order TIs and topo-
logical superconductors (TSCs) for noninteracting fermion
systems [32,36,37,41,44,45,79,80].

We now discuss how 3D second-order SPT phases can
also exist in strongly interacting bosonic systems, using a
combination of exactly solvable models and field theoretic
descriptions. We begin by discussing a model for which the
symmetry required to protect the hinges is Z2 combined with
reflection or C4 rotation symmetry. Since the hinge modes are
described by the same topological field theory as the edges of
a 2D bosonic SPT, we must have an internal Z2 symmetry,
rather than T (which does not yield a nontrivial bosonic SPT
in 2D). In this case, there is a bulk NLσM description that
relates the phase with hinge modes protected by C4 rotation
to a 3D bosonic SPT with Z2 × Z2 symmetry.

We will then discuss third-order interacting SPT phases in
3D, presenting a model with Z2 × Z2 and rotation symmetry
that appears to have protected gapless corner modes. To best
of our knowledge, this is the first explicit third-order HOSPT
state in interacting boson systems.

A. Second-order SPT phase with gapless hinge modes protected
by Z2 and C4 rotation or reflection symmetry

The first 3D model we consider is a cubic-lattice version
of the CZX model introduced by Ref. [74]. There it was
shown that the square lattice CZX model realizes a nontrivial
2D Z2 SPT phase, with symmetry-protected gapless edge
modes. Here we will show that the cubic lattice version is a

FIG. 8. Boundary degrees of freedom of the CZX model defined
in Eq. (28). (Left) On the surface, one can perform a plaquette
projection to gap out the surface without breaking the symmetries
that define the HOSPT phase. (Right) Along the hinge between two
surfaces, each bond represents a two-level system and Z2 symmetry
acts on the hinge in a nonlocal way.

second-order SPT protected by Z2 symmetry and reflections.
The surfaces of this model can be gapped in a symmetric
way, but the hinge separating two faces of a cubic system
harbors a gapless mode which is exactly the edge of the 2D
Z2 SPT [65,74].

The Hilbert space for the cubic CZX model is a cubic
lattice with eight spin 1/2 per site, each of which interacts
independently with a cluster of eight spin 1/2 from sites at
the corners of an elementary cube, as shown in Fig. 7. The
Hamiltonian is a sum of projectors, each of which projects
eight spins on the corners of a cube into the entangled state as
Fig. 8. It is given by

H = −
∑
C

⎛
⎝HC ⊗

∏
P∈plaq(C)

HP ⊗
∏

B∈bond(C)

HB

⎞
⎠,

HC = |00000000〉C〈00000000|C +|11111111〉C〈00000000|C
+ |00000000〉C〈11111111|C
+ |11111111〉C〈11111111|C,

HP = |0000〉P 〈0000|P + |1111〉P 〈1111|P ,

HB = |00〉B〈00|B + |11〉B〈11|B. (28)

The Hamiltonian sums over all cubes, denoted by C, of the
cubic lattice. Each cube C consists of eight sites at its corners,
and recall that each site further consists of eight spin 1/2. HC

acts on the eight inner spins forming a cube. Labeling each
spin in the cube C by the pair (α, i), for α ∈ {a, . . . h}, and
i ∈ {1, . . . , 8}, as in Fig. 7, HC acts on the eight spins:

{(a, 8), (b, 4), (c, 3), (d, 7), (e, 6), (f, 2), (g, 1), (h, 5)}.
(29)

There are six plaquette terms HP for P ∈ plaq(C), each of
which act on the outer four spins on a plaquette of the cube C.
Explicitly, HP for the top plaquette acts on the four spins

{(a, 6), (b, 2), (c, 1), (d, 5)} (30)
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and similarly for the other plaquettes. Finally, there are 12
bond terms HB for B ∈ bond(C), which each act on the two
outer spins along a bond. For instance, along the bond B

connecting sites a and b, HB acts on the spins {(a, 5), (b, 1)}.
The Hamiltonian HC projects the eight inner spins of every

cube into a unique state. Meanwhile, HP and HB project the
spins on each plaquette or bond onto a two-level subspace.
Note that all of these terms commute.

This Hamiltonian has the on-site Z2 symmetry Uczx,

Uczx = UxUcz,

Ux = σ 1
x σ 2

x σ 3
x σ 4

x σ 5
x σ 6

x σ 7
x σ 8

x ,

Ucz = CZ13 CZ24 CZ57 CZ68 CZ56 CZ12

× CZ34 CZ78 CZ15 CZ26 CZ37 CZ48,

CZij = |00〉ij 〈00|ij + |10〉ij 〈10|ij
+ |01〉ij 〈01|ij − |11〉ij 〈11|ij , (31)

where the labels 1, . . . , 8 correspond to the eight spin 1/2 on a
given site (we suppress the site index). In this representation,
the Z2 symmetry operator Uczx is decomposed into the spin
flip operator Ux which flips all the spins together with a
product of control-Z (CZ) quantum gate operators. Each CZ
operator acts on two spins and imposes a minus sign if they
are in the |11〉 state. The eight spins on the same site form a
mini cube as depicted in Fig. 7 and the CZ operators act on all
links of the mini cube. The ground state is invariant under the
Ux operation. Meanwhile, as the eight spins entangled via the
cube operator HC across the corner sites have all-up-all-down
configurations, the CZ operation finally creates even number
of (−1) factors so the state is always invariant under Uczx.
Thus, the Hamiltonian in Eq. (31) commutes with this Z2

symmetry.
We now consider the degrees of freedom on a surface. For

any of the surfaces parallel to the x-y, z-y, or z-x plane, a
surface plaquette involving four corner spins is projected to
the two-level system |0000〉, |1111〉. We now consider surface
perturbations that preserve the Ucyx symmetry. Each plaquette
on the surface can be gapped out with

Hsurface = −
∑

P∈surface

(|0000〉P 〈0000|P + |0000〉P 〈1111|P

+ |1111〉P 〈0000|P + |1111〉P 〈1111|P ). (32)

This surface interaction does not break Z2 symmetry or Ci
4

rotation symmetry along the i = x, y, z axes, where

Cz
4 : s(x, y, z) → s(y,−x, z),

Cx
4 : s(x, y, z) → s(x, z,−y),

C
y

4 : s(x, y, z) → s(z, y,−x). (33)

s(r ) is the spin magnetization for site at r . However, the hinge
along the j axis between the i-j and j -k surface planes (with
i, j, k and permutation of x, y, z) carries an extra twofold
degeneracy at each bond B because the operator

HB = |00〉B〈00|B + |11〉B〈11|B (34)

projects on a two-dimensional subspace. One can redefine the
basis of this subspace on the hinge bond as

|0̃〉 = |00〉, |1̃〉 = |11〉, (35)

where we omit the bound label. In this new basis, the corre-
sponding Z2 symmetry defined in Eq. (31) acts on the hinge
spin in a nontrivial way given by

Ũczx =
∏

i

Ũ i
x · Ũ i,i+1

cz . (36)

The Z2 symmetry does not act as an on-site symmetry along
this hinge, and in fact forms a nontrivial 3-cocycle [74], which
cannot be realized by on-site symmetries in 1D. From this, we
conclude that the hinge modes cannot be completely gapped
without breaking Z2 symmetry locally. Indeed, this gapless
hinge mode is described by the same topological field theory
as the edge of the 2D Levin-Gu or CZX model, which both
realize the nontrivial 2D Z2 SPT phase [12,65,67,75]. The
relevant field theory is a (1 + 1)d O(4)1 WZW theory,

Ledge = 1

g
(∂μ
n)2 + 2π

�3

∫ 1

0
du εijklni∂znj ∂tnk∂unl,


n(x, t, u = 0) = (1, 0, 0, 0), 
n(x, t, u = 1) = 
n(x, t ).
(37)

The Z2 symmetry flips all four components of the O(4) vector
boson

Z2 : 
n(x, t ) → −
n(x, t ) (38)

and the topological term ensures that the theory must be
gapless unless the Z2 symmetry is broken [76].

Note that we have gapped the bulk and surface in a
C4 rotation invariant way. We can therefore decompose the
boundary containing the x-z and y-z surfaces into four equiv-
alent quadrants (assuming periodic boundary conditions in z

direction and Cz
4 symmetry). Our analysis above shows that

each quadrant contains an odd number of 1D gapless modes
in Eq. (34). Due to the Z2 classification of Levin-Gu model,
an odd number of gapless chains in each quadrant cannot be
fully gapped, and the gapless hinge modes cannot annihilate
each other without breaking rotational symmetry.

As in our 2D examples, reflections through the planes
that leave the hinges invariant and interchange adjacent faces,
combined with the global symmetry, are also sufficient to
protect the gapless hinge modes. As before, reflections fix
the gapless modes to lie on the intersection of the reflection
plane with the surface, whereas rotational invariance merely
ensures that the hinge modes cannot be brought together and
annihilated.

In summary, the combination of C4 rotations or diagonal
reflections with the Z2 CZX symmetry protects the gapless
hinge modes and with it a second-order 3D SPT phase.
Breaking both of these lattice symmetries allows quadruples
of gapless hinges states to be moved to the same place and
annihilated with each other.

Finally, we emphasize that the second-order SPT with
gapless hinge states cannot be constructed in an effectively
2D system, for instance, by adding 2D SPT layers on the
side surfaces of a trivial phase. For example, adding a 2D
Z2 SPT phase in a C4 symmetric way by stacking the CZX
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FIG. 9. Geometry for hinge modes of the CZX model defined
in Eq. (28). 2D representation of the surfaces corresponding to the
x-z (left) and y-z (right) planes. The reflection axis acts on the ith
column or surface sites and takes column i − n to i + n.

mode on the x-z and y-z planes adds two additional copies of
the gapless edge modes described by Eq. (37), which can be
trivialized.

B. Field theory of second-order 3D SPT phases

Next, we turn to the question of how second-order 3D
SPT phases can be described field theoretically. As in 2D,
one approach is via an effective description of the boundary.
Consider the part of the boundary containing the x-z and the
y-z surfaces, as illustrated in Fig. 9. Reflection maps the x-z
surface to the y-z surface, by taking the (i + n)th column to
the (i − n)th column as shown in the figure, where i labels
the coordinate of the hinge column. Each column is a spin-
1/2 chain described by the O(4)1 WZW theory in Eq. (37).
We define a new scalar field n5 to characterize the coupling
between columns (nj

a refers to the scalar field na on the j th
column in Fig. 9)

n
j

5 =
4∑

a=1

〈
nj

an
j+1
a − nj

an
j−1
a

〉
, (39)

which transforms under the mirror symmetry M1 that leaves a
given hinge invariant as

M1 : ni+n
5 → −ni−n

5 . (40)

Taking a continuum limit in which the discrete variable j is
replaced by a continuous variable w, the domain wall of n5 is
encoded with an O(4)1 WZW theory in (1 + 1)d. Following
the same argument as Sec. II B, the column coupling on the
side surface creates a (2 + 1)d O(5)1 WZW theory [75],

Ledge = 1

g
(∂μ
n)2 + 2π

�4

∫ 1

0
du εijklmni∂wnj∂tnk∂unl∂znm

(41)

with the boundary conditions


n(w, z, t, u = 0) = (1, 0, 0, 0, 0),


n(w, z, t, u = 1) = 
n(w, z, t ). (42)

The symmetries act on the fields as

Z2 : na (w, z, t ) → −na (w, z, t ), a = 1, . . . , 4,

n5(w, z, t ) → n5(w, z, t ),

M1 : na (w, z, t ) → na (−w, z, t ), a = 1, . . . , 4,

n5(w, z, t ) → −n5(−w, z, t ). (43)

The local Z2 symmetry prevents (n1, n2, n3, n4) from or-
dering. However, when n5 is ordered on the x-z or y-z side
surfaces, the O(5) WZW theory on the surface is reduced
to the O(4) theta term with either � = 0 or � = 2π , which
gives a gapped surface [76]. However, since n5 is odd under
reflection symmetry, the effective value of � changes from 0
to 2π at the hinge along the z axis, which is a domain wall
of n5. This 1D domain wall is described by a (1 + 1)d O(4)1

WZW theory, which cannot be gapped in the presence of Z2

symmetry.
This picture suggests that, for the HOSPT protected by

C4 rotation symmetry, a bulk field theory can be obtained by
starting with a (3 + 1)d NLσM at � = 2π :

L = 1

g
(∂μ
n)2 + �

�4
εijklmni∂xnj ∂tnk∂znl∂ynm , (44)

with Z2 × Z2 symmetry acting on the fields via [13]

Za
2 : (n1, n2, n3, n4, n5) → (−n1,−n2,−n3,−n4, n5),

Zb
2 : (n1, n2, n3, n4, n5) → (n1, n2, n3,−n4,−n5). (45)

This describes a 3D SPT phase with gapless boundary modes
protected by the global Z2 × Z2 symmetry. We now consider
breaking the Zb

2 symmetry by polarizing n5 as shown in Fig. 6.
This breaks also the Cz

4 rotation symmetry, but preserves the
combination of Cz

4 and Zb
2 symmetry (which we define to be

the new rotation symmetry C̃z
4 = Cz

4Z
b
2). The corresponding

state contains a gapped bulk and surface. The four hinges
along the z direction each carry an O(4)1 WZW term, re-
sulting in a gapless spectrum protected by Z2 symmetry.
(A detailed derivation, along the lines of that presented in
Sec. II C, is included in Appendix B.)

C. Third-order SPTs with gapless corner modes

We now turn to the construction of a third-order SPT in 3D.
Let us begin by considering the 3D generalization of the Zn ×
Zm-symmetric model discussed in Sec. II A, focusing on the
case with n = m = 3 and the z = 1 phase. This model lives
on interpenetrating cubic lattices, as shown in Fig. 10 (which
form a body-centered cubic lattice). Each site i contains a
Z3 degree of freedom which is acted on label by the Z3

generalization of Pauli operators Xi, Yi, Zi , and X̃i, Ỹi , Z̃i

for the two sublattices a or b, respectively. These operators
obey the algebra given in Eq. (4b).

The Hamiltonian consists of the 3D cluster interaction

H = −
∑

q∈a$ijklmnop∈Cq )

(Z̃†
i Z̃j Z̃

†
kZ̃lZ̃

†
mZ̃nZ̃

†
oZ̃p )Xq

+ H.c.

−
∑

q∈b$ijklmnop∈Cq )

(Z†
i ZjZ

†
kZlZ

†
mZnZ

†
oZp )X̃q

+ H.c. (46)

Here, Cq refers to the cube of eight nearest neighbor sites of
site q, which belong to the opposite sublattice of site q, as

235102-11



YOU, DEVAKUL, BURNELL, AND NEUPERT PHYSICAL REVIEW B 98, 235102 (2018)

FIG. 10. Lattice structure for the third-order SPT defined in
Eq. (46). The spin interaction involves the red spin on the eight
corners of a cube together with the blue spin in the middle of the
cube and vice versa.

depicted in Fig. 10. Hamiltonian (46) is exactly solvable, in
close analogy of the model defined in Eq. (1) and Fig. 2. Our
model has two types of symmetries relevant to the HOSPT:
an on-site Z3 × Z3 symmetry, generated by

∏
i∈a Xi and∏

i∈b X̃i , and spatial symmetries corresponding to 2π/3 rota-
tion about each the four axes x̂ ±1 ŷ ±2 ẑ, where each choice
of ±1,±2 corresponds to a separate axis and C3 symmetry.

We now study the surface degrees of freedom of this model
by considering the model with a surface as shown in Fig. 11. If
we exclude all Hamiltonian terms that are not fully supported
in the bulk the ground-state manifold is massively degenerate.
At each site on the surface there is an effective Z3 degree of
freedom, comprising of one a site on the surface and a cluster
of four b spins belonging to the plaquette Pi underneath,
as shown in Fig. 11. The spin operators associated with the
surface degrees of freedom are schematically written

πx
surface = XZ̃Z̃†Z̃Z̃†, π

y

surface = Y Z̃Z̃†Z̃Z̃†,

πz
surface = Z. (47)

FIG. 11. Definition of the surface operators πx
i and π

y

i from
Eq. (47), which have support on the site labeled i and the four sites
connected to it by lines.

They are defined in such a way that they commute with
the bulk Hamiltonian, as well as with all spin operators on
neighboring sites. Similarly, along a hinge we can construct
effective spin degrees of freedom associated with a hinge site
and its two nearest neighbors schematically written as

πx
hinge = XZ̃Z̃†, π

y

hinge = XZ̃Z̃†, πz
hinge = Z. (48)

Finally, at a corner, we may construct operators that commute
with the bulk Hamiltonian and all of the surrounding spin
operators associated with faces and hinges as

πx
corner = XZ̃, πy

corner = Y Z̃, πz
corner = Z (49)

or with Z̃ ↔ Z̃†, depending on the corner orientation.
The symmetry

∏
i∈a Xi acts as

∏
πx on all sur-

face/hinger/corner degrees of freedom. However, under the
symmetry

∏
i∈b X̃, both surface and hinge degrees of freedom

transform trivially, while it acts as
∏

πz
corner on the corners.

Thus the surface and hinge degrees of freedom are charged
only under one of the two generators of the Z3 × Z3 symme-
try. Consequently the surface and hinge spins can be gapped
by adding a term πx

surface or πx
hinge for each site on the surfaces

and hinges; this does not break any symmetry. The corners, on
the other hand, form a projective representation of Z3 × Z3.
The resulting degeneracy cannot be lifted without breaking
the symmetry. As in the 2D case, such corner modes can be
eliminated in the absence of lattice symmetries, by adding a
term that effectively moves them together such that they can
be locally coupled into singlets; however, C3 rotations about
the corner point prevent this.

The reason we focus on Z3 × Z3, rather than Z2 × Z2 is
that the latter does not possess gapless corner modes protected
by the set of C3 symmetries. For example, we may line 1D
Z2 × Z2 nontrivial SPTs along both diagonals of each face:
this does not break any of our spatial symmetries. However,
at the corners, we now have three projective representations
of Z2 × Z2, along with one more from the corner mode.
However, as projective representations of Z2 × Z2 have a Z2

classification, four copies must be trivial, and thus the corner
may be gapped out in a symmetric way.

IV. CONNECTION BETWEEN BOSONIC
AND FERMIONIC HOSPT

Current interest in higher-order topology is driven primar-
ily by the possibility of realizing it in fermionic systems
[33,34,40,52,81,82]. This raises the question of whether inter-
acting fermionic HOSPT are related to the bosonic HOSPT
studied in the prefious sections. Noninteracting fermionic
HOTIs have been characterized using quantized response
functions, such as electric multipole moments from Wilson
loop spectra [40] and the magneto-electric coupling [34],
by studying elementary band representations [34,82] and
symmetry-indicators in band structures [33], as well as from
the Clifford algebra and K theory [81,83]. Most of these
concepts cannot be readily translated to interacting systems,
which require a fundamentally different approach.

For conventional SPT states, one way to determine which
fermionic systems are stable to interactions is to exploit
the equivalence between bosonic phases and a subset of
their fermionic counterparts. The connection is established by
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coupling several copies of a noninteracting fermionic SPT
phases to a fluctuating bosonic vector field [13,57,77,84–86].
This bosonic field generates dynamical mass terms for the
fermions at the boundary, as well as introducing interactions.
In general, symmetry prevents the vector boson from ordering,
and the resulting interacting theory is an SPT (trivial) phase
provided the NLσM describing the bosonic degrees of free-
dom has (does not have) a topological term. This approach
has been used to study the effect of interactions on the
classification of topological insulators and superconductors
[1,2,4,5], as well as topological crystalline insulators and
superconductors [56,57].

Here, we apply this method to higher-order topological
superconductors, where the relevant topological term is a
topological theta term for the boundary theory, which in turn
produces a WZW term at a corner or hinge, as discussed in
Secs. II C and III. This NLσM description will allow us to
answer the following crucial questions about HOSPTs.

(1) How do interactions affect the classification of HOSPT
starting from fermionic HOTIs? For the conventional SPT,
strong interactions can either collapse some Z classified SPT
into a Zn classification or generate an interaction enabled SPT
state in a symmetry class that is topologically trivial without
interactions [13,18,57,71,77,84,87,88]. This phenomenon has
also been studied in topological crystalline insulators, in
which the gapless boundary modes are protected by lattice
symmetries [29,56]. Because HOSPT phases also require lat-
tice symmetries to protect their gapless boundary modes, the
classification of Refs. [29,56] also applies to these systems.
Here we make this connection explicit, studying the case
where the boundary is gapped leaving only gapless corners or
hinges. In particular, we clarify the classification of interacting
fermionic systems for which rotational symmetry protects
gapless hinge or corner modes, which has not been discussed
explicitly in the context of crystalline SPT phases.

(2) Is there a way to bridge the connection between
fermionic and bosonic HOSPT states, and can the bosonic
candidates be obtained from interacting fermion models?

Our main general result is that, in both 2D and 3D, the
following holds for HOSPT phases protected by a spatial
symmetry and an internal symmetry G: consider a system for
which the noninteracting classification for fermions is Z while
interactions reduce it to ZN . Then we show that M copies of
such a fermionic system with strong intercopy interaction are
akin to a bosonic HOSPT with a ZN/M classification.

In the process, we will uncover an alternative route to the
bosonic HOSPT models discussed in the previous section:
we will show how they can be obtained in systems whose
fundamental degrees of freedom are fermionic.

Our discussion will also highlight another similarity be-
tween fermionic HOSPT phases and their bosonic counter-
parts. In Sec. II C, we discussed how bosonic HOSPT phases
C4 rotations can be obtained from an SPT with an enlarged
symmetry, by breaking part of this symmetry in a particular
way. Similarly, it is believed that most fermionic HOTIs can
be obtained from a first-order SPT phase with an artificially
enlarged symmetry. By breaking the enlarged symmetry, and
only focusing on the boundary degrees of freedom, one can
obtain the higher-order topological boundary modes at hinges
or corners. An example is the construction of Ref. [34],

which starts with at time-reversal and C4 symmetric 3D
TI with Dirac cones. By breaking time-reversal on the sur-
face, while preserving the combination T C4, one obtains a
HOTI with chiral hinge modes protected by this symmetry.
We will mostly adopt an analogous procedure in what follows
to construct HOSPT phases. It is important to stress that, while
the construction is focused on boundary modes, it cannot be
realized without the higher-dimensional bulk, since the topo-
logical boundary modes generically realize the symmetries in
an anomalous way.

A. Reflection symmetry in HOSPT

In this section, we focus on a HOSPT phase protected
by a pair of reflection symmetries Mx and My as well as
some internal symmetry G in an interacting system with
fermionic and bosonic degrees of freedom. We will show that
a HOSPT phase stabilized by the G × Mx × My symmetry
in d dimensions can be reduced to a usual SPT in (d − 1)
dimensions with G symmetry alone [54,56,57].

Here and onwards, we will use the notation

σ ijkl... = σ i ⊗ σ j ⊗ σ k ⊗ σ l ⊗ . . . (50)

with i, j, k, l ∈ {0, 1, 2, 3} to represent tensor products of
Pauli matrices, where σ 0 is the 2 × 2 unit matrix while
σ 1, σ 2, and σ 3 are the x, y, and z Pauli matrices, respectively.

1. HOSPT with T and reflection symmetry in 2D

We start with a 2D topological crystalline superconductor
(TCSC) with spinless T and Mx as well as My reflection
symmetry

HSC =
∫

�

dx dy χT (x, y)[i∂xσ
30 + i∂yσ

13 + mσ 20]χ (x, y),

(51)

where � is the area on which the system is supported. The
symmetries are realized as

T : χ (x, y) → Kσ 11χ (x, y),

Mx : χ (x, y) → σ 22χ (−x, y),

My : χ (x, y) → σ 01χ (x,−y). (52)

We now consider an edge parallel to the x axis, which is
invariant under Mx symmetry. The edge is gapless as long as
only m is considered. However, we can include in the low-
energy theory of the edge

Hedge =
∫

dx χT (x)[i∂xσ
3 + f (x)σ 2]χ (x), (53)

with the symmetries implemented as

T : χ → Kσ 1χ,

Mx : χ (x) → σ 1χ (−x),

a term proportional to f (x) that opens a gap almost every-
where (the other mass term σ1 is prevented by the particle-hole
symmetry). To comply with Mx , we choose f (x) = −f (−x)
to be an odd function.

At x = 0, the fermion mass f (x) changes sign and hence
traps a single Majorana zero mode, which we denote by χ0
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at the reflection symmetric point. (We could alternatively
have arrived at a Majorana zero mode trapped at a corner
by considering two edges along the two diagonal directions
meeting at the reflection symmetric corner.)

To understand the topological stability of the Majorana
mode, we now consider N superimposed copies of this model.
When uncoupled, each copy contributes one localized Majo-
rana mode. The symmetries act on each Majorana zero mode
at the symmetric point as

T : χ0 → Kχ0,

Mx : χ0(x) → χ0(−x). (54)

As a consequence of T , it is not possible to perturbatively lift
the degeneracy associated with the N Majorana corner modes
with a noninteracting Hamiltonian, i.e., one that is bilinear in
the χ fields. In addition, one cannot add a purely 1D system to
the edge that adds Majoranas with only one mirror eigenvalue
at the corners. The simplest nontrivial edge phase transition
that respects both Mx and T would add two Majorana states
to the corner, one with each mirror eigenvalue. The difference
(n+ − n−) between the numbers of Majoranas with mirror
eigenvalues +1 and −1, denoted by n+ and n−, respectively,
is thus invariant. We conclude that the type of higher-order
TSC constructed here has a noninteracting Z classification.

When considering interactions, the stability arguments
now proceed in close similarity as for the case of end-modes
onf a 1D system studied in Ref. [89]. If N = 2, the only
coupling term between two Majorana modes is iχ0

1 χ0
2 , which

breaks T . For N = 4, one can add a symmetry-allowed quar-
tet term χ0

1 χ0
2 χ0

3 χ0
4 , which still retains a twofold ground-state

degeneracy. Finally, for N = 8 copies, one can locally gap
out all the degrees of freedom and obtain a nondegenerate
ground state. Thus the fermion HOSPT with T and reflection
symmetry has a Z8 classification. While the mirror symmetry
seems to be irrelevant for this consideration, it is neverthe-
less important, because it prevents that the Majorana modes
hybridize with those from another corner.

Let us return to discuss the N = 4 case in more detail. The
four Majoranas on each corner cannot be gapped, but their
degeneracy can be lifted into a spin-1/2 degree of freedom.
This double degeneracy locally transforms as a Kramers
doublet under T , a fact that suggests the N = 4 system is
akin to a bosonic HOSPT discussed in Sec. II B. To make
this correspondence explicit, we add a bulk four-fermion
interaction term to the N = 4 TCSC. We then perform a
Hubbard-Stratonovich transformation, which transforms the
four-fermion interaction into fermion bilinear terms coupled
to a fluctuating O(3) rotor field 
n = (n1, n2, n3),

HSC =
∫

�

dxdy χT (x, y)[i∂xσ
3000 + i∂yσ

1300 + mσ 2000

+ n1(x, y)σ 1120 + n2(x, y)σ 1132

+ n3(x, y)σ 1112 + f (x, y)σ 1200]χ (x, y), (55)

with the symmetries realized as

T : χ (x, y) → Kσ 1100χ (x, y),


n(x, y) → −
n(x, y),

Mx : χ (x, y) → σ 2200χ (−x, y),


n(x, y) → 
n(−x, y),

My : χ (x, y) → σ 0100χ (x,−y),


n(x, y) → 
n(x,−y), (56)

which implies f (x, y) = −f (−x, y) = −f (x,−y) for the
Hamiltonian to be mirror symmetric.

The interaction generates three dynamical masses 
n =
(n1, n2, n3) for the fermions. When this O(3) rotor is in the
ordered phase, the T symmetry is broken and the fermion
acquires a band mass. In the disordered phase, the bulk and
boundary are both gapped. If we integrate out the gapped
fermion to obtain the effective theory for the O(3) rotor, the
bulk theory contains a trivial O(3) NLσM with no topological
term.

As we discussed, at the reflection symmetry point on the
edge, x = 0, f (x) changes its sign and thus generates a
domain wall. If we focus on the dynamics of the O(3) rotor at
the edge, provided that f (x)  m, the edge theory between
the reflection symmetric point can be described as a NLσM
with � = 0 or � = 2π depending on the sign of f (x):

Ledge = 1

g
(∂i 
n)2 + �

�2
εijkni∂xnj ∂tnk,

� = π [1 + sgn f (x)], (57)

where the symmetries act as

T : 
n(x, t ) → −
n(x,−t ),

Mx : 
n(x, t ) → 
n(−x, t ). (58)

Due to T and reflection symmetry constraint, there is no way
remove such a theta term by polarizing the vector boson,
unless we break the symmetry.

Edges along the diagonal/off-diagonal direction, x = ±y,
each exhibit a NLσM with either � = 0 or � = 2π . The re-
flection symmetric corner is the domain wall between � = 2π

and � = 0. The corner supports a (0 + 1)d O(3)1 WZW term,
which exactly incorporates a spin-1/2 degree of freedom. As
a result, these four copies of higher-order TSC manifest the
same bulk-boundary correspondence as the bosonic lattice
model discussed in Sec. II B—a HOSPT with T and reflection
symmetry.

2. HOSPT with Z2 and reflection symmetry in 3D

Now we move on to discuss 3D second-order SPT phases
with gapless hinge modes. Such phases, with chiral or helical
hinge modes, were first discussed for noninteracting fermions
in Refs. [34,36,45,56,57]. Here, we discuss a TCSC in 3D
defined by the Hamiltonian

HSC =
∫

�

dxdydz χT (x, y, z)[i∂xσ
330 + i∂yσ

100

+ i∂zσ
310 + Mσ 200]χ (x, y, z). (59)

We will show that this system has hinge Majorana states
protected by a local Z2 symmetry if in addition the hinge is
invariant under one of the mirror symmetries Mx or My . The
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symmetry actions are defined as follows:

Z2 : χ (x, y, z) → σ 001χ (x, y, z),

Mx : χ (x, y, z) → σ 011χ (−x, y, z),

My : χ (x, y, z) → σ 221χ (x,−y, z). (60)

The system and vacuum are differentiated by the sign of the
mass M , which without loss of generality we can choose to be
M > 0 in the vacuum and M < 0 in the TCSC.

We now solve for the hinge mode between surfaces parallel
to the z axis and demonstrate its topological stability. For
concreteness, consider a surface parallel to the x-z plane. The
surface theory induced by the sign change of M is a 4 × 4
massless Dirac equation

Hx-z =
∫

dxdz χ̃T (x, z)[i∂xσ
30 + i∂zσ

10]χ̃ (x, z) (61)

with the symmetries

Z2 : χ̃ (x, z) → σ 01χ̃ (x, z),

Mx : χ̃ (x, z) → σ 11χ̃ (−x, z). (62)

There are only two mass terms that can be added to this
surface Hamiltonian and are Z2 symmetric: σ 21 and σ 20. Both
of these masses are odd under the Mx mirror symmetry. A
term in the surface Hamiltonian that includes these two mass
terms,

f1(x, z)σ 21 + f2(x, z)σ 20, (63)

would have a domain wall at x = 0, since to comply with
mirror symmetry, we have to impose

f1(x, z) = −f1(−x, z), f2(x, z) = −f2(−x, z). (64)

The domain wall binds a pair of 1D helical modes propagating
along the z direction. (1) If f1 dominates, we obtain two
counter-propagating modes with the same Mx eigenvalue,
but opposite Z2 eigenvalues. (2) If f2 dominates, we obtain
two co-propagating modes with opposite Mx eigenvalue,
and opposite Z2. This already points to a rich topological
classification of this higher-order TSC. We can now imagine
introducing a kink (hinge) in the surface that runs along
the x = 0 line, while maintaining the mirror symmetry. The
domain wall mode would then become the hinge mode, while
the surfaces on either side of the kink become side surfaces of
the system.

The two cases (1) and (2) can be shown to be consis-
tent with one another. Note that a purely 2D phase exists
that complies with Mx and Z2 symmetry and adds two co-
propagating modes in one Z2 subspace with opposite Mx

eigenvalue [34,45].
We denote with nλ,ρ the net number (up minus down

movers) of modes in the Z2-subspace λ = ±1 with mir-
ror eigenvalue ρ = ±1. We find that nλ+ − nλ− is invariant
against symmetry-preserving surface manipulations for both
λ = ±1. This represents a Z × Z classification of robust
hinge modes in the absence of interactions. The Hamil-
tonian (59) is a representative system with n++ − n+− =
−(n−+ − n−−) = 1, while we do not provide an explicit

example of the second generator of this class of topological
states here.

We now argue that the classification reduces to Z × Z8 if
interactions are included. For concreteness, consider the hinge
states from case (1). There are two anti-commuting mass
matrices σ 21 and σ 23 on the x-z surface. They are odd under
the Mx and Z2 symmetry, respectively. Adding these masses
clearly breaks symmetry; however, following the approach of
Refs. [57,77,85], we can imagine adding such mass terms and
then restoring symmetry by proliferating topological defects.
In the present case, the two masses may form a vortex. How-
ever, proliferating such vortices necessarily creates a gapless
surface, since each vortex core contains a gapless fermionic
mode. Thus this gapless surface is robust to interactions. If
we take two copies of such a surface, there are three such
anti-commuting mass matrices σ 213, σ 233, σ 203. In this case
the relevant defect is a monopole in spacetime, which carries
zero modes [57]. If we take four copies of such surface,
there are five anti-commuting mass matrices forming a WZW
defect. Such a surface theory can be mapped to the surface of
a bosonic HOSPT with Z2 classification. Once we take eight
copies of the model (61), the side surface can be fully gapped.

Returning to the more general case, we see that an inter-
acting HOSPT with Z2 and reflection symmetry in 3D has a
Z × Z8 classification, where the factor Z is related to the net
chirality (per mirror subspace), while the factor Z8 is related
to the Z2-graded chirality of the hinge modes (per mirror
subspace).

Let us return to the case of four copies of the gapless hinge,
where interactions mix four pairs of counter-propagating Ma-
jorana modes into a gapless boson mode [case (1) above]. To
verify this, we take four copies of such a fermionic theory and
couple them via a fluctuating O(4) rotor 
n = (n1, n2, n3, n4),

HSC =
∫

�

dxdydz χT (x, y, z)[i∂xσ
33000 + i∂yσ

10000

+ i∂zσ
31000 + Mσ 20000 + f (x, y, z)σ 32100

+ n1σ
32212 + n2σ

32220 + n3σ
32232

+ n4σ
32300]χ (x, y, z) (65)

with the symmetry action

Z2 : χ (x, y, z) → σ 00100χ (x, y, z),


n(x, y, z) → −
n(x, y, z),

Mx : χ (x, y, z) → σ 01100χ (−x, y, z),

My : χ (x, y, z) → σ 22100χ (x,−y, z). (66)

The corresponding fermionic theory is fully gapped but leaves
a gapless bosonic mode at the hinge. If we integrate out
the gapped fermionic degrees of freedom, the corresponding
bosonic theory is trivial in the bulk. However, on the side sur-
face, there exists a NLσM with � = 0 or � = 2π depending
on the sign of f1(x, z), that is,

Ledge = 1

g
(∂i 
n)2 + �

�3
εijklni∂xnj ∂tnk∂znl,

� = π [1 + sgn f (x, z)]. (67)
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The symmetry transformations are given by

Z2 : 
n(x, z) → −
n(x, z)

Mx : 
n(x, z) → 
n(−x, z), (68)

and f (x, z) = −f (−x, z).
At x = 0, there is a domain wall interfacing � = 2π and

� = 0, which contains O(4)1 WZW term, marking the hinge
between two side surfaces. Such an O(4)1 WZW term can be
mapped onto an SU(2)1 WZW theory akin to the Levin-Gu
edge state. As a result, the hinge at the reflection symmetric
line supports gapless modes which cannot be trivially gapped
unless we break the Z2 symmetry. This provides a fermionic
construction for the bosonic lattice model from Sec. III A.

B. HOSPT protected by C4 rotation and G symmetry

In Sec. II C, we showed how a NLσM descrip-
tion [13,67,77,84] can be used to relate a bosonic SPT in
d spacetime dimensions protected by Z2 and G symmetry
to a HOSPT protected by G symmetry and C4 rotations,
provided that the original SPT admits a decorated domain
wall construction [72]. This is done by polarizing one of the
components ni of the vector field in a spatially dependent way,
which breaks both Z2 and C4 individually, but preserves the
combination Z2C4. The C4 symmetric corner/hinge connect-
ing two boundary components then becomes a domain wall
for ni , which supports a WZW theory in (d − 2) dimensions.

We now consider the analog of this approach for fermionic
systems, and show how this picture is connected to our
earlier discussion of bosonic HOSPT. The connection be-
tween interacting fermionic and bosonic SPT’s is well-
understood [77,84]. Here, we show how a similar connection
applies to certain higher-order topological phases. Specifi-
cally, we will show how a 2D topological superconductor,
with gapless boundary modes protected by Z2 × G symmetry,
can be used to construct a fermionic HOSPT with gapless
corner modes protected by C4 × G symmetry. We also use
general field theoretic arguments to show that, since multiple
copies of the fermionic SPT are equivalent to a bosonic SPT,
it follows that multiple copies of the fermionic HOSPT are
equivalent to a bosonic HOSPT of the type described in
Sec. II.

1. HOSPT protected by C4 × T symmetry in 2D

As a concrete example, we begin with a 2D topological
superconductor

HSC =
∫

�

dx dy χT (x, y)[i∂xσ
300 + i∂yσ

130 + mσ 200]χ (x, y)

(69)

with a Z2, T , and C4 symmetry defined as

T : χ (x, y) → Kσ 110χ (x, y),

C4 : χ (x, y) → ei π
4 σ 230

χ (−y, x),

Z2 : χ (x, y) → σ 032χ (x, y). (70)

The mass m ensures that the fermions are gapped in the
bulk, but as above leaves gapless modes at the boundary. In
this case, the boundary hosts two pairs of helical Majorana

modes, protected by Z2 and T symmetry. Following the logic
of Refs. [56,84], one can show that with four copies of this
model, interactions can generate dynamical mass terms at the
boundary that preserve all symmetries; therefore such an SPT
has a Z4 classification.

As we did in the bosonic case, we may take this fermionic
model and add a mass term that breaks Z2 and rotational
symmetries individually, but preserves their combination. To
do this, we may take

�H =
∫

�

dx dy f (x, y)χT (x, y)σ 120χ (x, y), (71)

where f (x, y) = −f (y,−x), for example, through
f (x, y) = cos(x) − cos(y). It is easy to check that this
term is odd under both symmetries individually, but even
under the combination of Z2 and a C4 rotation. This creates
a new rotation symmetry C̃4 = Z2C4, generated by the
product of the Z2 and C4 generators. Since we have broken
the Z2 symmetry necessary to protect the SPT phase, this
perturbation gaps the x and y edges of our system. However,
the function f changes sign on the diagonals x = ±y. Each
sign change binds a pair of Majorana zero modes, whose
twofold degeneracy is protected by T symmetry. Thus we
obtain a higher-order TSC in essentially the same way as we
obtained bosonic HOSPT from their SPT cousins in Sec. II.
As was the case there, this approach is easily generalized to
other symmetry groups of the form Z2 × G.

Next, we show that two copies of the model (69) are
equivalent to the bosonic model discussed in Sec. II B. There
are two ways to do this: as in the previous discussions, we
could couple two copies of the higher-order TSC to directly
obtain the bosonic HOSPT. Instead, here we will show that
two coupled copies of the model (69) yield a bosonic SPT, and
then introduce an appropriate Z2 breaking mass term into our
bosonic model to obtain the bosonic HOSPT. This illustrates
the fact that the relationship between SPTs and HOSPTs is
analogous for bosonic and fermionic systems.

To see this, we couple two copies of the fermion theory in
Eq. (69) with a vector boson field (n1, n2, n3, n4),

HSC =
∫

�

dx dy χT (x, y)[i∂xσ
3000 + i∂yσ

1300 + mσ 2000

+ n1σ
1120 + n2σ

1132 + n3σ
1112 + n4σ

1200]χ (x, y)

(72)

with the symmetries acting as

T : χ (x, y) → Kσ 1100χ (x, y),

(n1, n2, n3, n4)(x, y) → (−n1,−n2,−n3, n4)(x, y),

C4 : χ (x, y) → ei π
4 σ 2300

χ (−y, x),

(n1, n2, n3, n4)(x, y) → (n1, n2, n3, n4)(−y, x),

Z2 : χ (x, y) → σ 0320χ (x, y),

(n1, n2, n3, n4)(x, y) → (n1, n2,−n3,−n4)(x, y).

(73)

Integrating out the gapped fermions in the bulk yields an
O(4) NLσM. Due to the nontrivial Berry curvature in the
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fermion band, this NLσM has a topological theta term with
� = 2π [84].

To obtain an HOSPT, we take 〈n4〉 = f (x, y), with
f (x, y) = −f (y,−x) so that the theory still preserves the
combination of Z2 and C4 symmetry, C̃4 = Z2C4. Our model
then becomes

HSC =
∫

�

dx dy χT (x, y)[i∂xσ
3000 + i∂yσ

1300 + mσ 2000

+ n1σ
1120 + n2σ

1132 + n3σ
1112 + f σ 1200]χ (x, y)

(74)

with C̃4 acting as

C̃4 : χ (x, y) → ei π
4 σ 2300

σ 0320χ (−y, x),

(n1, n2, n3, n4)(x, y) → (n1, n2,−n3,−n4)(−y, x).

(75)

Integrating over the fermion leads to an effective theory for
the vector boson, which is gapped in the bulk and on the edge.
The resulting effective theory of the edge is a NLσM with
� = 2π or � = 0 term depending on the sign of f ,

Ledge = 1

g
(∂i 
n)2 + �

�2
εijkni∂xnj ∂tnk,

� = π
[
1 + sgn f

]
, (76)

with time-reversal acting as

T : 
n(x, t ) → −
n(x,−t ). (77)

In this description, the corner appears as a domain wall
between regions where � = 2π and � = 0. Note, however,
that as discussed in Sec. II C, this effective field theory of
the edge is equivalent to one in which all boundaries have the
same value of �, and the bulk contributes an extra topological
term at the corners. In either case, the result is an O(3)1 WZW
term at each corner protected by T symmetry. This exactly
reproduces the bosonic lattice model SPT from Sec. II B
with protected corner modes. The approach sketched here can
be replicated in a straightforward way for other symmetry
groups G.

V. SYMMETRY GAUGING FOR C4 SYMMETRIC
HOSPT PHASES

In this final section, we extend the scope of this work by
considering phases with intrinsic topological order from the
perspective of higher-order topology [44], which are gener-
ated from HOSPT phases. The types of topological order that
we discuss can be characterized by the universal properties of
their low-energy excitations. They can be constructed from
SPT phases by promoting the global symmetry to a local
one that is enforced by a dynamical gauge field, a proce-
dure termed “gauging the symmetry.” The nontriviality of
the parent SPT phase is then reflected in the corresponding
deconfined gauge theory [63–69], in particular through the
properties of its elementary excitations such as flux lines or
quasiparticles. If one gauges a spatial symmetry, which is nec-
essarily part of the symmetry group of HOSPTs, the procedure
involves coupling the degrees of freedom to the background

FIG. 12. A π/2 disclination point is created by cutting out a
quadrant of the square lattice and reconnecting the edges. Inside the
disclination core, there exists a spin-1/2 zero mode protected by T .

geometry [63,90]. The dynamical excitations of the gauged
theory can then be probed via their response to geometrical
defects. For instance, dislocations and disclinations can act
as a symmetry flux line for excitations braided around them.
In this section, we discuss such geometrical lattice defects in
our models of HOSPT phases, giving an explicit construction
of the gapless boundary modes. We also comment on the
distinctive topological signatures of the gauged theory.

A. Construction of the disclination in HOSPT

We first discuss disclinations and their associated bound
states in the parent HOSPT phases. We start with the example
of the 2D HOSPT phase protected by T × C4 symmetry from
Sec. II B. A π/2 disclination can be understood as the gauge
flux for C4 rotation symmetry. On the square or cubic lattices
with C4 symmetry, the π/2 disclination can be generated by
taking away the quadrant of sites covered by the π/2 angle
and connect the residual boundary as shown in Fig. 12. The
π/2 angle that is removed includes a corner on the boundary
with a symmetry-protected spin-1/2 zero mode. As a result,
the disclination core contains an unpaired spin-1/2 zero mode,
which is necessarily gapless.

A similar construction applies to the 3D second-order SPT
we introduced in Sec. III A. Removing a quadrant of the cubic
lattice as shown in Fig. 13, the surfaces parallel to the x-z
plane and the one parallel to the y-z plane are gapped and can
be joined. The corner hinge supports a gapless mode which is
preserved as the disclination line is formed by reconnecting
the gapped surfaces.

A phenomenological long-wavelength field theory descrip-
tion for such a gapless mode inside the disclination [63] is

L2D = 2(∂xωy − ∂yωx )

π

2π

�2

∫ 1

0
duεijkni∂unj ∂tnk,

L3D = 2(∂xωy − ∂yωx )

π

2π

�3

∫ 1

0
duεijklni∂znj ∂tnk∂unl ,

(78)

where ωi, i = x, y, is the spin connection field on the x-y
plane. The curl of spin connection (∂xωy − ∂yωx ) gives the
π/2 disclination which is exactly the symmetry flux of
C4 rotation. The coupling between the disclination and the
lower dimensional WZW term indicates the existence of
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FIG. 13. A π/2 disclination line is created by cutting out the
quadrant of the cubic lattice and reconnect the side faces. Inside the
disclination line, there exists a dispersing bosonic gapless degree of
freedom akin the hinge mode.

an O(3)/O(4) WZW theory with bound to the disclination
point/line.

B. Gauging the HOSPT phase

For conventional SPT states with internal unitary symme-
try, gauging the theory results in a deconfined gauge theory
containing nontrivial three-loop braiding statistics between
symmetry fluxes [66,87,91]. We now discuss how a similar
phenomenon arises in HOSPT phases protected by discrete
rotations and and an internal symmetry G. Concretely, we
consider the example of a 3D HOSPT with C4 and G sym-
metry, where we gauge the G symmetry in the presence of
lattice disclinations (which for our purposes can be viewed as
gauging both symmetries, as the energy associated with the
disclination will not play a role). We will show that the cor-
responding gauge theory, together with the geometry metric,
has nontrivial three-loop braiding statistics. Specifically, we
will show that taking one gauge flux loop through another can
lead to nontrivial three-loop braiding statistics when both flux
loops simultaneously enclose a disclination line.

Before demonstrating this, we first review the three loop
statistics in 3D Z2 × Z2 SPT with a NLσM description.
Consider the Lagrangian density

L = 1

g
(∂i 
n)2 + 2π

�3
εijklni∂xnj ∂tnk∂znl (79)

together with the two Z2 symmetries

Za
2 : (n1, n2, n3, n4, n5) → (−n1,−n2,−n3,−n4, n5),

Zb
2 : (n1, n2, n3, n4, n5) → (n1, n2, n3,−n4,−n5). (80)

This SPT has a decorated domain wall structure. We can
add an anisotropy term n2

2 + n2
3 + n2

4 that enforces n2 =
n3 = n4 = 0. The domain wall membrane of n5 contains
an embedded 2D Levin-Gu-type SPT, which consists of the

FIG. 14. Disclination as a π -flux defect. (Left) After remov-
ing a quadrant of the cubic lattice, the two boundaries(green) are
connected with twisted boundary condition n5(x, y ) = −n5(y, −x ).
The branch cut of the disclination thus carries a π flux. (Right)
The resulting disclination is the π flux for the Cz

4Z
b
2 symmetry.

The branch cut(dashed red) contains a disclination twist together
with a π flux.

proliferation of domain wall loops of n1. Due to the theta
term, adding a domain wall loop of n1 inside the domain wall
membrane (of n5) would introduce an additional minus sign
to the wave function. Gauging the Zb

2 symmetry effectively
allows these domain walls to end on Zb

2 vortex loops. The
result is a domain plane decorated with a 2D Levin-Gu model,
whose gapless boundary lies on a Zb

2 vortex loop. A vortex
loop of Za

2 that pierces this Levin-Gu plane then creates a
Z2 flux in this 2D Levin-Gu system. The three-loop braiding
process where two flux loops for Za

2, penetrated by the flux
loop for Zb

2, braid with each other is thus akin to braiding
a pair of Z2 fluxes in the Levin-Gu model. Since these
fluxes have nontrivial statistics in 2D, the three-loop braiding
results in a net phase of π [65,74,78,87,92]. (This implies that
braiding a Za

2 flux loop with a Zb
2 flux loop, with a Zb

2 base
loop, gives a phase of −π/2, indicating a Berry phase that
cannot be obtained by attaching charges to the relevant flux
loops [87].)

Starting from this phase, we construct a higher-order topol-
ogy by breaking the Zb

2 symmetry via polarizing n5 with the
pattern shown in Fig. 6. The corresponding theory breaks
Zb

2 symmetry but preserves the combination of Cz
4 and Zb

2
symmetry, which becomes the new C̃z

4 symmetry. Between
the surfaces parallel to the x-z and y-z side planes, the sign of
n5 changes at the hinge to respect the new C̃z

4 symmetry. The
π gauge flux for this C̃z

4 involves the regular π flux for Zb
2,

which creates an open domain wall for n5, along with a π/2
rotation flux, which is exactly the disclination line. In Fig. 14,
we depict the general procedure to create a π gauge flux for
the combined Cz

4 and Zb
2 symmetry [12,66,67,93,94]. One cuts

out a π/2 corner and enforces n5(x, y) = −n5(y,−x) as the
boundary condition to connect the two side faces after the
cut. The corresponding disclination becomes the π gauge flux
loop for the combined Cz

4 and Zb
2 symmetry, and serves as the

open domain wall boundary where n5 changes sign.
If we further gauge the Za

2 symmetry, the two π flux loops
of Za

2 have semionic statistics when both of them are pene-
trated by the disclination loop (see Fig. 15). This π statistical
phase generated by the three-loop braiding between Z2 flux
and rotation flux can be seen as a hallmark of the nontrivial
topological structure of the parent HOSPT phase [27,95].
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FIG. 15. Three loop statistics process: the two Z2 flux loop (red)
wind around each other with the penetration of a π/2 disclination
loop(green).

VI. SUMMARY

In this work, we studied higher-order topology in interact-
ing SPT phases, presenting both exactly soluble lattice models
and an effective field theory. We focused on C4 and mirror as
representative spatial symmetries to stabilize HOSPT phases.
As a foundation for our analysis, we construct a higher-
order bulk boundary correspondence similar to the one known
from noninteracting fermionic HOTIs: corner states in 2D,
as well as hinge and corner states in 3D. Beyond that, we
studied aspects unique to the strongly interacting SPT setting:
(i) bosonic phases, (ii) phases with a Zm × Zn symmetry,
for general m and n, (iii) fermionic HOSPTs with reduced
classification compared to the noninteracting case, and (iv)
gauged HOSPTs with nontrivial loop braiding statistics. Our
key results include a topological field theory describing these
HOSPT phases, wich reveals their relationship to conventional
SPT phases. Based on our results, various directions for
future studies present themselves, including a more system-
atic exploration of higher-order topologically ordered phases,
expressions for bulk topological invariants of HOSPTs, and an
understanding for the topological response functions of such
phases.

Our work also raises several interesting questions. For
example, for noninteracting HOTI phases, the classification of
phases with C4 rotation and reflection symmetries is known to
be different. It would be interesting to explore examples where
the difference between reflection and rotation symmetries is
more manifest.

Note added. Recently, we became aware of another paper
by O. Dubinkin and T. Hughes [96], which has some overlap
with our results.
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APPENDIX A: FERMION VERSION OF SECOND-ORDER
SPT WITH Z2 AND C4 SYMMETRIES

Due to the growing interest on fermionic SPT phases, in
this section, we extend our 3D CZX model to interacting
fermion systems [74]. The construction, together with the pro-
jection Hamiltonian is totally inherited from the spin model
in Sec. III A, while the spin state |0〉, |1〉 states are replaced
by the spinless fermion occupancy. Each site contains eight
fermion modes and therefore the system always respects the
fermion parity symmetry. Meanwhile, we can define the Z2

symmetry as

Uczx = UxUcz,

Ux =
8∏

i=1

(c†i + ci ),

Ucz = CZ13 CZ24 CZ57 CZ68 CZ56 CZ12

× CZ34 CZ78 CZ15 CZ26 CZ37 CZ48,

CZij = (1 − 2c
†
i cic

†
j cj ). (A1)

The Hamiltonian in the bulk involves the local projection
operator on eight fermions at the corner of the cube,

Hcube = −
∏

i∈cube

c
†
i −

∏
i∈cube

ci . (A2)

Meanwhile, the surface could be gapped by adding a local
projection operator on four fermions at the corner of the
surface plaquette,

Hplaquette = −
∏

i∈plaq

c
†
i −

∏
i∈plaq

ci . (A3)

When it comes to the hinge between two surfaces, the edge
Hamiltonian involves the two-fermion interaction on each
hinge bond

Hbond = −c
†
i cic

†
j cj − cic

†
i cj c

†
j . (A4)

This interaction favors even fermion parity on each bond and
leaves the hinge with 2N degeneracy, where N is the number
of hinge bonds.

APPENDIX B: BULK FIELD THEORY FOR 3D HOSPT
WITH Z2 AND C4 SYMMETRIES

The bulk theory for 3D HOSPT with Z2 and C4 symmetries
can be reduced from a conventional 3D SPT phase with a
Z2 × Z2 symmetry described by the O(4) NLσM,

L = 1

g
(∂μ
n)2 + �

�4
εijklmni∂xnj ∂tnk∂ynl∂znm,

with � = 2π , and �4 = pπ2/3. The on-site symmetries act
as

Za
2 : (n1, n2, n3, n4) → (−n1,−n2,−n3,−n4),

Zb
2 : (n5, n4) → (−n5,−n4). (B1)
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We will now gap the edge by polarizing n5, which breaks
the local Zb

2 symmetry. However, we chose to do this in a way
that the product of C4 and Zb

2 symmetries is preserved (while
C4 itself must then also be broken).

To do this we begin with Eq. (B1) in cylinder coordinates
(r, φ, z), and take n5 ≡ 〈n5〉 = cos(2φ), which preserves both
C4 rotations. We define a new O(4) vector boson field 
N
normalized as

∑
i N

2
i = 1, via

ni = Ni sin(2φ), i = 1, 2, 3, 4,

n5 = cos(2φ). (B2)

We further let � be spatially depended as

�(r ) = [1 − sgn(r − R)]π, (B3)

where R is the radius of the system on the x-y plane.

The resulting topological term has the form

L� =
∫

dz dr

∫ 2π

0
dφ

�(r )

�4
εijkl[2 sin3(2φ)Ni∂rNj∂tNk∂zNl

+ cos(2φ) sin4(2φ)∂φNi∂rNj∂tNk∂zNm]. (B4)

Because n5 is ordered, the bulk topological term is trivial,
and we can integrate over r . To do this, first note that up
to boundary terms the second term in parentheses is a total
derivative in r .

The first term is not a total derivative, but can be made to
be one by introducing an extra dimension u, and exploiting
the fact that

∂u(εijklNi∂rNj∂tNk∂zNl ) = εijkl∂uNi∂rNj∂tNk∂zNl (B5)

to write this term as an integral over u. After doing so we can
integrate both terms by parts in r , to obtain

L� =
∫

dz dr

∫ 2π

0
dφ εijkl δ(r − R)2π

�4

[∫ 1

0
du 2 sin3(2φ)Ni∂uNj∂tNk∂zNl + cos(2φ) sin4(2φ)Ni∂φNj∂tNk∂zNl

]

=
∫

dz

∫ 2π

0
dφ

[∫ 1

0
du

2π

�4
εijkl 2 sin3(2φ)Ni∂uNj∂tNk∂zNl + 2π cos(2φ) sin4(2φ)

�4
εijk Ni∂φNj∂tNk∂zNl

]
, (B6)

with the boundary conditions 
N (φ, t, z, u = 0) =
(1, 0, 0, 0), 
N (φ, t, z, u = 1) = 
N (φ, t ).

The second term is precisely the O(4) theta term in (2 +
1)d that we encountered in Eq. (13). However, its coefficient
� = cos(2φ) sin4(2φ)2π is not quantized. In the infrared
limit of the renormalization group, � will flow to one of the
discrete stable fixed points � = 2πK, K ∈ Z [76], depend-
ing on its microscopic magnitude. In our case, this magnitude
is small, and we expect � to flow to 0 in the infrared, cor-
responding to two topologically trivial boundaries. However,
choosing a slightly different ordering configuration for n5

(for example, with an abrupt sign change, as in Fig. 6), we
could equally arrive at the conclusion that � flows to 2π

along each boundary. The important thing is that reflection
symmetry ensures that the magnitude of this term is the same
on both sides of the “hinge” (which on the disk corresponds
to the lines across which n5 changes sign), so that the net
contribution of both edges is an integer spin. With only C4

rotational symmetry, near a particular hinge we have the

freedom to choose the coefficient associated with (say) the x

edge to be 0 and that of the y edge to be 2π—but rotational
invariance then forces a domain wall where � changes from
0 to 2π somewhere along each surface distributed in a C4

symmetric way.
The first term in Eq. (B6) resembles a (1 + 1)d WZW

term, delocalized along the hinge. To make this more pre-
cise, consider integrating along one quarter of the integration
domain, from φ = 0 to φ = π/2, such that the coefficient is
nonvanishing at both ends of the range of integration. Ignoring
the φ dependence of the O(4) rotor 
N , we obtain

L� =
∫ π/2

0
dφ

∫ 1

0
du

2π

�4
εijkl 2 sin3(2φ)Ni∂uNj∂tNk∂zNl

=
∫ 1

0
du

2π

�3
εijklNi∂uNj∂tNk∂zNl, (B7)

where �3 = 2π2. Thus each quarter of the system on the side
surface contains an O(4)1 WZW term in (1 + 1)d.
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