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Role of oxygen and chlorine impurities in β-In2S3: A first-principles study
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For environmental reasons there is a need for alternative Cd-free buffer materials in Cu(In,Ga)(S,Se)2

(CIGSSe) based thin film solar cells. In this context, β-In2S3 is one candidate material, whose optoelectronic
properties can be affected by the presence of impurities. In this study, we investigate the impact of O and Cl
impurities on the electronic and optical behavior of β-In2S3 by means of electronic structure calculations within
density functional theory using hybrid functionals. We find that β-In2S3 is thermodynamically stable being in
contact with both O and Cl reservoirs. Furthermore, we present evidence that O on interstitial sites (Oi) and Cl
on 8c In sites (ClIn) cause low-temperature persistent electron photoconductivity. At room temperature, defect
levels associated with Cl on S sites (ClS, ClS′ , and ClS′′ ) get thermally ionized and release free electrons into the
system. Thus, the n-type conductivity of the In2S3 buffer layer increases. O impurities on S sites, in contrast,
are electrically inert. Hence, we conclude that intentional doping by Cl is a means to improve the properties of
β-In2S3 serving as buffer material.

DOI: 10.1103/PhysRevB.98.205201

I. INTRODUCTION

Replacing cadmium sulfide (CdS) by an alternative buffer
material in Cu(In,Ga)(S,Se)2 (CIGSSe) based thin film solar
cells has been discussed over the past two decades [1–4]. One
of the prime candidates considered in this context is β-In2S3,
which has suitable optoelectronic properties [5–11] and can
be deposited as a buffer layer on chalcopyrite (CIGSSe) and
kesterite (Cu2ZnSnSe4) based solar cells [12]. It has been
demonstrated that by buffering Cu2ZnSnSe4 (CZTSe) films
with In2S3 [13] the limited open-circuit voltage (Voc) of
CTZSe solar cells can be overcome. This promising finding
suggests that In2S3 is an efficient buffer layer, capable of nar-
rowing the large efficiency gap between CZTSe and CIGSSe
based devices.

β-In2S3 crystallizes in an ordered vacancy spinel-like
structure [14]. Due to the existence of structural vacancies in
its crystalline matrix, the electronic and optical properties of
β-In2S3 can be effectively engineered and optimized through
(un)intentional doping with select atom types. Several studies
have documented an intermixed In2S3/CIGS interface [10,15–
17] mainly containing Na, Cu, O, and Cl impurities. The
occurrence of Cu and Na in the In2S3 buffer layer is due
to their out-diffusion from the CIGSSe absorber. Depending
on the preparation technique, the presence of O atoms in
In2S3 may, for instance, stem from side reactions involving
decomposition of indium acetylacetonate (used as a precur-
sor in the atomic layer deposition technique) [7] or a high
amount of hydroxide formed during chemical bath deposition
[5,7]. Furthermore, O can also diffuse from the ZnO front
contact into the In2S3 buffer layer. A significant amount of
Cl in In2S3 is also detected in the films grown using a Cl-
containing precursor (for instance, InCl3) [15,16,18,19]. It

*ghorbani@mm.tu-darmstadt.de

has been demonstrated, both experimentally [15,20,21] and
theoretically [22], that after entering the In2S3 buffer layer, Na
and Cu can occur in high concentrations, leading eventually to
the formation of Na-containing and Cu-containing secondary
phases. Contrary to Cu and Na, O and Cl exist in In2S3

in lower concentrations and do not cause any unintentional
structural changes.

A number of experimental studies have addressed the role
of O and Cl on structural and optoelectronic properties of
In2S3 thin films. Barreau et al. [23] studied incorporation of O
in In2S3 and found a small amount of O substituting S sites in
their samples. In another study, Barreau et al. [24] varied the O
concentration purposely and showed that β-In2S3−3xO3x has
a tunable band gap between 2.1 and 2.9 eV as x varies from 0
to 0.14. The deposited indium oxysulfide films were reported
to have strongly modified grain boundaries, which induced an
increase in the electrical conductivity. John et al. [25] reported
that using a Cl based precursor results in highly crystalline
and photosensitive films of In2S3. However, the situation is
less favorable for samples prepared using a nitrate based
precursor [26]. Later, Cherian et al. [27] reported a decrease in
S concentration and an increase in the sample’s photoresponse
with Cl doping. Moreover, Jayakrishnan et al. could verify
the occurrence of persistent photoconductivity (PPC) in In2S3

[28,29]. However, the reported band gaps of their samples
were considerably larger (2.67 eV) than the band gap of
In2S3 (2.03 eV). Knowing the fact that the larger band gap
stems from severe compositional and structural variations of
the samples [30–32], it is probable that these samples are
nonstoichiometric and have different crystal structures. The
issue then is whether the observed PPC can be present in
stoichiometric β-In2S3 samples as well.

Deep defect states in photovoltaic materials are commonly
known as unwanted recombination centers. However, in
certain cases, they can give rise to optically excited elec-
trons that exhibit PPC. The phenomenon of PPC refers to a
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light-induced increase in the photocurrent, which arises from
a continuous exchange of holes and electrons with a va-
lence band (p-type PPC) or a conduction band (n-type PPC),
respectively. Upon illumination, the electrons get excited from
a nonconductive impurity level to the conduction band, where
their back transition to the impurity state is hindered by an ac-
tivation barrier, constituting persistent electron photoconduc-
tivity. Consequently, PPC is known to be an ideal condition for
enhancing photoconductivity of the photovoltaic materials.
Depending on the magnitude of the activation barrier, the
lifetime of the photoexcited electrons in the conduction band
are variable.

Although the beneficial role of Cl and O in In2S3 is
experimentally confirmed, a clear picture of their inclusion
in In2S3 and the underlying physics of their electronic and
optical behavior is still missing. The purpose of the present
work is to study the behavior of O and Cl in In2S3 in detail.
Using state-of-the-art first-principles calculations, we have
performed a comprehensive study in order to assess whether
O- and/or Cl-doped In2S3 exhibits improved electronic and
optical features for the application as a buffer layer. To address
this question, we first discuss the solubility of O and Cl by
analyzing their formation enthalpy in various substitutional
and interstitial lattice sites of In2S3. In addition, we explain
their influence on conductivity of the sample by inspecting the
thermodynamic charge transition levels. Finally, we analyze
their optical ionization energies by evaluating configuration
coordinate diagrams of O and Cl impurities and comparing
them to the thermodynamic ones. Our results predict low-
temperature persistent electron photoconductivity caused by
O and Cl in In2S3.

II. METHOD

Electronic structure calculations within hybrid density
functional theory (DFT) were performed with projector
augmented wave pseudopotentials [33,34], as implemented
in the Vienna Ab initio Simulation Package [35,36]. The
exchange-correlation functional of choice is the Heyd-
Scuseria-Ernzerhof (HSE) [37], with 25% of exact exchange,
added to 75% semilocal exchange of Perdwe, Burke, and
Ernzerhof (PBE) [38]. To attain the experimental band gap

of 2.03 eV [39], the screening length was set to 0.13 Å
−1

. A
�-centered 2 × 2 × 1 k-point mesh for the sampling the Bril-
louin zone and an energy cutoff of 300 eV were used. The con-
vergence threshold for geometry relaxation was 0.05 eV/Å.
Defect properties were investigated using a 2 × 2 × 1 super-
cell containing 320 atoms. The defect formation energies were
calculated at theoretical equilibrium volume as

Ef [d
q, μe, μi] = �E[dq] ± �iniμi + q[EVBM + μe]

+ �Ecorr, (1)

where �E[dq] is the difference of the total energy of a
supercell with and without impurity, ni is the number of
atoms added or removed from the supercell, μi = μref

i + �μi

is the chemical potential of the atom of type i, where μref
i

denotes the chemical potential of the constituent element
in its stable elemental phase. EVBM is the energy of the
valence band maximum of the pure supercell, and μe is

TABLE I. Calculated formation energies of different compounds
in eV per formula unit.

�Hf Crystal
(HSE06) structure Expt.

β-In2S3 −3.30 Defect spinel-like −4.29 [40]
In2Cl3 −5.53 Orthorhombic —
In2O3 −9.92 Bixbyite −9.60 [40]

the Fermi level with respect to the EVBM. The formation
of O-related and Cl-related defects in In2S3 is limited by
the formation of the In2O3 and In2Cl3 secondary phases,
respectively. Hence, we obtain for the possible chemical
potential limit in the In-rich cases �μO = 1

3�Hf (In2O3)
and �μCl = 1

3�Hf (In2Cl3). The values for formation
enthalpies of In2S3, In2O3, and In2Cl3 are given in
Table I. In the S-rich case the chemical potential is limited
by the relations �μO = 1

3 [�Hf (In2O3) − �Hf (In2S3)] and
�μCl = 1

3 [�Hf (In2Cl3) − �Hf (In2S3)]. �Ecorr is the cor-
rection to the artificial electrostatic interactions due to the
supercell size, which has been obtained using the Freysoldt-
Neugebauer-Van de Walle correction scheme [41,42]. More
details on the correction term in In2S3 can be found in our
previous work [43].

The thermodynamic charge transition level between the
charge states q and q′ [ε(q/q′)] is located at an energy level
where the two charge states have equal formation energies. In
Figs. 2 and 6, these levels correspond to the points where the
slope of lines changes and are then shown as energy levels in
the block diagrams in Figs. 3 and 7.The thermal ionization
energy of the studied defects can be calculated from the
distance of acceptor and donor levels from the valence band
maximum (VBM) and the conduction band minimum (CBM),
respectively. The optical absorption and emission peaks of
O-related and Cl-related impurities have been calculated and
compared to their thermodynamic transition energies. In this
respect, we have examined their configuration coordinate
diagram [44] using first-principles electronic structure calcu-
lations as described by Freysoldt et al. [45] and Alkauskas
et al. [46,47]. It is important to note that the charge transition
levels are representative of thermal ionization energy, while
the optical transition levels are associated with the influence
of lattice relaxations on the optical absorption and emission of
the defect center.

The crystal structure of the β-In2S3 unit cell containing 80
atoms is illustrated in Fig. 1. There are three nonequivalent
crystallographic environments for indium and sulfur atoms in
the β phase of In2S3. The indium substitutional sites in the
crystalline matrix of In2S3 are tetrahedral 8e (denoted In in the
following), octahedral 8c (denoted In′), and octahedral 16h

(denoted In′′) [14], corresponding to the Wyckoff notations
of space-group 141. In8e occupies two-thirds of the available
tetrahedral cation sites, while the remaining one-third of the
cation tetrahedral sites stay unoccupied. In a similar fashion,
the three different sulfur sites are shown by S (fourfold coordi-
nated to one In, two In′, and one In′′), S′ (threefold coordinated
to one In and two In′′), and S′′ (fourfold coordinated to one In
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FIG. 1. Crystal structure showing the unit cell of β-In2S3. The tetrahedral In site and tetrahedral structural vacancies are shown with red
and white spheres, respectively. The octahedral In′ and In′′ sites are shown with blue and violet spheres, respectively. The S and S′′ sites are
shown with yellow spheres, and the orange spheres denote the S′ sites. The crystal structure has been created and visualized using VESTA [48].

and three In′′). Due to their similar atomic environments, S
and S′′ have not been distinguished in Fig. 1.

III. RESULTS AND DISCUSSION

A. Formation energies of O as an impurity in In2S3

Figure 2 illustrates the formation energies of O impurities
in substitutional In and S sites and the interstitial structural
vacancy, Oi. The thermodynamic charge transition levels of
O-related defects are shown in Fig. 3. Since In2S3 is an
n-type material, we discuss the formation energies in the
n-type region, i.e., close to the CBM. We see from Fig. 2 that,
for both In- and S-rich samples, O atoms prefer to occupy S
sites rather than In sites. In the In-rich regime, the formation
energies of O atoms substituting for In sites are very high
(4.93, 6.21, and 6.26 eV at CBM for OIn, OIn′ , and OIn′′ ,
respectively). Therefore, in In-rich samples, O cannot exist
on cationic sites as a thermally activated defect. However, in
S-rich samples, the formation enthalpy is reduced to 2.18 eV
for OIn. Therefore, we can expect to have O on octahedral 8c

sites at elevated temperatures.
As it can be seen in Fig. 2, the formation enthalpies of

O on S sites do not change under In-rich and S-rich growth
conditions. This is because the chemical potential difference
μS − μO remains unchanged. Under n-type conditions, the

FIG. 2. The calculated formation energies of O-related defects
as a function of the chemical potential of the electrons μe, where
μe = 0 and μe = 2.1 eV correspond to p-type and n-type conditions,
respectively. The black dashed line corresponds to the conduction
band minimum.

formation energies of OS, OS′ , and OS′′ are 0.76, 0.49, and
1.0 eV, respectively. The very low formation energies of O on
different S sites indicates that O substituting for an anionic
site can occur in In2S3 as intrinsic defects. Figure 3 shows
the calculated charge-state transition levels for O-related point
defects. It is seen that O on all S sites induces an extremely
deep (+/0) donor level close to the VBM. The (+/0) level for
all three substitutional

Osulfur sites have ionization energies of around 2.0 eV.
In order to effectively dope electrons to the system, donor
levels are expected to form near the CBM. However, these
deep-lying (+/0) levels can neither deliver electrons to the CB
nor trap the free holes. In principle, impurity levels close to the
valence band can capture free holes. However, since In2S3 is
an n-type material, the Fermi level lies in the upper part of the
band gap. Therefore, the (+/0) levels cannot remove a hole
from the valence band.

On the interstitial site, we see that Oi creates a double-
donor transition (2+/0) at an ECBM value of 1.50 eV, which
has a deep characteristic. Our calculations on the neutral, 1+,
and 2+ charge states of Oi show that the 1+ charge state is
not thermodynamically stable. Therefore, Oi is a negative-U
center. We find that the formation energy of Oi in the S-rich
material is lower than that in the In-rich samples, as shown
in Fig. 2. Hence, the electrical and optical transitions of the
(2+/0) impurity state are more prominent in S-rich samples.

FIG. 3. The calculated thermodynamic charge transition levels of
O in different lattice sites of In2S3.
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FIG. 4. Local lattice configuration of O as an interstitial impurity
(Oi) in the tetrahedral vacant site of In2S3. Figures on the left, middle
and right represent the relaxed configurations of O0

i , O+
i , and O2+

i ,
respectively. Large green atoms are In, white atoms are S, and the
red atom is O. The pink isosurfaces represent total charge density
difference between the defect and pure structures.

B. Optical vs thermodynamic transitions of O impurities

Figure 4 shows the relaxed arrangement of atoms around
Oi in the 0, 1+, and 2+ charge states. As O enters the
structural vacancy, it deviates from a tetrahedral arrangement
and relaxes to a corner of the tetrahedron and forms one
strong O-S bond, with a bond length of 1.49 Å. O+

i , which
forms four O-S bonds with the surrounding S atoms is an
unstable configuration. Therefore, upon losing electrons, O0

i

is directly relaxed to the O2+
i configuration, forming bonds

with two neighboring S atoms (see Fig. 4). Since Oi creates
a deep (2+/0) donor transition level with a high ionization
energy, it is typically expected that the charge is localized on
O. However, we see from Fig. 4 that, for Oi in charge states 0
and 2+, the electron charge density is delocalized. The charge
in O2+

i is distributed over neighboring S atoms. In contrast, in
the unstable 1+ charge state, the charge is highly localized on
O, which could trap holes if it could get formed.

In Fig. 5 we plot the configuration coordinate diagram
for the light-induced O0

i → O2+
i + 2e transition. With ZPL in

Fig. 5 (and also in Figs. 9 and 10) we mark the zero phonon
line energy, which is the energy difference between the ground
state and the excited state, when they are in their equilibrium
configurations. For n-type materials, the Fermi level is close
to the CBM. Therefore, the ground state and the excited states

FIG. 5. Schematic illustration of the calculated configuration
coordinate diagram of the Oi (2+/0) donor state. The X axis shows
the displacement between the charge 0 and 2+ configurations.

are O0
i and O2+

i , respectively. Upon illumination, photons
with energies of 1.86 eV and higher can excite two electrons
from the occupied defect state into the conduction band,
creating the ionized O2+

i . Gradually, the excited electrons
lose energy to the lattice relaxation and fall to the bottom
of the conduction band. The excited electrons then occupy a
delocalized perturbed host state (PHS) instead of the localized
impurity state [49,50]. While occupying the PHS, electrons
encounter an energy barrier of about 20 meV to rejoin the
ground state (i.e., O2+

i + 2e− → O0
i transition). When the

excited electrons are thermally activated, they can get cap-
tured by the localized defect level. However, since the energy
barrier is very small, only at extremely low temperatures the
excited electrons can remain in the PHS and cause PPC of the
electrons (n-type PPC). As mentioned in Sec. III A, the 1+
charge state of Oi is thermodynamically unstable with respect
to the formation of neutral and 2+ charge states, making Oi

a negative-U center. The negative-U behavior of Oi indicates
that the reduction of the system’s total energy due to the loss
of an electron cannot compensate for the energy gain caused
by the atomic relaxations in the 1+ charge state. The charge
transition levels (+/0) and (2+/+) lie below the VBM and
above the CBM, respectively, indicating a robust electronic
negative-U behavior for the 1+ charge state. Therefore, the
reaction 2O+

i → O0
i + O2+

i is highly exothermic for all ranges
of the Fermi level. Our calculations indicate that, contrary to
other systems where the 1+ charge state can be created as a
metastable defect [51], the formation of light-induced O+

i as
a metastable configuration in In2S3 is highly improbable. As
a consequence, O+

i is not expected to be observed in electron
paramagnetic resonance experiments.

In their electrical measurements, Barreau et al. [24] ob-
served a 100 times increase in the electrical conductivity of the
In2S3 thin films at room temperature upon the introduction of
O. They postulated that this increase can stem from the change
of the properties of the grain boundaries in the presence of O.
Based on our theoretical calculations, the presence of O as
point defects in the structure of In2S3 can neither change the
type of conductivity nor influence the concentration of free
electrons at room temperature. Therefore, in good agreement
with Barreau et al. [24], the rise in electrical conductivity
cannot be attributed to bulk effects and must be due to grain
boundary changes.

The optical transitions associated with the donor states of
O on S sites and the acceptor levels of O on In sites are
less than 0.1 eV different from their thermodynamic transition
levels. Hence, their configuration coordinate diagrams are not
shown here. The small difference between the thermodynamic
transition level and the optical transition level indicates that
lattice relaxations after photon absorption and emission are
very low. Therefore, the amount of Franck-Condon shift [52]
will be small and, consequently, a narrow photoluminescence
(PL) line is expected.

C. Formation energies of Cl as an impurity in In2S3

The calculated formation energies of Cl in the crystalline
matrix of In2S3 in In-rich and S-rich growth conditions are
presented in Fig. 6, and their associated thermodynamic
charge transition levels are shown in Fig. 7. Under both
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FIG. 6. The calculated formation energies of Cl-related defects
as a function of the chemical potential of the electrons μe, where
μe = 0 and μe = 2.03 eV correspond to p-type and n-type condi-
tions, respectively. The black dashed line corresponds to the CBM.

metal-rich and chalcogen-rich conditions, the formation of
Cl on S sites is energetically favorable, allowing for a high
solubility of Cl in the anionic sublattices of In2S3. For
n-type In2S3, the isolated Cl ions on different S sites have
formation energies below 1.0 eV, implying that significant
concentrations of Cl on S lattice sites can be obtained. ClS′′

forms an extremely deep (2 + /+) donor state at 1.53 eV
below the CBM, and a shallow resonant (+/0) level at 0.65 eV
above the CBM, which can readily release electrons into the
system. ClS and ClS′ induce slight resonances in the conduc-
tion band continua, giving rise to a hydrogeniclike [53] (+/0)
transition level. The fact that Cl on S sites acts as a shallow
donor suggests that Cl is a suitable n-type dopant in In2S3.
Therefore, while O on S sites is electrically inactive, Cl on S
sites plays a beneficial role in enhancing the concentration of
free electrons. This finding allows us to conclude that, under
low sulfur pressure, intentional doping of In2S3 with Cl is an
effective way to achieve high levels of n-type conductivity.

Figure 6 shows that in the In-rich limit, ClIn, ClIn′ , and
ClIn′′ exhibit very high formation energies. Hence, their for-
mation is not probable. However, under S-rich conditions, the

FIG. 7. The calculated thermodynamic charge transition levels of
O in different lattice sites of the In2S3.

FIG. 8. Local lattice configuration of Cl substituting for the In
8e octahedral site (ClIn). The panels from left to right represent
nonrelaxed Cl0

In, relaxed Cl0
In, and relaxed Cl2−

In , respectively. Large
green atoms are In, white atoms are S, and the blue atom is Cl. The
pink isosurfaces represent the total charge density difference between
the defect and pure structures.

formation enthalpies of ClIn and ClIn′ in an n-type material
drop to 1.9 and 1.48 eV, respectively. When Cl incorporates
as ClIn in In2S3, it induces a deep (0/2−) acceptor level
at 1.07 eV above the VBM, raising the concerns that it
may act as a recombination trap for electrons and holes. Our
calculated configuration coordinate diagram for ClIn shows
that, although ClIn is a deep acceptor from an electrical point
of view, it is indeed a source of persistent photoconductivity
under S-rich conditions. A more detailed discussion on this
is given in the following section. For ClIn′ , when the Fermi
level is below 0.59 eV, Cl0

In′ is the stable configuration, and
the charge state 1− stabilizes only in a very tiny range of the
Fermi level, for 0.59 eV � μe � 0.65 eV. As the Fermi level
moves through the band gap (for μe � 0.65 eV), ClIn′ takes
a second electron from the reservoir and the stable charge
state changes from 1− to 2−. Since both (0/−) and (−/2−)
charge transition levels occur far from the VBM, ClIn′ is a
deep acceptor in In2S3.

Regarding the interstitial Cl, we find its formation enthalpy
to be 3.12 and 2.02 eV for In-rich and S-rich samples, respec-
tively. The (+/0) transition level of Cl on interstitial vacancy
falls 0.18 eV above the CBM. Therefore, it acts as a donor
with a stable 1+ charge state for all Fermi-level positions,
giving rise to a resonant (+/0) impurity state. Electrons
positioned in this level will relax to a PHS in the CBM.

D. Optical vs thermodynamic transitions of Cl impurities

The local lattice relaxation upon substitution of In with Cl
is illustrated in Fig. 8. The wide distribution of charge density
around the inserted Cl and the significant lattice relaxations in
its vicinity indicate a large difference between its thermal and
optical ionization energies. Figure 9 shows the calculated opti-
cal transitions associated with ClIn acceptor levels. Promotion
of electrons from the ClIn filled state to the conduction band
(i.e., Cl2−

In → Cl0
In + 2e− transition) leads to a peak in the light

excitation that occurs at 1.48 eV. Based on our calculations,
the two photoexcited electrons in the Cl0

In configuration face
an energy barrier of 230 meV to escape out of the metastable
neutral charge state and return to the Cl2−

In ground state (i.e.,
Cl0

In + 2e− → Cl2−
In transition). Since the electrons’ decay

to the neutral charge state may take several hours at low
temperatures, this thermal barrier leads to n-type PPC, which
is an unusual case for an acceptorlike impurity. Therefore,
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FIG. 9. Schematic illustration of the calculated configuration
coordinate diagram of the ClIn (0/2−) acceptor state, exchanging
electrons with the CBM. The X axis shows the displacement between
the charge 2− and 0 configurations.

ClIn has a twofold character; electrically acting like a deep
center and optically behaving as a metastable conductive
dopant. Note that In-rich samples are resistant to the detected
phenomenon of PPC due to the high formation energy of the
ClIn in In-rich In2S3. The charge transition levels (0/−) and
(−/2−) associated with ClIn occur at 1.30 and 0.84 eV above
the VBM, respectively. Therefore, yielding a negative-U value
of −0.46 eV. Our calculations on the optical transitions show
an absorption peak at 1.24 eV, an emission peak at 0.2 eV and
a Franck-Condon shift of 1.1 eV for the Cl2−

In → Cl−In + e−
transition. For the subsequent Cl−In → Cl0

In + e− transition,
the calculated absorption and emission peaks are predicted to
occur at 1.57 and 0.01 eV, respectively, corresponding to a
Frank-Condon shift of 0.9 eV. The large Frank-Condon shifts
are caused by the large difference in the atomic configurations
of the Cl0

In, Cl−In, and Cl2−
In configurations. It is worth mention-

ing that, if the optical excitation leads to the formation of a
metastable Cl−In configuration, PPC will not occur.

Due to its larger thermal barrier, the PPC induced by
ClIn has a longer lifetime than Oi. Hence, it can contribute
in enhancing the n-type conductivity more effectively. In
consequence, although ClIn creates a deep (0/2−) acceptor

impurity state, but at low temperatures, its drawback of acting
as a nonconducting state is surmounted by formation of the
conducting PHS. Since the PPC is temperature dependent,
here, analogous to the Oi, we expect a change in the PL spectra
upon a raise in the temperature.

Note that substitution of all In sites by Cl does not cause
an n-type PPC. For instance, in the case of ClIn′ (see Fig. 10),
upon photoexcitation, an electron in the occupied defect level
of Cl2−

In′ is released to the CBM, creating a Cl−In′ state. Here,
we predict an absorption peak occurring at 1.53 eV, and an
emission PL signal peaking at 1.23 eV with a ZPL of 1.38 eV.
For the second excitation (i.e., Cl−In → Cl0

In + e−), we predict
light absorption peaking at 1.98 eV, light emission peaking at
1.29 eV, and a ZPL of 1.45 eV. The energy difference between
the emission line (PL line) and the ZPL gives the relaxation
energies of 0.15 and 0.16 eV for the (−/2−) and (0/−) tran-
sitions, respectively. Since the relaxation energies are small,
the associated PL bands are predicted to be narrow. Due to its
high formation enthalpy, the configuration coordinate diagram
has not been calculated for ClIn′′ .

IV. CONCLUSION

We performed density functional theory calculations using
the HSE06 hybrid functional to investigate the electronic and
optical properties of O and Cl impurities in In2S3. With regard
to the positive formation energies of O-related and Cl-related
impurities in the crystalline matrix of the n-type In2S3, we
conclude that these anionic impurities do not form secondary
phases in the buffer side of the pn junction. Therefore, the
absorber/buffer interface is stable against O and Cl. We found
that incorporation of O and Cl on the S sites is energetically
favorable. However, while O on S sites create a nonconducting
(+/0) impurity level, Cl on S sites induce hydrogeniclike
conductive states, which can actively assist in raising the
number of free electrons. Our calculated one-dimensional
configuration coordinate diagram indicates that Oi and ClIn

exhibit persistent electron photoconductivity with thermal
ionization barriers of 20 and 230 meV, respectively. Due to its
lower formation enthalpy and higher thermal barrier, the PPC
assigned to the ClIn can occur more readily and last longer

FIG. 10. Schematic illustration of the calculated one-dimensional configuration coordinate diagram of the ClIn′ (0/−) and (c) ClIn′ (−/2−)
acceptor states, exchanging electrons with the CBM. The X axis shows the displacement between the atomic configuration of different charge
states.
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compared to the one attributed to Oi. In conclusion, our results
imply that Cl is an excellent dopant in In2S3 for the purpose
of its application as a buffer layer in thin film solar cells.
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