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We report on orbital-dependent quasiparticle dynamics in EuFe,As,, a parent compound of Fe-based super-
conductors, and a way to experimentally identify this behavior using time- and angle-resolved photoelectron
spectroscopy across the spin density wave transition. We observe two different relaxation timescales for
photoexcited d./d,. and dy, electrons. While the itinerant d,./d,. electrons relax faster through the electron-

electron scattering channel, d,, electrons form a quasiequilibrium state with the lattice due to their localized
character, and the state decays slowly. Our findings suggest that electron correlation in Fe pnictides is an
important property, which should carefully be taken into account when describing the electronic properties of
both parent and carrier-doped compounds, and therefore establish a strong connection with cuprates.
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I. INTRODUCTION

Electron correlation plays a key role in the mechanism of
high-temperature superconductivity in cuprates [1,2]. Strong
electron correlation is, indeed, responsible for both Mott
behavior of parent compounds and high-T, superconductivity
upon electron or hole doping [3]. Since the discovery of high-
T, superconductivity in Fe pnictides [4,5], extensive research
has been carried out to understand the pairing mechanism in
these systems [6]. While several studies point to the existence
of strongly correlated electrons in the presence of hole doping
[71, electron correlation has hardly been detected in parent and
electron-doped compounds [8—11].

One of the complicating factors in Fe-based compounds is
that multiple bands (or orbitals) form the Fermi surface, which
makes these systems more complex than cuprates, where the
contribution to the Fermi surface comes only from the d,2_»
orbital [3,6]. In Ref. [12], de’ Medici et al. proposed orbital-
selective Mottness as an explanation of the unconventional
properties of Fe-based superconductors. Each orbital shows
single-band Mott behavior, where the degree of electron cor-
relation depends on the doping of the bands from half filling.
Such orbital decoupling and differentiation of correlation
strength among different orbitals are caused by Hund’s rule
that prevents interorbital coupling. The theory is also sup-
ported by recent results obtained for LiFeAs [13] and several
Fe-chalcogenide systems using angle-resolved photoemission
spectroscopy (ARPES), for which it was shown that 3d,,
electrons are localized, whereas those associated with other
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3d orbitals are itinerant [ 14] in nature. Additional evidence for
orbital-selective Mott phase behavior in Fe-chalcogenide sys-
tems comes from terahertz spectroscopy [15], Hall measure-
ments [16], pump-probe spectroscopy [17], and high-pressure
transport measurements [18]. Theoretical calculations within
the multiorbital Hubbard model on K;_,Fe;_,Se; also sup-
ports this picture [19].

However, for Fe pnictides, different experiments and the-
ory show that the differentiation of the correlation strength
among orbitals is low for the parent compound and decreases
further with electron doping [12,20]. Since superconductivity
emerges even in electron-doped compounds where all the
electrons appear to be itinerant, this raises the question of
whether strong electron correlation is really the key ingredient
required to explain the unconventional properties of the Fe-
pnictide family.

Recently, several time-resolved pump-probe experiments
were carried out in order to study optically excited states in
Fe pnictides [21-23] and gain further understanding of the
electronic properties of these systems. For instance, pump-
probe data on superconducting Ba;_, K,Fe;As, samples [22]
revealed fast- and slow-relaxation timescales for photoexcited
carriers, which were associated, respectively, with recom-
bination of quasiparticles through interband and intraband
processes. The pump-probe data for EuFe;As; exhibit a ref-
ormation timescale for magnetic order slower than electron-
phonon equilibration timescale [23]. These studies were not
able to disentangle the role played by different orbitals but
confirmed that the electronic properties of these systems stem
from the multiband nature of the Fermi surface.

In this paper, we propose an orbital-selective method al-
lowing us to study the relaxation dynamics of photoexcited
electrons near the Fermi level and use it as a powerful tool
to gain deep insight into electron localization in Fe pnictides.

©2018 American Physical Society
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In essence, by using time- and angle-resolved photoelectron
spectroscopy (trARPES) on EuFe,As,, a parent compound of
the Fe-pnictide family, we observe two different relaxation
timescales for electrons in d,; /dy. and d, orbitals, selectively
probed by adjusting the polarization of the pump laser [3]. The
slow- (fast-) relaxation dynamics of excited d, (d./d,.) elec-
trons is associated with their localized (itinerant) nature. Our
results demonstrate that the differentiation of the correlation
strength among orbitals in Fe pnictides might be higher than
previously thought.

II. EXPERIMENT

The electronic structure of Fe-based superconductors typ-
ically consists of three hole bands at the Brillouin zone
center (" point) and two electron bands at the Brillouin
zone corner (M point); the number of distinct hole/electron
bands may vary depending on the degeneracy of the involved
electronic eigenstates. In order to get an overview of the
electronic structure of EuFe,As,, we calculated the electronic
band structure employing the state-of-the-art full-potential
linearized augmented-plane wave method within the local-
density approximation using WIEN2K software [24]. We used
experimentally found lattice constants,a =b =3.9 Aand c =
12.1 A for the paramagnetic tetragonal structure (space group
14/mmm), and the convergence was achieved with tolerance
in energy < 1 meV per formula unit.

The calculated energy bands shown in Fig. 1(a) exhibit
three hole pockets around the I" point denoted by «, 8, and
y (energy band dispersion in a larger energy range is given in
the Appendix). The electron pockets around the M point are
denoted by & and ¢. The inner electron pocket denoted by € at
the M point exhibits a nesting condition with the 8 band [25].
It is well established that this nesting between the electron
pocket € and the hole pockets formed by the 8 band causes the
spin density wave (SDW) transition in these compounds [26].
In Fig. 1(b), we show the schematic of the surface Brillouin
zone for (001) plane along with the nesting vector Qy. The
schematic exhibiting the opening of the SDW gap below the
Néel temperature, 190 K, due to the nesting of the 8 and ¢
bands is shown in Fig. 1(c).

The partial densities of states of d,, and degenerate
(dy./dy;) states are shown in Fig. 1(d); the width of the d,
band is significantly narrower than the width of the other
bands. This indicates that the effective electron correlation
strength U/ W (U is the electron-electron Coulomb repulsion
strength, and W is the bare bandwidth) will be relatively
stronger for the d,, electrons than the others even if we con-
sider U to be the same for all d electrons. Usually, U increases
with the narrowing of the bands, which makes the trend of
change in U/ W even stronger. Such orbital dependence of the
correlation-induced effect was shown theoretically in similar
systems [12,27].

ARPES is the tool of choice for probing the electronic
structure of a system directly. In a trARPES experiment, the
dynamics of photoexcited electrons can be tracked by varying
the time delay Az between a low-energy (visible or infrared)
pump and a high-energy (extreme ultraviolet) probe beam.
This gives information about different coupling phenomena,
excitation modes, and relaxation processes. As we demon-
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FIG. 1. (a) Calculated energy bands of EuFe,As, along the
MT M direction exhibiting «, 8, and y bands forming the hole
pockets around the I point and ¢ and & bands forming electron
pockets around the M point. (b) Schematic of the surface Brillouin
zone showing the three hole pockets around I' and two electron
pockets around M. The nesting vector Qy for the SDW phase is also
shown. (c¢) Schematic showing the opening of the SDW gap below
190 K due to the nesting of 8 and ¢ bands. (d) Partial densities of
states of d,, (thick green line) and degenerate d,,/d,. states (red
line). As p states are shown by an area plot.

strate below, by adjusting the polarization of the excitation
pulse, electronic states can be probed selectively. In Figs. 2(a)
and 2(c), we show the experimental geometry for the two
configurations when the pump is either s polarized (s-pol)
or p polarized (p-pol). The electric dipole moment vector in
the s-pol case is in the plane of the sample surface, whereas
the dipole vector for the p-pol beam makes an angle of 36°
with the sample surface normal. In the s-pol configuration, the
pump beam excites the electrons with d,, and d,, symmetry
as the electric dipole moment vector has a finite component
along the orbital lobe of both these orbitals, as shown in
Fig. 2(b) and 2(d), respectively; it has no component for
d,, states. On the other hand, the p-pol configuration of the
pump beam will excite predominantly d,, states [see Fig. 2(d)]
[28-30].

Time- and angle-resolved photoemission spectroscopy was
carried out using a mode-locked Ti:sapphire laser system
delivering pulses at 1.5 eV (800 nm), with a 50-fs duration
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FIG. 2. (a) Schematic of the experimental geometry for the
excitation by s-polarized pump pulse and the orientation of d.,
and d,, orbitals in a similar axis system. (b) Calculated energy
bands emphasizing d,, symmetry. (c) Experimental geometry for
the p-polarized pump-pulse excitations and the orientation of the d,,
orbital. (d) Calculated energy bands emphasizing d,,/d,, symmetry.

and 5-kHz repetition rate. The pulse was split into two parts.
The major part of the intensity was used to produce high-order
harmonics, spanning the energy range from 10 to 50 eV, using
argon as the generating medium [31]. The second part of the
beam was used as a pump whose intensity was controlled
with a variable attenuator based on a half-wave plate and a
polarizer. We could select the desired harmonics and control
their flux by means of a specially designed grating setup,
which preserves the pulse duration. The probe energy was
set to 29 eV. The use of this relatively high photon energy
enables probing a larger k range in the reciprocal space for
a fixed acceptance angle of the electron analyzer. At lower
photon energies, the photoionization cross section [32] of As
4p states is much higher than that of Fe 3d states, and the
contribution from secondary electrons becomes significant.
The photoemission chamber was equipped with an R3000
analyzer from VG Scienta, a five-axis manipulator, and a
closed-cycle He cryostat from Prevac.

Single-crystalline EuFe,As, samples were grown by the
Sn-flux method and characterized by x-ray diffraction, Laue
diffraction, and energy dispersive analysis of x rays [33]. The
sample was cleaved in situ at a pressure of about 5 x 10710
Torr to generate a clean and flat surface before each measure-
ment. The measurements were done at 1 x 107! Torr. The
static ARPES data were found to be of high quality (see the
Appendix) and match well with the published literature [34].

III. RESULTS AND DISCUSSION

First, we investigate the influence of probe-pulse polar-
ization on the trARPES spectral functions after an orbital-
selected excitation is done using the polarized pump pulse. We
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FIG. 3. Decay of the electronic states after excitation by the p-
polarized pump pulse and probing by the s-polarized (top left panel)
and p-polarized (top right panel) probe pulse. The k-integrated data
in the energy range of —0.1 to —0.2 eV are shown in the bottom
panel. The black solid line represents the fit of the experimental data;
both cases show similar decay dynamics.

excited EuFe,;As; using a p-polarized pump pulse as shown
schematically in Fig. 2(c). The excited state is probed by both
p-polarized and s-polarized probe pulses. The corresponding
experimental data collected at 200 K are shown in Fig. 3. The
top panel shows the k-integrated experimental data along the
I'M direction as a function of time delay between the pump
pulse and the probe pulse. In order to probe the lifetime of the
excited electrons (often termed hot electrons), we have inte-
grated intensity in the energy range of 0.1-0.2 eV above the
Fermi level, which is significantly away from the Fermi level
and has little influence due to the Fermi-Dirac distribution
function at 200 K (sample temperature). Results are shown
in the bottom panel of Fig. 3 as a function of time delay. The
decays of the hot electron intensity for both p-polarized and
s-polarized cases superimpose well, indicating very similar
decay dynamics in both cases.

We now investigate the effect of pump polarization on the
trARPES spectral function obtained by the s-polarized probe
pulse. In Fig. 4, we show the difference of the trARPES data
collected at time delays of —300 and 200 fs. The integrated
area in the regions denoted by the red and blue boxes is shown
in Fig. 4(c); the blue box encloses the contribution from the y
band, and the red box encloses the («, §) bands. We observe a
significant difference between the blue and red curves for the
case in which excitation is done using the p-polarized pump
pulse. These experimental results indicate less influence of p-
polarized light on the electronic states corresponding to the
y-band with d,, symmetry compared to the excitation of a-
and B-band states possessing dy./d,, orbital symmetry. On
the other hand, the s-polarized case shows similar intensities
for both the red and blue boxes as the s-polarized light can
excite both d,, and d, states, as shown in Fig. 2(a).

In static photoemission spectroscopy, the spectral functions
are derived by the final states of the photoexcitation process.
In trARPES, the probe pulse probes the electronic states
excited by the pump pulse, and the relationship between the
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FIG. 4. Difference of the spectra collected at —300 and 200 fs
time delay using (a) p-polarized and (b) s-polarized pump pulses.
The integrated areas inside the red and blue boxes are shown in (c),
which exhibits a distinct difference between the blue and red curves
for the p-polarized case, while those for the s-polarized case appear
similar.

polarization of the pump pulse and the probe pulse is not a
priori clear. The scenario becomes even more complex as the
Wannier functions often used to derive the electronic structure
of solids do not vanish in different symmetry directions due
to the hybridization of the electronic states involving atoms
at different symmetry planes/sites. Thus, the derivation of the
role of light polarization on the photoemission response calls
for the development of suitable theoretical methods. How-
ever, the experimental observations discussed above provide
evidence that the polarized pump pulse can be exploited to
derive the orbital-selective behavior of the system. This is
outstanding considering the fact that the valence band of
most exotic materials is constituted by multiple bands and
orbital-selective information is crucial to reveal the underlying
physics of the exoticism of the material.

In Figs. 5(a) and 5(b), we show the time-resolved pho-
toemission spectra as a function of the time delay Ar be-
tween the pump and probe pulses at 210 K (7 > Ty) for
both polarizations, p-pol and s-pol, respectively. The results
show a sharp rise in intensity at At = 0 (corresponding to
temporal overlap of the pump and probe pulses) followed
by coherent oscillations and a decay of the signal in the
picosecond timescale [see Fig. 5(c)]. Followed by the op-
tical excitation of the electrons to the unoccupied states,
electron-electron scattering and electron-lattice interactions
give rise to different coherent collective excitation modes such
as phonons and magnons within tens of femtoseconds. The
frequency of oscillations is 5.6 THz (around 23 meV) for
both polarizations, which corresponds to the fully symmetric
A, phonon mode triggered by the breathing of As atoms
along the ¢ axis [35]. It is worth stressing that we have
not observed a significant change in the electron dynamics
with pump fluence within the range of 2-5 mJ/cm?, as these
pulse energies are far too low to excite the system into the
anharmonic regime [36]. While coherent oscillations seem
to be similar for both polarizations at lower A¢, we observe
a significant difference in the electron relaxation dynamics
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FIG. 5. Time-resolved photoemission spectra as a function of At
at 210 K using (a) p-polarized (p-pol) and (b) s-polarized (s-pol)
pump pulses. (c) Intensity of the hot electrons (integrated between
0.1 and 0.2 eV above the Fermi level) as a function of At for both
pump polarizations. A significant difference in decay is observed for
At > 1 ps.

for At > 1 ps; the intensity of the signal decreases faster in
the p-pol configuration than in the s-pol case. Furthermore,
the data in the p-pol configuration show faster damping of
the oscillations.

The intensity of the hot electrons I, above and below
Ty is shown in Fig. 6 for both p-pol and s-pol pump
excitations. To analyze the temporal dynamics of the hot
holes (I_), we integrated the signal in a 100 meV energy
window below the Fermi level. The time-dependent intensity
profiles of the hot holes for p and s polarizations of the
pump at different temperatures are shown in Fig. 7. We used
Iy _ = Aexp(—t/t4+ )+ B as a fit function, allowing us to
extract the decay time constant of the excited states. Here,
A is the amplitude of the excitation, 7, _ are the decay time
constants of the excited electrons and holes, respectively, and
B accounts for the background originating from electron-
phonon scattering. The fitting function was multiplied by
a step function at At =0 and convoluted with a Gaussian
function to account for finite durations of the pump and
probe pulses. The extracted decay constants vs temperature
for hot electrons and holes are shown in Figs. 6(c) and 7(c),
respectively for both polarizations. The hot-electron dynamics
are significantly different for the two pump polarizations, as
shown in Fig. 6(c). The decay is fast, with a time constant of
approximately 500 fs, when pumped by p-pol light. For the
s-pol pump pulse, the decay is slow, with a time constant in the
range of 1-2 ps. Furthermore, the dynamics of hot electrons
shows considerably (a factor of 3) slower relaxation in the
SDW phase compared to high temperatures when pumped by
p-pol, while for s-pol pumping, changes with temperature are
not significant.

In the p-pol configuration, the pump beam primarily ex-
cites electrons in d,, orbitals, as demonstrated in Fig. 2(c).
Their fast-relaxation dynamics can be explained by strong
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FIG. 6. Spectral intensity of the hot electrons as a function of
At for (a) p-polarized and (b) s-polarized pump pulses at different
sample temperatures. Solid lines represent single exponential fits.
(c) Decay time constants of the hot electrons 7, as a function of
temperature for p-pol and s-pol pump pulses. Significantly different
time constants for p-pol and s-pol responses demonstrate successful
polarization selection of different decay channels by the polarized
pump pulse.

interband scattering between the B band and the electron
pocket at the M point (¢ band) [22], which is possible due
to their good Fermi surface nesting. We argue that such fast-
relaxation dynamics, i.e., the ability to efficiently dissipate
energy, can be associated with the itinerant (delocalized)
nature of d,, electrons. On the other hand, the relaxation
dynamics observed for s-polarized light is complex. At a short
delay time, it seems to follow a trend akin to the p-pol case,
but the difference becomes significant at longer delay; hot
electrons survive for a much longer time in the s-pol case.
As demonstrated in Fig. 2(a), the s-polarized pump pulse can
excite both dy; and d,, states. Thus, the data in the shorter
delay time seem to be influenced by the decay of d,, states,
while the longer delay time is predominantly contributed by
the decay of d,, states, which is almost absent in the p-
pol case. As the y band has no nesting condition with any
other band, d,, electrons can decay only through intraband
scattering and hence are longer lived.

A similar scenario also manifests in the hole dynamics
through the difference in decay time in the paramagnetic
phase [210 K; see Fig. 7(c)], where the behaviors of the d,,
and d,./d,, orbitals are significantly different. The decay of
holes is primarily governed by the energy transfer to the lattice
through electron-phonon relaxation. This is manifested by
the somewhat faster relaxation of hot holes with decreasing
temperature as more and more phonon modes are available
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FIG. 7. Spectral intensity of hot holes as a function of At for
(a) p-polarized and (b) s-polarized pump pulses at different sample
temperatures. Solid lines represent single exponential fits. (c) Hole
decay time constants 7_ for p-polarized and s-polarized pump pulses
as a function of temperature. While the hole for s-pol case survives
longer than the hole for p-pol case at 210 K, this difference in decay
times becomes negligible in the SDW phase.

for energy transfer at lower temperatures and thus enhances
the phase space for electron-phonon scattering. The decay of
d,; holes is found to be less sensitive to temperature due to
various competing effects such as opening of the SDW gap,
nematicity (lifting the degeneracy of d,.d,, bands), change in
structural parameters, etc.

It should be noted here that it is possible to capture orbital-
dependent behavior via the calculation of scattering rates of
the polarization-dependent bands obtained from static ARPES
[37,38]. The static ARPES spectral functions, derived by the
final states of the photoemission process, reflect information
of the relaxation of holes. The method proposed here probes
the lifetime of the excited electrons due to the pump pulse in
addition to the lifetime of the holes. This helped us to discover
that the lifetime of the hot electrons is significantly different
from that of the holes and reveals the differences in relaxation
processes, which could not be captured from the lifetime of
the holes.

We can obtain further insight into the electron relaxation
dynamics by resorting to the Rothwarf-Taylor model [39].
According to the model, in a compound with an energy gap of
2A, the decay rate of the excited states depends on a number
of processes. First, the recombination of the quasiparticles
(QPs) across the SDW gap can take place. This process creates
a photon of energy 2A. In the second step, the emitted photon
can recreate another QP pair, create a low-energy boson (such
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as a phonon), or escape out of the probed region. In the
normal (non-SDW) phase, only the latter two processes can
take place. On the other hand, when the system is brought
into the SDW state, a gap opens up at the Fermi level in
the B band. This generates a relaxation bottleneck due to QP
recombination and recreation; that is, the QPs may form a
quasiequilibrium state with the lattice, which we observe as
an increase in the decay time constant at lower temperatures
[Fig. 6(c)] in the case of the p-polarized pump. In the s-pol
configuration, where the decay is primarily governed by the
relaxation of dy, electrons, we observe no significant change
in the decay time constant as the y band does not participate
in the SDW transition.

IV. CONCLUSIONS

In summary, we have demonstrated a powerful method,
complementary to the measurement of electron effective
mass, allowing us to probe orbital-selective Mott phase behav-
ior in strongly correlated materials. Specifically, we observed
two different timescales for the relaxation of electrons in
dy;/dy; and d,, orbitals in EuFe;As;, a parent compound
of Fe-based superconductors. We found that d,./d,, elec-
trons relax fast through electron-electron scattering. Such fast-
relaxation dynamics can be attributed to the itinerant nature
of these orbitals. On the other hand, d,, electrons are found
to relax over significantly longer timescales. We associate
the slow dynamics to the fact that such electrons create a
quasiequilibrium state with the lattice due to their high degree
of localization. Although the ratios between effective masses
of electrons belonging to dy/d,, and d,, orbitals measured
with different techniques, such as ARPES and quantum os-
cillations, are ~1 [40—42], our results show that the nature of
electrons in these two types of orbitals is quite different. Our
findings suggest that orbital-dependent electron correlation in
Fe pnictide is important and should be carefully taken into
account when describing the electronic properties of both
parent and carrier-doped compounds and therefore establish
a strong connection with the cuprates.
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APPENDIX

1. Band structure in extended energy scale

The energy band structure of EuFe,As, was calculated
employing the state-of-the-art full-potential linearized aug-
mented plane-wave method within the local-density approx-
imation using WIEN2K software [24] as discussed in Sec. II. In
Fig. 8, we show the calculated energy bands along the MT" M
direction in a wide energy scale; the k vector is the same
as that used for ARPES measurements. We observe several
weakly dispersive bands in the vicinity of the Fermi level ap-
pearing due to the partially filled Eu 4 f contributions. While
almost flat dispersion of these bands indicates strong local
character, their energies could not be captured well due to

2_
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% ]
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2 2
m
I\
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M r M

FIG. 8. Energy band structure of EuFe,As, along the MI'M
direction. The results are obtained by employing the full-potential
linearized augmented plane-wave method.

the underestimation of the Coulomb repulsion strength among
the 4 f electrons (often termed electron correlation) in the
effective single-particle density functional theory. Different
theoretical approaches are required to estimate the Eu 4 f
energies correctly, which is beyond the scope of this paper.
Nevertheless, it is amply clear that there are three highly
dispersive energy bands around the I" point arising from Fe
3d-As 4 p hybridized states, which form three hole pockets at
room temperature. This scenario is quite common in this class
of materials.

2. Static ARPES data

In order to verify the sample quality and consistency
of our data with the reported results [23,34], we carried
out static ARPES measurements on the same sample be-
fore the trARPES measurements were done. High-quality
single-crystalline EuFe,As, samples were grown by the Sn-
flux method and characterized by x-ray diffraction, Laue

(b) 200 K, Av =29 eV s-pol
3 hours after cleaving

(a) 200 K, v =29 eV s-pol
after cleaving

Binding energy (eV)
(syun -que) Aysudjuy

k(A

FIG. 9. Static ARPES data along the (0,0)-(sr, ) direction col-
lected at 200 K from the cleaved surface (a) immediately after
cleaving and (b) 3 h after cleaving. We used s-polarized 29 eV
photons and took only a few scans to ensure the sample quality
without deteriorating the sample surface significantly. Both data sets
look very similar and consistent with the reported results [23,34].

205142-6



ORBITAL-DEPENDENT ELECTRON DYNAMICS IN Fe- ...

PHYSICAL REVIEW B 98, 205142 (2018)

diffraction, and energy dispersive analysis of x rays. The sam-
ple quality was further verified by the high-resolution ARPES
measurements using the photon source at the Band Disper-
sion and Electron-Phonon coupling (BadEIPh) beamline. The
quality of our ARPES data was found to be consistent with
the data available in the literature [10,34]. In our trARPES
experimental setup, the sample preparation chamber (base
pressure of ~5 x 107!° Torr) was used for sample cleaving to
expose the clean sample surface. We transferred the sample
to the preparation chamber, cleaved the sample via the top
post removal method, and placed the sample into the sample
analysis chamber within a moment after cleaving. For the

static ARPES measurements, we used 29 eV photon energy,
which is high enough to capture a large k range and is close to
the k, value of 127/c.

In Fig. 9, we show the static ARPES data for EuFe;As,;
collected at 200 K; we collected only a few scans to ensure
sample quality, then started time-resolved ARPES measure-
ments so that the freshly cleaved surface was available for
the time-resolved measurements without much deterioration.
The experimental data exhibit signatures of «, B, and y
bands crossing the Fermi level, as expected. After detailed
characterization of the sample, we used the same sample for
time-resolved ARPES measurements.
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