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Topology in the Sierpiński-Hofstadter problem
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Using the Sierpiński carpet and gasket, we investigate whether fractal lattices embedded in two-dimensional
space can support topological phases when subjected to a homogeneous external magnetic field. To this end,
we study the localization property of eigenstates, the Chern number, and the evolution of energy level statistics
when disorder is introduced. Combining these theoretical tools, we identify regions in the phase diagram of both
the carpet and the gasket, for which the systems exhibit properties normally associated with gapless topological
phases with a mobility edge.
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I. INTRODUCTION

The topological character of electronic states of quantum
matter is imprinted in important universal characteristics, such
as quantized response functions, localization properties of
eigenstates, and protected boundary modes. Whether a system
can in principle support topological phases depends on its
dimensionality and the set of symmetries with respect to
which topology is defined. For noninteracting but potentially
disordered systems, this information is tabulated in the ten-
fold way [1], while the classification of symmetry protected
topological (SPT) phases in general also encompasses inter-
actions [2].

All classifications of topological states have so far been
performed for systems of integer spatial dimension. For in-
stance, the integer quantum Hall effect, which can in many
ways be viewed as the most robust and fundamental topolog-
ical phase, exists in two-dimensional systems, but not in one-
dimensional systems (in three dimensions it can exist only as
a weak phase whose essential properties are inherited from
the two-dimensional realization [1,3]). However, to define the
topology of quantum states, only a notion of locality and
the possibility to take a thermodynamic limit are required,
both of which can be defined for a general graph, not only
for a regular lattice. In particular, these concepts can be
defined for a fractal lattice. Thus, a notion of topological states
should also exist for quantum states defined on general graphs,
including fractals with the (noninteger) Hausdorff dimension.
It is imperative to ask whether the quantum states on such
graphs can in fact be topological and how the classification
depends on properties of the fractals like their dimensionality
or ramification number.

Here, we investigate these questions by means of a case
study on what might be considered the most natural can-
didate for a topological phase of a fractal lattice: the elec-
tronic structure in the presence of a homogeneous mag-
netic field. Specifically, we study lattice regularizations of
the Sierpiński carpet (SC) and the Sierpiński gasket (SG),
i.e., the Sierpiński-Hofstadter problem. By considering a

magnetic flux that is homogeneous with respect to the two-
dimensional plane in which the fractals are embedded, we
study the situation most relevant to meso- and nanoscopic
experiments. An important difference between the gasket
and the carpet is that their ramification number is finite and
infinite, respectively. This means that an extensive part of a
gasket can be separated by just cutting a finite number of
bonds, while for the carpet this operation requires cutting a
number of bonds that tends to infinity in the thermodynamic
limit.

Renewed interest in the physics of fractals has been ignited
by progress in experimental methods which allows to create
fractal structures using, for example, molecular chains [4],
atomic manipulation of molecules on the surface [5], or
focused ion beam lithography [6]. Recent theoretical devel-
opments include quantum transport calculations [7], inves-
tigations of optoelectronic properties [8,9], localization in
deterministic and random fractal lattices [10–12], entangle-
ment entropy and entanglement spectra in fractals [13], and
systems with fractal boundaries [14], defects in regular lattices
arranged in a fractal manner [15], or fractal-like structures
hosting flat bands [16]. The spectra of the SC and SG in the
presence of a magnetic field were studied as well [17–20],
but possible topological properties of the eigenstates have not
been investigated. Topological phases on fractal lattices have
been examined only recently within the Bernevig-Hughes-
Zhang (BHZ) model on the SC and SG in Ref. [21] (similar
considerations for completely random lattices are presented in
Ref. [22]).

We use a combination of approaches to identify the topo-
logical properties of the Sierpiński-Hofstadter problem as a
function of filling and magnetic flux. First, we analyze the
localization properties of individual eigenstates on the lattice.
Thereby we uncover a hierarchy of states sharply localized
around “holes” of the lattice. We identify the regions in the
phase diagram where such states dominate. Second, we use
a real-space formulation to compute the Chern number (or
Hall conductivity). We find it to be sharply quantized to trivial
and nontrivial values in parts of parameter space. Finally, we
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add disorder to the system and study the energy level spacing
statistics. This way, we can identify regions in the phase
diagram which are separated by a plateau transition from an
Anderson insulating limit, indicating their nontrivial topology.
We find good agreement between these regions and the ones
with nonzero Chern number, confirming the consistency of
our results. In the following, we present each of these three
approaches in succession. Further details and a cross-check
of our methods for the known Hofstadter problem on two-
dimensional lattices are contained in Appendix C.

II. MODEL

We consider a tight-binding Hamiltonian describing spin-
less fermions in a perpendicular orbital magnetic field

H = −t
∑

〈i,j〉
eiAij c

†
i cj + H.c., (1)

where c
†
i (ci ) is a creation (annihilation) operator on lattice

site i and 〈. . .〉 denotes nearest neighbors. The hopping inte-
gral t is the only energy scale, and we set it to t = 1. The
magnetic field is incorporated into the model by the phase
factors Aij = ∫ j

i
A · dr with A being the vector potential sat-

isfying relation B = ∇ × A. Hamiltonian (1) is studied on a
graph that corresponds to the lattice-regulated SC and SG (see
Fig. 1). These graphs have a smallest square (for the SC) and
a smallest triangle (for the SG), respectively. The magnetic
flux per this smallest element is chosen to be �, a fraction
α of the flux quantum �0 (with �0 = 2π in units where
h̄ = e = 1), i.e., �/�0 = α. The magnetic field is assumed to
be homogeneous in the two-dimensional space in which the
fractal is embedded. To study the effect of disorder, we add
the on-site disorder term

∑
i Vic

†
i ci to the Hamiltonian. The

coefficients Vi are randomly chosen values from the uniform
distribution in the range [−W

2 , W
2 ] where W is the disorder

strength in units of t .

FIG. 1. Sierpiński (a) carpet and (b) gasket at iteration n = 4
and n = 6, respectively. Black squares correspond to kept sites from
underlying square (in case of SC) and triangular (SG) lattices. The
summation regions included in real-space Chern number calculations
are marked with A, B, C.

III. SPECTRAL AND EIGENSTATE
LOCALIZATION PROPERTIES

In Figs. 2(a) and 2(d), we show the density of states (DOS)
for systems with open boundary conditions as a function of
α. Discrete energy spectra Eλ are smoothed using a Gaus-
sian function f (E, α) = ∑

λ exp {−[E − Eλ(α)]2/η} with
broadening η = 0.001. Similarly to the Hofstadter problem
on regular lattices, the presence of magnetic field gives rise
to the self-similar structure of spectra in the energy-flux plane
known as Hofstadter’s butterfly [23]. The spectrum of the SC
[Fig. 2(a)] is reflection-symmetric both with respect to the
E = 0 and the α = 1/2 lines due to a chiral symmetry of this
Hamiltonian on a bipartite lattice. A finite gapped region of
maximal extent in energy ∼0.1 is observed for a small range
of the flux around α = 1/4 and E = 0. Regions of low DOS
(appearing in dark blue color) host states with distinct local-
ization properties, which we confirm below. The spectrum
of the SG [Fig. 2(d)] has only a point inversion symmetry
about α = 1/2 and E = 0, while reflection symmetries are
lost for this non-bipartite lattice. At zero flux, the spectrum
is known to be a fractal with discrete eigenvalues [24]. The
magnetic field lifts these degeneracies. The most distinct
spectral features are a large DOS at α = 1/4, E ≈ 1.4 as well
as various fully gapped regions.

It is imperative to study how the localization properties of
eigenstates change with magnetic field. It has been previously
pointed out that eigenstates of fractal lattices [25,26] on
average tend to delocalize in a magnetic field. We confirm
this observation by considering the distribution of inverse
participation ratios; see Appendix A. However, in addition we
find an intriguing change in the nature of the most localized
states by contrasting the case of zero and nonzero magnetic
field. In Figs. 2(b) and 2(e) we present electronic densities for
representative states at the time-reversal symmetric point (α =
1/2) slightly above zero energy. They reveal states sharply
localized at the internal edges of the fractal at different levels
of the hierarchy. Groups of states of this type can be found in
very close spectral proximity to one another in various places
of the phase diagram at finite magnetic field. In contrast, at
zero magnetic field, the most localized states are not predom-
inately supported on internal edges. To make this observation
quantitative, we calculate a localization marker defined as

Bλ,l =
∑

i∈El

|ψλ,i |2, (2)

where 〈i|ψλ〉 = ψλ,i and the summation is taken over the
edges El of all internal triangles or squares at level l of the
hierarchy. Therefore, Bλ,l measures how much an eigenstate
|ψλ〉 with an energy Eλ is localized on the different edges of
hierarchy level l. A similar hierarchy of edge-localized states
was also observed for the BHZ model in Ref. [21]. With every
|ψλ〉 we associate a set of Bλ,l for l = 0, . . . , n. To determine
where in the phase diagram the localization properties are
most rapidly varying, we calculate the variance for each entry
of the set Bλ,l , l = 0, . . . , n, across three consecutive states in
the spectrum with energies Eλ−1, Eλ, and Eλ+1 and sum these
variances over l. The results are shown in Figs. 2(c) and 2(f)
and demonstrate that sharp changes in eigenstate localization
appear mostly in the regions with low DOS both for the carpet
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FIG. 2. [(a), (d)] Density of states in the energy-flux plane, [(b), (e)] localization of the eigenstates, and [(c), (f)] edge-locality marker
for the SC at iteration n = 4 and the SG at iteration n = 6, respectively. Darker regions are related to smaller density. Energy spectra reveal
two gaps at E = 0 for SC and numerous gaps in the case of SG. Electronic densities presented in (b) and (e) correspond to the time-reversal
symmetric point (α = 1/2) indicated by a framed part of the spectrum. The color scale corresponds to the square modulus |ψi |2 of the wave
function normalized by its maximum value. (c) and (f) show how the Bλ,l marker changes between consecutive eigenstates at fixed flux. Low
DOS regions are associated with largely varying localization properties of the eigenstates.

and the gasket. We are thus led to interpret the regions of low
DOS as made of states with edge character at various levels of
the fractal hierarchy.

IV. REAL-SPACE CHERN NUMBER

To study potential topological properties of the Sierpiński-
Hofstadter problem, we adopt a real-space method to compute
the Chern number introduced in Ref. [27],

C = 12πi
∑

j∈A

∑

k∈B

∑

l∈C

(PjkPklPlj − PjlPlkPkj ), (3)

where P is a projector onto occupied states with respect to a
given Fermi level E and j, k, l are site indices in three distinct
neighboring regions A, B, and C of the lattice. The regions
are three neighboring sectors arranged counterclockwise as
shown in Fig. 1. If C is quantized, it becomes independent
of the detailed choice of A, B, C in the limit of where the
number of sites in each sector tends to infinity. We repeated
the calculation for various choices of A, B, C and found that
the intervals of quantized C discussed below are robust (see
Appendix B). In Fig. 3, we show C as a function of the Fermi
energy E at fixed value of flux α = 1/4 for the n = 4 iteration
of SC (c) and the n = 6 iteration of the SG (g). We obtain the
following results: (i) All fully gapped regions of the spectrum,
both in the case of SG and SC, carry C = 0. (ii) The regions of

low but nonzero density of states (blue) in Fig. 2(a) for the SC
correspond to stable plateaus with C ∼ ±1.0 (for a wide range
of energies E = −1.5 . . . − 0.9 and E = 0.9 . . . 1.5), together
with less quantized regions with C ∼ ±0.96 (E = −2.6 . . . −
2.5 and E = 2.5 . . . 2.6). Deviations from quantized Chern
numbers are observed when the DOS is enhanced, for example
around E = −1.2 and E = 1.2. (iii) For the SG, nontrivial
regions are less clearly identifiable, but a clear plateau from
E = 1 . . . 1.6 converges to C ∼ 1.0.

To further substantiate the connection between the DOS
and the Chern number, we calculate the number of states at
fixed α averaged over an energy interval [ε − δ, ε + δ] (with
δ = 0.1 for the SC and δ = 0.05 for the SG) for different
system sizes, and compute the average scaling exponent ν of
the number of states in that energy range with system size.
On average, ν equals the Hausdorff dimension dH. We show
in Fig. 3(b) that for the SC, regions with (nearly) quantized
Chern number consistently show scaling with ν < dH. This
indicates that the normalized DOS would scale to zero in the
thermodynamic limit in regions with quantized Chern number.
For the SG, the situation is less clear except in regions of
trivial Chern number where no states are found [see Fig. 3(f)].

In general, if we were to investigate a disordered two-
dimensional quantum Hall system, any numerical deviations
from a quantized C would be due to finite-size effects for
almost all eigenstates. However, it is not obvious whether the
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FIG. 3. [(a), (e)] Density of states, [(b), (f)] scaling exponent ν of the DOS with system size as a function of E, [(c), (g)] the Chern
number as a function of E, and [(d), (h)] variance of level spacings in the energy-disorder plane at fixed flux α = 1/4 for the SC and the
SG, respectively. Gray rectangles are drawn to guide the eye. We identify spectral gaps to be topologically trivial for both lattices. Regions
with quantized values of the Chern number close to 1 are separated by a delocalized state from the Anderson insulator limit, as is the case
for quantum Hall states [blue arrows in (d), (h)]. In contrast, a direct transition to a fully localized phase is observed for states carrying trivial
Chern number as a function of W [white arrows in (d), (h)]. States with C �= 0 are characterized by a DOS scaling exponent ν smaller than dH

in (b). A deviation from that behavior is caused by singular peaks of the DOS.

statement also holds for fractals; that is, C tends to quantized
values for almost all energies in the thermodynamic limit.

V. LEVEL SPACINGS ANALYSIS

A complementary probe of topology can be obtained by
studying the effect of localization by disorder. At large disor-
der strength (much larger than the bandwidth), all states of a
system become Anderson localized. However, if the system
is in an insulating state with quantized and nonvanishing
Hall conductivity for small disorder, the transition to the
Anderson insulator happens via a critical delocalized state at
intermediate disorder values [28]. To probe this transition—if
present—we study the energy level spacing statistics of the
Sierpiński-Hofstadter problem in the presence of disorder.

To determine whether states are extended or localized,
we perform an energy level statistics analysis. For a given
energy ε and disorder realization {Vi}, we find two closest
eigenvalues satisfying Eλ,{Vi } < ε < Eλ+1,{Vi }, then calculate
level spacings sε,m,{Vi } = Eλ+m+1,{Vi } − Eλ+m,{Vi }, where m ∈
{−k, k}, and normalize them. We set k = 2 as suggested
in Ref. [29]. This allows to investigate the distribution of
the level spacings and the variance Var(sε ) = 〈s2

ε 〉 − 〈sε〉2.
The average is taken with respect to m and 103 disorder
realizations for fixed ε. If states are delocalized, then the
level spacings should obey the Wigner-Dyson surmise in the
unitary case given by PGUE(s) = 32s2

π2 e− 4
π

s2
; if localized, they

are expected to follow a Poisson distribution P (s) = exp(−s).
Using the numerically obtained distribution of the level spac-
ings for different disorder amplitudes W , we calculate the
difference between Var(s) and the variance corresponding
to PGUE [see Figs. 3(d), 3(h)]. Since disorder calculations
require exact diagonalization of the Hamiltonian repeatedly,
we focus on smaller systems (iteration n = 3 for SC and
n = 5 for SG). We find that regions in energy for which the
Chern number is quantized consistently show a large Var(s)

for small W ; i.e., they are localized [see Figs. 3(d), 3(h)].
At strong disorder the systems are fully localized as well.
As one follows a line of increasing W at constant energy,
two transition scenarios can be found, corresponding to the
white and blue arrows in Figs. 3(d) and 3(h), respectively:
either there is a crossover into the localized region at large W

without Var(s) ever becoming close to Var(PGUE) = 0.178,
or a localized region at small W is separated by a delocalized
region with Var(PGUE) = 0.178 from the localized states at
large W . These two scenarios are in correspondence with the
Chern numbers computed in the absence of disorder: The
former is found for regions with zero Chern number, the latter
for quantized nonzero Chern number.

VI. CONCLUSIONS

We have investigated topological electronic properties of
two fractal lattices, the Sierpiński carpet and gasket in an
external magnetic field. By performing level spacings analysis
and Chern number calculations and by investigating localiza-
tion properties of individual eigenstates, we identified states
with nontrivial topology that show characteristics similar to
the quantum Hall effect. They do, however, occur on graphs
with noninteger Hausdorff dimension. Our results, which
strongly suggest the existence of quantum-Hall-type states on
fractals, call for an extension of the classification of topologi-
cal states to such more general graphs.

The example we investigated is in particular tailored to
challenge the following sharp distinction by dimensionality:
Long-range entangled phases (to which the integer quantum
Hall effect belongs in the terminology of Ref. [30]) have
been proven to not exist in one dimension [31]. It is thus
imperative to ask what dimensional properties a graph must
have in order to support long-range entangled ground states
of local Hamiltonians.
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Finally, we emphasize that topological states on fractal
lattices may provide a way to understand so-called frac-
ton topological order in three-dimensional systems [32–35].
Fracton models have been studied as codes with large ground
state manifolds in which quantum information may be stored.
In some fracton models, operators that create excitations have
support on a fractal subset of the three-dimensional lattice.
From more conventional topological orders, we know that the
operators that create excitations can be thought of as carrying
a lower-dimensional SPT phase. It would be interesting to
investigate whether the same picture holds for the fractal
case. Similar considerations may apply to the related fractal
symmetry breaking states investigated in Ref. [36].
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APPENDIX A: INVERSE PARTICIPATION RATIO

As suggested in previous studies for fractal lattices [25,26],
the presence of a magnetic field leads to an increase in the

FIG. 4. Distribution of IPR for SC at (a) α = 0 and (b) α = 0.02.
Inset: A close-up of carpet with internal edges of different hierarchies
indicated by distinct colors.

FIG. 5. Statistics of IPR for SG at (a) α = 0 and (b) α = 0.02.
Inset: A close-up of gasket with highlighted edges of different
hierarchies.

degree of delocalization of eigenstates. To verify this state-
ment and make a connection to results discussed in Sec. III,
we calculate the inverse participation ratio (IPR), which for a
state |ψ〉 is defined as

Iψ =
∑

i |ψi |4(∑
i |ψi |2

)2 . (A1)

Iψ measures how an eigenstate |ψ〉 is distributed over the
given basis. Therefore, if the IPR is large, the state has weight
on a few basis states only. For IPR ∼ 1

N
(with N being the

number of lattice sites), the state is spread over the whole
lattice. In Figs. 4 and 5 we show the distribution of IPRs for
the SC and the SG, respectively.

At zero flux α = 0, i.e., in the absence of a magnetic
field, the distribution of IPRs is peaked close to the inverse
of the number of sites belonging to the edges of the second-
smallest squares or triangles. As magnetic field is introduced,
exemplified here with α = 0.02, the distribution of IPRs shifts
to smaller, i.e., more delocalized, values. This effect is more
pronounced for the SC compared to the SG.

APPENDIX B: NUMERICAL STABILITY OF REAL-SPACE
CHERN NUMBER CALCULATIONS

In this appendix, we demonstrate that the real-space Chern
number for fractals as defined in Eq. (3), if quantized, is
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FIG. 6. Real-space Chern number calculations in the case of SC
as a function of the half of the diagonal of a rectangular patch R for
two Fermi levels EF = −1.2 and EF = −1.0 at fixed flux α = 1/4.
For energy regions with large DOS, in which we dominantly observe
nonquantized C, the value of C depends sensitivity on the size and
shape of the summation region. For spectral regions exhibiting stable
plateaus with quantized C, this quantization is observed for a large
range of patch sizes. R = 9.9 corresponds to the size of the patch
shown in Fig. 1(a).

independent of the exact choice of the regions A, B, C. To
that end, we compute C while varying the distance R between
the center and the corners of the patch that makes up A, B, C

and keeping the aspect ratio of the rectangle constant. Here,
we focus solely on the SC and choose patches centered as
shown in the inset in Fig. 6. As expected, when the summation

region is too small or too large (close to the size of the entire
system), C is far from a nonzero quantized value. In Fig. 6 we
present the results for two Fermi levels, EF = −1.2 and EF =
−1.0, which correspond to spectral regions with less and more
quantized C, respectively. For EF = −1.0, we observe that
C is very close to 1 for a large range of R, demonstrating
its robustness. In contrast, for EF = −1.2, where C is not
quantized, a strong R dependence is found.

APPENDIX C: LEVEL STATISTICS

In Figs. 7 and 8 we show the level spacings distributions
for three values of ε at W = 1, 3, 5 as examples. Numerical
results are plotted together with Wigner-Dyson and Poisson
statistics denoted by red solid and black dashed lines,
respectively. We also present energy levels when the disorder
is not introduced [(a) in Figs. 7 and 8]. To follow the evolution
of level spacings as a function of disorder strength W , we
mark points on the phase diagrams with green squares,
which correspond to the histograms below. In Figs. 9 and
10 we present the Var(s) − Var(PGUE) in the energy-flux
plane at fixed W = 1, 3, 5 for fractal and regular lattices.
In the cases of square and carpet, large variance exactly at
α = 1/2 is observed as systems are time-reversal invariant.
For square and triangular lattices at small disorder, regions
characterized by a large variance are separating delocalized
states. This coincides with low DOS regions in the energy
spectra.

FIG. 7. (a) Energy levels for n = 3 carpet in the absence of disorder and phase diagram at α = 1/4. (b)–(j) Distribution of the level
spacings. Histograms are related to the spacings around [(h), (i), (j)] ε = −2.5, [(e), (f), (g)] to ε = −1.5, and [(b), (c), (d)] to ε = 0.
Calculations were performed for three disorder strengths W = 1 [(b), (e), (h)], W = 3 [(c), (f), (i)], and W = 5 [(d), (g), (j)].
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FIG. 8. (a) Energy levels for clean n = 5 gasket together with phase diagram at α = 1/4. (b)–(j) Distribution of the level spacings.
Histograms are related to the spacings around [(h), (i), (j)] ε = −2.5, [(e), (f), (g)] ε = −1.5, and [(b), (c), (d)] ε = 0. Calculations were
performed for three disorder strengths W = 1 [(b), (e), (h)], W = 3 [(c), (f), (i)], and W = 5 [(d), (g), (j)].

FIG. 9. Variance of the level spacings for a [(a), (b), (c)] square lattice and [(d), (e), (f)] Sierpiński carpet at [(a), (d)] W = 1, [(b), (e)]
W = 3, and [(c), (f)] W = 5 in the energy-flux plane.
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FIG. 10. Variance of the level spacings for [(a), (b), (c)] triangular lattice and [(d), (e), (f)] Sierpiński gasket at [(a), (d)] W = 1, [(b), (e)]
W = 3, and [(c), (f)] W = 5 in the energy-flux plane.
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