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Fully gapped s-wave superconductivity enhanced by magnetic criticality in heavy-fermion systems
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In heavy-fermion systems, higher-rank multipole operators are active thanks to the strong spin-orbit interaction
(SOI), and the role of diverse multipole fluctuations on the pairing mechanism attracts a lot of attention. Here,
we study a mechanism of superconductivity in heavy-fermion systems, by focusing on the impact of vertex
corrections (VCs) for the pairing interaction going beyond the Migdal approximation. In heavy-fermion systems,
strong interference between multipole fluctuations cause significant VCs that represent many-body effects
beyond mean-field-type approximations. Especially, the coupling constants between electrons and charged
bosons, including the electron-phonon coupling constant, are strongly magnified by the VCs. For this reason,
moderate even-rank (=electric) multipole fluctuations give large attractive interaction, and therefore s-wave
superconductivity can emerge in heavy-fermion systems. In particular, phonon-mediated superconductivity is
expected to be realized near the magnetic criticality, thanks to the VCs due to magnetic multipole fluctuations.
The present mechanism may be responsible for the fully gapped s-wave superconducting state realized in
CeCu2Si2.
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I. INTRODUCTION

Heavy-fermion systems are very interesting platform
of exotic electronic states induced by strong Coulomb
interaction and spin-orbit interaction (SOI) on f electrons.
In Ce-based compounds, 4f 1 configuration is realized in
Ce3+ ion. Due to strong SOI, the total angular momentum
J = L + S becomes good quantum number. Since the energy
of J = 5/2 multiplet is about 0.3 eV lower than that of
J = 7/2 multiplet, the latter can be safely dropped in the
theoretical model. In tetragonal crystals, the degeneracy of
J = 5/2 multiplet is separated into three Kramers doubles
due to the crystalline electric field (CEF). Usually, the CEF
splitting energy is of order 1 meV–10 meV.

In many f -electron systems, magnetic fluctuations cause
interesting quantum critical phenomena and unconventional
superconductivity [1–7]. In addition, higher-rank multipole
operators are also active thanks to the strong SOI of f elec-
trons. For this reason, various interesting multipole order and
fluctuations are caused by strong f -electron interaction. As an
example of higher-rank order, CeB6 exhibits quadrupole (rank
2) order and field-induced octupole (rank 3) order [8,9]. Also,
emergence of hexadecapole (rank 4) in PrRu4P12 [10] and
hexadecapole or dotriacontapole (rank 5) in URu2Si2 [11–13]
have been discussed. The fluctuations of these multipole op-
erators mediate interesting unconventional superconductivity.
For example, d-wave superconductivity appears next to the
the magnetic order phase in CeMIn5 (M = Rh,Co,Ir) [14]. In
addition, superconductivity appears next to the quadrupole or-
der in PrT2Zn20 (T = Rh and Ir) [15] and PrT2Al20 (T =V,Ti)
[16]. These Pr-based superconductors indicate that the higher-
rank (�2) multipole fluctuations inherent in f -electron sys-
tems mediate exotic superconducting states.

CeCu2Si2 is the first discovered heavy-fermion super-
conductor [17,18], and its discovery triggered huge amount
of research on unconventional superconductivity in various

compounds [19]. At ambient pressure, CeCu2Si2 shows su-
perconducting transition at Tc ≈ 0.6 K near the magnetic
instability [20]. Under pressure, Tc suddenly increases to
1.5 K at Pc ≈ 4.5 GPa. For long time, CeCu2Si2 has been
considered as a typical d-wave superconductor mediated by
magnetic fluctuations. However, d-wave nodal gap structure
contradicts with exponentially small specific heat at T � Tc

as reported in Refs. [21,22]. Later, the fully gapped state
is confirmed by the measurements of thermal conductivity
and penetration depth at very low temperatures [23,24]. In
addition, the robustness of Tc against randomness indicates
that plain s-wave superconductivity without sign-reversal is
realized in CeCu2Si2 [23].

It is a significant challenge for theorists to establish a
realistic microscopic theory of fully gapped s-wave supercon-
ductivity in heavy-fermion systems, against large Coulomb
repulsion. It is believed that fluctuations of even-rank multi-
pole operators, such as charge, quadrupole and hexadecapole
operators, mediate attractive pairing interaction. To realize
large even-rank multipole fluctuations, at least two Kramers
doublets should contribute to the Fermi surface, if the charge
(rank 0) fluctuations are suppressed by Coulomb interaction.
In fact, in CeCu2Si2 at ambient pressure, two Kramers dou-
blets form the Kondo resonance below 10 K according to
the first-principles study based on the LDA+DMFT [25].
Pressure-induced change in multiorbital nature may be a key
to understand the P -T phase diagram in CeCu2Si2 [25–27].

In the random-phase-approximation (RPA), even-rank
multipole fluctuations are always smaller than odd-rank ones.
Therefore the obtained gap structure inevitably possesses
sign reversal within the Migdal approximation [28]. This
discrepancy indicates the significance of higher-order many-
body effects called the vertex corrections (VCs). In fact, the
VC for the electron-boson coupling, which we call U -VC,
has been studied in Refs. [2,3,5,29–33]. The violation of
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Migdal theorem [34] due to the Maki-Thompson (MT) and
Aslamazov-Larkin (AL) VCs, which are respectively the first-
order and second-order corrections with respect to the suscep-
tibility, have been studied in Refs. [5,29,33,35]. In multiorbital
systems, moderate orbital fluctuations induce strong attractive
pairing interaction thanks to the AL-type U -VC [35,36].
However, strong SOI in f -electron systems has prevented
the detailed analysis of the VCs. Thus it is highly required
to construct the theoretical formalism to analyze the VCs in
systems with strong SOI. We stress that the DMFT has been
successfully applied to f -electron systems [11,25,37–41],
while strong k-dependence of VCs near the magnetic
quantum-critical-point (QCP) is not fully taken into consid-
eration.

In this paper, we propose a mechanism of s-wave
superconductivity in multi-orbital heavy-fermion systems by
focusing on the VCs beyond Migdal approximation. Near the
magnetic QCP, various types of multipole fluctuations develop
simultaneously, due to the combination of strong SOI and
Coulomb interaction. The developed multipole fluctuations
give significant VCs in heavy-fermion systems. Especially,
the VCs significantly magnify the attractive pairing interac-
tion due to even-rank multipole fluctuations, so the Migdal
theorem is no more valid. Due to this mechanism, s-wave
superconductivity can be realized in heavy-fermion systems,
once moderate (phonon-induced) quadrupole or hexadecapole
fluctuations exist. The s-wave superconductivity is strongly
enhanced near the magnetic criticality. The present mecha-
nism may be responsible for the fully gapped superconducting
state realized in CeCu2Si2.

In 3d-electron systems, the AL-type VCs are efficiently
calculated by using the SU(2) symmetry in the spin space.
Thus the same formalism cannot be applied to 5d or f -
electron systems because of the violation of SU(2) symmetry.
To overcome this difficulty, we introduce a natural two-orbital
periodic Anderson model, in which the pseudospin of f

electron satisfies the axial rotational symmetry. By virtue
of this fact, we can analyze complicated VCs efficiently. In
the present model, 16 type multiple operators (rank 0–5) are
active, so we can discuss rich physics associated with higher-
rank multipole operators.

II. MODEL

In this section, we derive an useful two-orbital periodic
Anderson model (PAM) for CeCu2Si2, in which we can define
the pseudospin that satisfy the conservation law. For this
purpose, we first introduce a general three-orbital J = 5/2
PAM for describing 4f 1 electrons in Ce-based compounds.
The kinetic term is given by

Ĥ
general
0 =

∑
kσ

εkc
†
kσ ckσ +

∑
kl�

Elf
†
kl�fkl�

+
∑
klσ�

(V ∗
klσ�f

†
kl�ckσ + Vklσ�c

†
kσ fkl� ), (1)

where c
†
kσ (ckσ ) is a creation (annihilation) operator for s

electron with momentum k, spin σ , and energy εk. f †
kl� (fkl�)

is a creation (annihilation) operator for f electron with k,

orbital l (l = 1, 2, 3), pseudospin �, and energy El . Vklσ� is
the hybridization term between f and s electrons.

Here, we derive an useful simplified PAM for CeCu2Si2

from Eq. (1). According to the LDA+DMFT study for
CeCu2Si2 [25], the following two Kramers doublets give
dominant DoS around the Fermi energy at ambient pressure.
They are expressed in the Jz basis as

|f1 ⇑〉 = a| − 5
2 〉 + b| + 3

2 〉,
|f1 ⇓〉 = a| + 5

2 〉 + b| − 3
2 〉,

(2)
|f2 ⇑〉 = −a| + 3

2 〉 + b| − 5
2 〉,

|f2 ⇓〉 = −a| − 3
2 〉 + b| + 5

2 〉,
where ⇑ (⇓) denotes pseudospin up (down) of fl-electron
(l = 1, 2). We drop the third Kramers doublet |f3〉 = |Jz =
± 1

2 〉, since it gives negligibly small weight near the Fermi
level. We study 2D square lattice model as shown in Fig. 1(a).
Both f and s orbitals are on Ce ion. For simplicity, we
consider only the above-mentioned two orbitals. We introduce
only the nearest neighbor s-f and s-s hopping integrals. In
this case, f electron with pseudospin ⇑ (⇓) hybridizes with
only s electron with ↑ (↓) as we confirm in Appendix A. Thus
the pseudospin is conserved, and we can put � = σ . In the
present two-orbital model, the kinetic term is given by

Ĥ0 =
∑
kσ

εkc
†
kσ ckσ +

∑
klσ

Elf
†
klσ fklσ

+
∑
klσ

(V ∗
klσ f

†
klσ ckσ + Vklσ c

†
kσ fklσ )

=
∑
kσ

â
†
kσ ĥσ

k âkσ , (3)

where σ is the real (pseudo) spin for s (f ) electron and â
†
kσ ≡

(f †
k1σ , f

†
k2σ , c

†
kσ ). By using the Slater-Koster tight-binding

method [42,43], the s-f hybridizations are given as

Vkf1↑ = −
√

3

14
tsf (a

√
5 + b)(sin ky − i sin kx ),

Vkf1↓ =
√

3

14
tsf (a

√
5 + b)(sin ky + i sin kx ),

(4)

Vkf2↑ =
√

3

14
tsf (a −

√
5b)(sin ky − i sin kx ),

Vkf2↓ = −
√

3

14
tsf (a −

√
5b)(sin ky + i sin kx ).

Hereafter, we simply put a = 1, b(=√
1 − a2) = 0. Actu-

ally, the relation a � 1 is reported by recent resonant x-ray
scattering experiment in Ref. [44]. In this case, we obtain
|Vkf1σ /Vkf2σ | = √

5. Thus f1 orbital is more itinerant than f2

orbital. This feature is consistent with the results of previous
DMFT calculation for CeCu2Si2 in Ref. [25], which shows
Vkf2σ ≈ 2Vkf1σ . The schematic picture of the s-s and s-f
hopping integrals are shown in Fig. 1(a). We fix the param-
eters εk = 2tss (cos kx + cos ky ) + ε0, tss = −1.0, ε0 = 3.0,
tsf = 0.7, and f -electron energy Ef1 = 0.2 and Ef2 = 0.1.
We set the temperature T = 0.02 and the chemical potential
μ = −5.52 × 10−3 in the following numerical study. Then,
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FIG. 1. (a) The nearest-neighbor-hopping integrals given by
s-s and s-f hopping. σ = 1(−1) for pseudospin up (down),
t1 = −√

3/14 tsf , t2 = −t1/
√

5. (b) Band dispersion along high-
symmetry line. (c) Partial DoS of fl electrons. The red (green)
line corresponds to f1(f2) orbital. (d) Obtained Fermi surface.
(e) θ dependence of the fl-orbital weight on Fermi surface. The red
(green) line corresponds to f1(f2) orbital.

f -electron number is nf = 0.9, and s-electron number is
ns = 0.3.

In Fig. 1(b), we show the obtained band structure. ε = 0
corresponds to the chemical potential. In the present three-
band model, the lowest band crosses the Fermi level. The
total band width is WD ∼ 10 (in unit |tss | = 1). |tss | is of
order 1 eV since WD ∼ 10 eV in CeCu2Si2 [28]. The width
of quasiparticle band (=the lowest band) is W

qp
D ∼ 1. Density

of states (DoS) for fl orbital; Dfl (ε) is given in Fig. 1(c).

Here, the relation Df1 (0) � Df2 (0) is satisfied. In the present
study, we neglect self energy. Figure 1(d) shows the obtained
Fermi surface. In Fig. 1(e), we plot the θ dependence of the
fl-orbital weight, where θ is angle of the Fermi momentum
defined in Fig. 1(d). We stress that the weights of f1 and
f2 orbitals are comparable regardless of θ , which originates
from the isotropic s-f hybridization given in Eq. (4) due
to the strong SOI. (In contrast, in 3d-electron system such
as Fe-based compounds, the d-orbital weight shows strong
θ dependence.) This fact is favorable for the development
of multiple higher-rank multipole susceptibilities, as we will
show in Sec. IV.

If we consider the f -f hopping, the fl-orbital weight
comes to have θ dependence. Even in this case, the multi-
ple higher-rank multipole susceptibilities can develop when
tff � tsf , which is naturally expected in heavy-fermion com-
pounds. We will discuss this in more detail in Appendix D and
in the future publication [45].

We introduce on-site Coulomb interactions in f electrons,

ĤU = u · 1

4

∑
i,ll′mm′

∑
σσ ′ρρ ′

U
0,σσ ′;ρρ ′
ll′;mm′ f

†
ilσ fil′σ ′fimρf

†
im′ρ ′ , (5)

where i is site index, and u is the value of Coulomb in-
teraction. Û 0 is the interaction matrix normalized on the
condition that U

0,σ σ̄ ;σ σ̄
11;11 ≡ U 1 = 1. Note that Û 0 in Eq. (5) is

antisymmetrized.
Here, we derive Û 0 in Eq. (5) from the following Lz-basis

Coulomb interaction:

Ū 0
lz,l′z,l′′z ,l′′′z

= e2

4πε0

∫
d�rd �r ′

u∗
lz

(�r )u∗
l′′′z

( �r ′)ul′z ( �r ′)ul′′z (�r )

|�r − �r ′|
=

∑
p

a
p

lz,l′z,l′′z ,l′′′z
F p, (6)

where ulz (�r )(=R(r )�lz (θ )eilzφ ) is the wave function of the
f electron with lz in the absence of the SOI. Fp is the
Slater integral introduced in Ref. [46], which is defined
as Fp = e2

4πε0

∫
dr

∫
dr ′R2(r )R2(r ′)rp

minr
−(p+1)
max r2r ′2, where

rmin = min{r, r ′} and rmax = max{r, r ′}. In this paper, we put
(F 0, F 2, F 4, F 6) = (5.3, 9.09, 6.927, 4.756) in unit eV by
referring Ref. [47]. Finally, we determine Û 0 in Eq. (5) by
performing the unitary transformation of Eq. (6) and normal-
izing it on condition that U 1 = 1.

The present Coulomb interaction in Eq. (5) does not satisfy
SU(2) symmetry in the pseudospin space. Nonetheless, the
pseudospin is conserved in Eq. (5) for any value of a in
Eq. (2). Equivalently, Û 0 satisfies the axial rotational sym-
metry along z axis. Then, Û 0 is uniquely decomposed into
in-plane spin (=s), out-of-plane spin (=s⊥), and charge (=c)
channels as follows:

U
0;σσ ′;λλ′
ll′;mm′ = 1

2U
0;s
ll′;mm′

(
σx

σσ ′σ
x
λ′λ + σ

y

σσ ′σ
y

λ′λ
)

+ 1
2U

0;s⊥
ll′;mm′σ

z
σσ ′σ

z
λ′λ + 1

2U
0;c
ll′;mm′σ

0
σσ ′σ

0
λ′λ, (7)

where �σ = (σx, σ y, σ z) is Pauli matrix vector in the pseu-
dospin space, and σ 0 is identity matrix. Û 0;ch(ch = s, s⊥, c)
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TABLE I. Matrix elements of Coulomb interaction for in-plane
spin channel (top left), out-of-plane spin channel (top right), and
charge channel (bottom) for l �= m. J = J ′, J ⊥ = 0, and J x1 =
−J x2 are satisfied in the present two-orbital model.

s type value s⊥ type value

U
0;s
11;11 U 1 1.0 U

0;s⊥
11;11 U 1 1.0

U
0;s
22;22 U 2 0.90 U

0;s⊥
22;22 U 2 0.90

U
0;s
lm;lm U ′ − J + J ⊥ 0.80 U

0;s⊥
lm;lm U ′ − J x1 0.68

U
0;s
ll;mm J − J x1 − 0.12 U

0;s⊥
ll;mm J ⊥ 0.0

U
0;s
lm;ml J ′ − J x2 0.20 U

0;s⊥
lm;ml J ′ − J x2 0.20

c type value

U
0;c
11;11 −U 1 −1.0

U
0;c
22;22 −U 2 −0.90

U
0;c
lm;lm U ′ − J − J ⊥ 0.80

U
0;c
ll;mm J − 2U ′ + J x1 −1.5

U
0;c
lm;ml −J ′ + J x2 −0.20

is defined as

Û 0;s = Û 0;↑↑;↑↑ − Û 0;↑↑;↓↓

Û 0;s⊥ = Û 0;↑↓;↑↓ (8)

Û 0;c = Û 0;↑↑;↑↑ + Û 0;↑↑;↓↓.

The matrix elements of Û 0;ch(ch = s, s⊥, c) are summarized
in Table I. Each elements are composed of the intraorbital
Coulomb interaction U , interorbital one U ′, exchange interac-
tions J, J⊥, J ′, J x1, and J x2. The definition and numerical
value of each component are given in Appendix B. In the case
of a = 1 and b = 0, the other elements not listed in the Table I
become zero. Although some of these elements (e.g., U

0;ch
11;12)

come to be finite for a � 1, they remain very small and neg-
ligible. Therefore Table I is still useful, practically. Note that
a = √

5/6 and b = √
1/6 are satisfied in cubic symmetry.

In the present two-orbital model in Eq. (2), there are 16-
type active multipole operators up to rank 5; monopole (rank
0), dipole (rank 1), quadrupole (rank 2), octupole (rank 3),
hexadecapole (rank 4), and dotriacontapole (rank 5) moment
as shown in Table II [13]. Some operators belong to the same
irreducible representation (IR). Since the system is inversion
symmetric, an even-rank (odd-rank) operator corresponds to
an electric (magnetic) multipole operator. Each multipole
operator of rank k are composed of 4 × 4 tensor J (k)

q (q =
−k ∼ k) [8,48], which is given by

[
J±, J (k)

q

] =
√

(k ∓ q )(k ± q + 1)J (k)
q±1, (9)

J
(k)
k = (−1)k

√
(2k − 1)!!

(2k)!!
J k

+. (10)

By using J (k)
q , we obtain 4 × 4 multipole operators ÔQ. Here,

Q ≡ (�, φ), where � is index of the irreducible representation

TABLE II. Irreducible representation and 16-type active multi-
pole operators in the present two-orbital model. Operator with rank
k corresponds to 2k pole. N� is the number of operators in symmetry
�. Each operator is classified into the pseudospin or charge channel,
ch� .

IR (�) rank (k) Operator (Q) N� ch�

0 1̂
A+

1 2 Ô20 3 c

4 Ĥ0

A+
2 4 Ĥz 1 s

E+ 2 Ôyz, Ôzx 2 s⊥

A−
1 5 D̂4 1 c

1 Ĵz

A−
2 3 T̂z 3 s

5 D̂z

1 Ĵx , Ĵy

E− 3 T̂x , T̂y 6 s⊥
5 D̂x, D̂y

(� = A+
1 , A+

2 , E+, A−
1 , A−

2 , E−) and φ is index of indepen-
dent multipole operator (φ = 1 ∼ N� ). For each �, N� is
given in Table II. The matrix representations for 16-type
operators are given in Appendix C.

Here, we introduce the effective on-site electric multipole-
multipole interaction V̂ ph that belongs to A+

1 symmetry
(=identical representation),

V
ph
ll′mm′ = 2gWll′mm′

= 2g(ĈA+
1 )ll′ (Ĉ

A+
1 )mm′ , (11)

where ĈA+
1 is the dimensionless matrix given by a linear

combination of multipole operators belong to � = A+
1 in

Table II. It is expressed as

ĈA+
1 ≡ ατ̂ 0 + βτ̂ z + γ τ̂ x, (12)

where τ̂ μ(μ = x, y, z) is Pauli matrix in the orbital basis
(f1, f2), and τ̂ 0 is identity matrix. In the presence of g, the
Coulomb interaction uÛ 0;c is replaced with uÛ 0;c + 2gŴ . In
the present numerical study, we put (α, β, γ ) = (0, 1,−1).
We verified that the main results are qualitatively same as
those of (α, β, γ ) = (0, 1, 1). The numerical results are not
sensitive to the ratio of (α, β, γ ).

This effective interaction can be induced by (for instance)
the electron-phonon interaction due to A+

1 mode, such as the
oscillation of c-axis length [49]. In this case, g is expressed

as g = g̃
ω2

D

ω2
D+ω2

j

, where g̃ = 2η2

ωD
(> 0): ωD is the phonon

frequency, η is the coupling constant between electrons and
phonon, and ωj = 2jπT is the Boson Matsubara frequency.
In the present study, we drop ωj dependence of g for sim-
plicity. That is, we neglect the retardation effect, which leads
to underestimation of the s-wave superconducting Tc as dis-
cussed in Ref. [35]. The A+

1 effective interaction in Eq. (11)
is classified into even-rank multipole interaction. There-
fore, strong electric (=even-rank) multipole fluctuations are
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induced by the interaction g. On the other hand, the magnetic
(=odd-rank) multipole susceptibilities are independent of g.

III. GREEN FUNCTION

Here, we introduce the Green functions in the present
model. The 3 × 3 matrix form of the Green function is given
by

Ĝσ (k, iεn) = (
(iεn − μ)1̂ − ĥσ

k

)−1
, (13)

where ĥσ
k is introduced in Eq. (3). The first two rows and

columns of Eq. (13) give the f -orbital Green functions. They
are expressed as

G
f,σ

lm (k)=G
0f

l (k)δlm + G
0f

l (k)V ∗
klσGc,σ(k)VkmσG0f

m (k), (14)

where l, m = 1, 2, k = (k, εn) = (k, (2n + 1)πT ), and

G
0f

l (k) = (iεn − μ − El )
−1. (15)

Gc,σ (k) is the s-electron Green function given by the (3,3)
component of Eq. (13). It is expressed as

Gc,σ (k) =
(

iεn − μ − εk −
∑

l

VklσG
0f

l (k)V ∗
klσ

)−1

. (16)

In the present two-orbital model, the relation V ∗
kl↑Vkm↑ =

V ∗
kl↓Vkm↓ is satisfied, as we can verify from Eq. (4). For

this reason, the Green functions become independent of spin
index:

G
f

lm(k) ≡ G
f,↑
lm (k) = G

f,↓
lm (k),

Gc(k) ≡ Gc,↑(k) = Gc,↓(k). (17)

In the present model, diagonal (l = m) components of G
f

lm(k)
and off-diagonal (l �= m) ones are comparable since each s-f
hybridization in Eq. (4) is isotropic in magnitude. It is a
characteristic feature of the multiorbital f -electron systems.

IV. SUSCEPTIBILITY

First, we perform the random phase approximation (RPA)
in order to obtain the f -electron susceptibility. In this calcu-
lation, we use 32 × 32 k-meshes and 128 Matsubara frequen-
cies. The irreducible susceptibility of f electron is given by

χ0
ll′mm′ (q ) = −T

∑
k

G
f

lm(k + q )Gf

m′l′ (k), (18)

where q = (q, ωj ) = (q, 2jπT ). In the RPA, the susceptibil-
ity for each channel (ch) is given as

χ̂ ch(q ) = χ̂0(q )(1̂ − uÛ 0;chχ̂0(q ))−1, (19)

where χ̂ ch(q ) is 22 × 22 matrix. Using χ̂ ch (ch = s, s⊥, c),
the f -electron susceptibility in the L = (l, σ ) basis is ex-
pressed as

χ̂ σσ ′λλ′ = 1
2 χ̂ s

(
σx

σσ ′σ
x
λ′λ + σ

y

σσ ′σ
y

λ′λ
)

+ 1
2 χ̂ s⊥σ z

σσ ′σ
z
λ′λ + 1

2 χ̂ cσ 0
σσ ′σ

0
λ′λ. (20)

FIG. 2. (a) q dependence of the magnetic dipole susceptibility.
χJz,Jz (q, 0) � χJx,Jx (q, 0) is satisfied at q = (0, 0). (b) αS depen-
dence of magnetic multipole susceptibility. Higher-rank magnetic
multipole susceptibilities are strongly enlarged.

Here, we define the pseudospin Stoner factor αS (αS⊥) as the
largest eigenvalue of uÛ 0;s(s⊥)χ̂0(q ). In the present model,
each matrix element of Û 0;s and that of Û 0;s⊥ in Table I are the
same except for (lmlm) and (llmm) elements. For this reason,
χ̂ s ≈ χ̂ s⊥ and αS ≈ αS⊥ are satisfied.

Now, we define the multipole susceptibility for
Q(= (�, φ)),

χQ,Q′
(q ) =

∫ β

0
dτ 〈OQ(q, τ )OQ′

(−q, τ )〉eiωj τ , (21)

where OQ(q, τ ) = ∑
L,M,k O

Q
L,Mf

†
kmσ (τ )fk+qlσ ′ (τ ). In 3D

models, χ (�,φ),(�′,φ′ )(q ) can be finite even in the case of � �=
�′. In contrast, in the present 2D model, χ (�,φ),(�′,φ′ )(q ) = 0
for any q in the case of � �= �′, which is a great merit of
the present model in analysis. Note that χ (�,φ),(�,φ′ )(q ) for
� = A+

1 , A+
2 , E+ is classified into electric susceptibility,

and that for � = A−
1 , A−

2 , E− is classified into magnetic
susceptibility. In the present model, αS corresponds to the A−

2
magnetic (=odd-rank) susceptibility, that is, αS = αA−

2
in the

RPA. We obtain the relation 1 � αA−
2
� αE− .
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In Fig. 2(a), we show obtained susceptibilities at u =
0.31 for the magnetic dipole Jz = (A−

2 , 1), χJz,Jz (q, 0), and
Jx = (E−, 1), χJx,Jx (q, 0). In this case, αS = 0.90. Note that
χJx,Jx = χJy,Jy . We find that χJz,Jz (q, 0) is much larger than
χJx,Jx (q, 0) at q = (0, 0) while they are almost the same
around the peak at q � (π/2, π/2). Thus the uniform mag-
netic susceptibility shows strong Ising anisotropy, which is
actually observed in CeCu2Si2.

Hereafter, to compare among different-rank of multipole
susceptibilities, we define normalized multipole operator ˆ̃OQ

as Tr( ˆ̃OQ2) = 1, that is,

ˆ̃OQ = ÔQ/

√
Tr(ÔQ2). (22)

The normalized susceptibility χ̃Q,Q′
(q ) is given by replacing

ÔQ in Eq. (21) with ˆ̃OQ. In Fig. 2(b), we show αS dependen-
cies of the maximum of magnetic multipole susceptibilities
χ̃Q

max ≡ maxq{χ̃Q,Q(q, 0)}. αS linearly increases in proportion
to u. The obtained χ̃Q

max is the most divergent for Q = Tx .
This fact is consistent with the RPA result based on the
first-principles model in Ref. [28]. Secondly, χ̃Q

max for Q =
Dz, Jx, Tz, D4 is also strongly enlarged. Therefore various
magnetic multipole (including higher-rank) susceptibilities
are simultaneously enlarged in the RPA. This is a charac-
teristic feature of f -electron systems with strong SOI [13].
We find that the inter-rank magnetic multipole susceptibilities,
such as χ̃ Jz,Tz , are also enlarged.

Now, we explain the reason why higher-rank magnetic
multipole susceptibilities are enlarged. Our result means that
orbital-off-diagonal components of χs

ll′mm′ are comparable to
orbital-diagonal ones. In fact, χs

1111 ≈ χs
1112 is satisfied in

the present model. It originates from the fact that each s-f
hybridization in Eq. (4) is isotropic in the x and y directions
due to the strong SOI, and therefore each fl-orbital weight
is independent of θ as shown in Fig. 1(e). This is the origin
of the large orbital-off-diagonal components of G

f

lm and those
of χ

s(s⊥)
ll′mm′ . This situation is quite different from 3d-electron

systems, in which off-diagonal components of Ĝ and χ̂ s

remain small in general.
Finally, we comment on electric (=even-rank) susceptibili-

ties obtained by the RPA. In the absence of electric multipole-
multipole (phonon-induced) interaction: g = 0, the obtained
electric susceptibilities are much smaller than magnetic ones.
That is, charge stoner factor αC , which is defined as the largest
eigenvalue of (uÛ 0;c + 2gŴ )χ̂0(q ), satisfy αC � αS . In the
present model, (αC, αS ) = (0.55, 0.90). On the other hand,
the hexadecapole χH0,H0 and quadrupole χO20,O20 susceptibil-
ity are enlarged at q ≈ (π, π ) when we consider the small
g (>0). In this case, αC increases to 0.84 at g = 0.04. Note
that the obtained electric susceptibilities work as attractive
interaction for s-wave superconductivity, as we will explain
in the following section.

In principle, some experimental signatures due to the elec-
tric multipole susceptibility can be observed. The enhance-
ment of χc at q �= 0 obtained in the present model may cause
the softening of phonon dispersion, which is observable by
using (for instance) neutron scattering experiment.

FIG. 3. (a) Linearized gap equation in the present study. The
black triangle shows three-point vertex correction (U -VC). (b) U -VC
due to the AL process.

V. GAP EQUATION

Now, we solve the linearized gap equation by focusing
on the important roles of the vertex corrections, which we
call U -VC. The bare electron-boson couplings are dressed by
the U -VC, which is totally dropped in conventional Migdal
approximation. The gap equation for spin-singlet paring in the
band basis is given as

λ�(k, εn) = − πT

(2π )2

∑
εm

∮
FS

dk′

vk′

�(k′, εm)

|εm| V
sing
k,k′ , (23)

where �(k, εn) is the gap function on Fermi surface, λ is the
eigenvalue, and vk is the Fermi velocity on Fermi surface.
V

sing
k,k′ is the spin singlet paring interaction including U -VC.

The diagrammatic expression of the gap equation is shown
in Fig. 3(a). The black triangle shows the three-point vertex
correction due to many body effects. We consider the AL-type
diagram for U -VC given in Fig. 3(b), which is explained in
more detail in Sec. VI. The paring interaction in Eq. (23) is
obtained by

V
sing
k,k′ = V udud

k,k′ − V uudd
k,k′

= 1

2

∑
�,�

V ���̄�̄
k,k′ (1 − 2δ��), (24)

where �,� = u (d ) is pseudospins up (down) that denotes
the Kramers doublet of the Bloch function, and �̄ ≡ −�.
V ���̄�̄

k,k′ is given as

V ���̄�̄
k,k′ =

∑
ll′mm′

∑
σσ ′λλ′

U�∗
lσ (k)U �̄∗

m′λ′ (−k)

×V σσ ′λλ′
ll′mm′ (k, k′)U �̄

mλ(−k′)U�
l′σ ′ (k′), (25)

where U�
lσ (k) is the unitary matrix connecting between f

†
klσ

and the quasiparticle creation operator f
†
k� . In the presence

of the time-reversal symmetry, U�
lσ (k) is related to U �̄

lσ̄ (k)
as U�

lσ (−k) = (−1)δ�σ +1U �̄
lσ̄ (k)∗ [50]. V σσ ′λλ′

ll′mm′ (k, k′) is the
paring interaction in the orbital basis introduced in Sec. VI.
In the present model, there is rotational symmetry along z

axis in the pseudospin space. For this reason, V σσ ′λλ′
ll′mm′ (k, k′)

205107-6



FULLY GAPPED s-WAVE SUPERCONDUCTIVITY … PHYSICAL REVIEW B 98, 205107 (2018)

is uniquely decomposed into spin and charge channels as
follows:

V σσ ′λλ′
ll′mm′ = 1

2V s⊥
ll′mm′

(
σx

σσ ′σ
x
λ′λ + σ

y

σσ ′σ
y

λ′λ
)

+ 1
2V s

ll′mm′σ
z
σσ ′σ

z
λ′λ + 1

2V c
ll′mm′σ

0
σσ ′σ

0
λ′λ, (26)

where we drop the first-order term (U 0;s⊥) from V 0;s⊥ in order
to avoid double counting [36]. From Eqs. (24)–(26), we obtain
that

V
sing
k,k′ =

∑
ll′mm′

V s⊥
ll′mm′

(
Âudud

↑↓↑↓ − Âuddu
↑↓↑↓

)
ll′mm′

+ 1
2V c

ll′mm′
(
Âudud

↑↑↑↑ + Âudud
↑↓↓↑ − Âuddu

↑↑↑↑ − Âuddu
↑↓↓↑

)
ll′mm′

+ 1
2V s

ll′mm′
(
Âudud

↑↑↑↑ − Âudud
↑↓↓↑ − Âuddu

↑↑↑↑ + Âuddu
↑↓↓↑

)
ll′mm′ ,

(27)

where(
Â��̄�̄�

σσ ′λλ′
)
ll′mm′ ≡ U�∗

lσ (k)U �̄∗
m′σ ′ (−k)U �̄

mλ(−k′)U�
l′λ′ (k′).

In the present model, the electric multipole paring interaction
corresponds to attraction, while the magnetic one corresponds
to repulsion. To understand this fact, we consider the paring
interaction in the absence of SOI, like in 3d-electron systems.
In this case, we can put U�∗

lσ (k) = U ∗
l (k)δ�,σ and

Âudud
↑↓↑↓ = Âuddu

↑↓↓↑ �= 0

Âuddu
↑↓↑↓ = Âudud

↑↑↑↑ = Âudud
↑↓↓↑ = Âuddu

↑↑↑↑ = 0
.

Then, we obtain the following simple expression:

V no-SOI
k,k′ =

∑
ll′mm′

(
V̂ s⊥ + 1

2 V̂ s − 1
2 V̂ c

)
ll′mm′ (Â

udud
↑↓↑↓)ll′mm′ ,

where V s⊥ = V s is satisfied when SOI is dropped. Thus
V

sing
k,k′ in Eq. (27) is reduced to the well-known expression

V no-SOI
k,k′ ∝ 3

2V s − 1
2V c. In conclusion, the charge- or electric-

channel paring interaction works as attraction, while the spin-
or magnetic-channel one works as repulsion.

VI. IMPORTANT ROLES OF U-VC

Here, we discuss the important roles of U -VC in the
paring interaction. Until now, U -VC in d-electron systems
has been studied intensively by some theoretical methods,
such as the functional renormalization group (fRG) theory and
perturbation theory. Both theoretical frameworks reveal that
U -VC makes significant contribution to the superconductivity,
especially in multiorbital systems, so Migdal approximation
fails. In more detail, AL-type U -VC becomes more important
than MT type one near the magnetic QCP. However, U -VC in
f -electron system with strong SOI has not been understood
at all. In the present study, we show that U -VC in f -electron
systems is more important than that in d-electron systems due
to large SOI.

Now, we discuss the paring interaction with U -VC. In the
present model, U -VC satisfy the pseudospin conservation.
Thus the paring interaction for each channel in Eq. (27) is
expressed as

V̂ ch(k, k′) = �̂ch
k,k′ Î

ch(k − k′) ˆ̄�
ch

−k,−k′ , (28)

where

Î ch(k − k′) = u2Û 0;chχ̂ ch(k − k′)Û 0;ch + uÛ 0;ch. (29)

Here, �̂ch
k,k′ is an enhancement factor for electron-boson cou-

pling given by(
�̂ch

k,k′
)
ll′mm′ = δlmδl′m′ + (

L̂ch
k,k′

)
ll′mm′ , (30)

where L̂ch
k,k′ is AL-type U -VC, whose diagrammatic ex-

pression is given in Fig. 3(b). In Eq.(28), ( ˆ̄�
ch

k,k′ )ll′mm′ ≡
(�̂ch

k,k′ )m′ml′l . In the present model, the MT-type U -VC is
negligible compared to AL-type one. For this reason, we
calculate only AL-type U -VC. Note that V̂ ch = Î ch in the
Migdal approximation (�̂ch = 1̂).

Hereafter, we discuss only the charge-channel U -VC �̂c
k,k′

since it becomes much larger than unity near the magnetic
QCP, whereas spin-channel one remains order of unity. Hence,
the charge-channel paring interaction is enlarged by �̂c

k,k′ .
Here, L̂c

k,k′ is derived from the U -VC in the (l, σ ) basis:

L̂c
k,k′ ≡ L̂

↑↑↑↑
k,k′ + L̂

↑↑↓↓
k,k′ = L̂

↓↓↓↓
k,k′ + L̂

↓↓↑↑
k,k′ , (31)

whose Feynman diagram is shown in Fig. 4(a). The analytic
expression of L̂c

k,k′ is given as

(
L̂c

k,k′
)
ll′mm′ = T

2

∑
p,abcdef

Bmm′
abcdef (k − k′, p)

×
∑
ch

achI ch
lacd (k − k′ + p)I ch

bl′ef (−p), (32)

where (as, as⊥ac ) = (1, 2, 1), and

Bmm′
abcdef (q, p) ≡ 1

4G
f

ab(k′ − p)

× {
Cmm′

cdef (q, p) + Cmm′
ef cd (q, q + p)

}
, (33)

Cab
cdef (q, p)≡−T

∑
k′

Gf
ca (k′ + q )Gf

bf (k′)Gf

ed (k′ − p). (34)

Here, a ∼ f are orbital indices. In the present numerical
study, we put g = 0 in the L̂ch

k,k′ , since the contribution from
χc is negligibly smaller than that from χs and χs⊥ [35].

Next, we show numerical results of �̂c
k,k′ . Here, we

use 16 × 16 k meshes and 128 Matsubara frequencies. In
Figs. 4(b) and 4(c), we show the αS dependence of maximum
value of �̂c

k,k′ on the Fermi surface,

�
c,max
ll′mm′ ≡ max

k,k′∈FS

∣∣(�̂c
k,k′

)
ll′mm′

∣∣, (35)

at εn = εn′ = πT . We plot various orbital components of
U -VC. Note that the other elements are obtained by using
the symmetry relation of orbital indices, that is, �

c,max
ll′mm′ =

�
c,max
l′lm′m. We find that they work as large enhancement factors

for the coupling constant between electrons and charged-
bosons (|�̂c| � 1) near the magnetic QCP (αS � 1). Note
that all magnetic multipole susceptibilities except for D4, Q =
(A−

1 , 1), are included in either χs or χs⊥. This behavior orig-
inates from the relation �̂c

k,k′ ∝ ∑
p χ̂ s (k − k′ + p)χ̂ s (p) +

2χ̂ s⊥(k − k′ + p)χ̂ s⊥(p). This is qualitatively similar to d-
electron systems without SOI as shown in Fig. 2(c) in
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FIG. 4. (a) Charge-channel U -VC given by AL process. Only the
diagrams given by the first term of B̂ in Eq. (33) are shown. [(b) and
(c)] αS dependence of charge-channel U -VC �

c,max
ll′mm′ . Various orbital

components are strongly enlarged.

Ref. [35]. In conclusion, U -VC in f -electron systems give
significant contribution as well as in d-electron systems.

We stress that there are some significant differences from
d-electron systems. In fact, in the present f -electron system,
(i) various orbital components of U -VC are equally enlarged,
and (ii) the magnitude of U -VC are even larger than in
d-electron systems at the same αS . These results originate
from multiple (higher-rank) magnetic multipole fluctuations
as shown in Fig. 2(b). To clarify this fact, we are going to
elucidate what types of multipole fluctuations are significant
for U -VC below. We recall that the f -electron susceptibility
in Eq. (20) is uniquely expanded on the basis of 4 × 4 ma-
trix expression of multipole operator ÔQ(= Ô (�,φ) ) given in
Appendix C as follows:

χLL′MM ′ (q ) =
∑

�,φ,φ′
a�,φ,φ′

(q )O (�,φ)
LL′ O

(�,φ′ )∗
MM ′ . (36)

Note that
∑

LL′ O
(�,φ)
LL′ O

(�,φ′ )∗
LL′ = 0 for � �= �′. The derivation

of the coefficient a�,φ,φ′
(q ) is explained in Appendix D. In

the same way, the interaction Î (= u2Û 0χ̂ chÛ 0 + uÛ 0) in the

L = (l, σ ) basis is expanded as

ILL′MM ′ =
∑

�,φ,φ′
b�,φ,φ′

(q )O (�,φ)
LL′ O

(�,φ′ )∗
MM ′ . (37)

By utilizing the pseudospin conservation law, each term in
the right-hand-side of Eq. (37) is expressed in the l basis
as I

ch,�,φ,φ′
ll′mm′ . Note that Î ch,�,φ,φ′ = 0 for ch �= ch� By re-

placing I ch
ll′mm′ in Eq. (32) with I

ch,Q
ll′mm′ (≡ I

ch,�,φ,φ

ll′mm′ ), we obtain
multipole-decomposed U -VC symbolically expressed as

(
L̂

c,QQ
k,k′

) = T

2

∑
ch

B̂Î ch,QÎ ch,Q, (38)

(
L̂

c,QQ′
k,k′

) = T

2

∑
ch

B̂(Î ch,QÎ ch,Q′ + Î ch,Q′
Î ch,Q). (39)

where Q �= Q′. The diagrammatic expression of Eq. (39) is
given in Fig. 5(a). Note that the relation L̂c ≈ ∑

{Q,Q′} L̂c,QQ′

is satisfied. �̂chQQ′
is given by(

�̂
ch,QQ′
k,k′

)
ll′mm′ = δlmδl′m′ + (

L̂
ch,QQ′
k,k′

)
ll′mm′ . (40)

In Figs. 5(b)–5(e), we show the maximum of multipole-
decomposed U -VC defined as

�
c,QQ′
ll′mm′ ≡ max

k,k′∈FS

∣∣(�̂c,QQ′
k,k′

)
ll′mm′

∣∣ (41)

at εn = εn′ = πT . We consider only odd-rank (=magnetic)
multipole operators for Q and Q′ since the contributions
from even-rank multipole operators are negligibly small in
RPA. In addition, �̂

c,QQ′
ll′mm′ with Q = (�, φ) and Q′ = (�′, φ′)

becomes zero except for � = �′ in the present model.
Figures 5(b) and 5(c) show the orbital-diagonal component of
U -VC given by �

c,QQ′
2222 . It becomes the largest for (Q,Q′) =

(Tx, Tx ). Subsequently, (Q,Q′) = (Jz, Tz), (Tz, Tz), (Dz,Dz)
are also enlarged. In Figs. 5(d) and 5(e), we show orbital-
off-diagonal component given by �

c,QQ′
1211 . It takes the

largest value for (Q,Q′) = (Tx,Dx ). Its value for (Q,Q′) =
(Tz,Dz), (Dz,Dz), (Tx, Tx ), (Jz,Dz) are also enlarged.

In summary, in heavy-fermion systems, multiple multipole
fluctuations lead to the strong enhancement of U -VC, �c.
In Figs. 4(b) and 4(c), both orbital-diagonal and off-diagonal
components of �c are enlarged. In Figs. 5(b)–5(e), many pairs
of multipole fluctuations (Q,Q’) contribute to the enhance-
ment of �c. These facts lead to above-mentioned differences
(i) and (ii), which are not seen in 3d-electron system. Thus we
conclude that the U -VC in f -electron system plays more sig-
nificant roles due to the strong SOI compared to 3d-electron
systems.

VII. SUPERCONDUCTIVITY

Now, we discuss obtained superconducting states by solv-
ing the gap equation in Eq. (23). The paring interaction is
given by Eqs. (27)–(29). We solve the gap equation in the
presence of both u and g, by the following replacement,

uÛ 0;c → uÛ 0;c + 2gŴ (42)

in Î c(k − k′) in the paring interaction (28). For finite g, Î c(∝
χ̂ c ) develops as large as Î s and Î s⊥. We put g = 0 for �̂ch
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FIG. 5. (a) Multipole-decomposed U -VC given by �c,QQ′
. Q

and Q′ are magnetic multipole operators. Obtained �̂
c,QQ′
2222 for

(b) Q = Q′ and (c) Q �= Q′, and �̂
c,QQ′
1211 for (d) Q = Q′ and

(e) Q �= Q′. Many pairs of multipole fluctuations (Q,Q’) contribute
to the enhancement of U -VC.

approximately since the contribution from χ̂ c remains small
even for g > 0 [35].

Figures 6(a)–6(b) are obtained phase diagrams, which
show the largest eigenvalue and its symmetry of the gap
function. In the presence of U -VC, fully gapped s-wave state
without any sign reversal emerges when αS � 1 and αC � 1
as shown in Fig. 6(a). The region of s-wave phase gets wider
as the magnetic fluctuations develop. These results originate
from the fact that the charge-channel attractive interaction
− 1

2 V̂ c are strongly enhanced by the charge-channel U -VC,
which is enlarged due to the magnetic (odd-rank) multi-
pole fluctuations when αS � 1. In fact, − 1

2 V̂ c is expressed
as − 1

2 V̂ c ∝ − 1
2 |�̂c|2{(u − 2g)2χc − (u − 2g)}, which takes

large negative (=attractive) value when αC � 1 [35]. In ad-
dition, we find that quite small g is enough for realizing the

FIG. 6. (a) Phase diagram in the presence of U -VC. The s-
wave state emerges due to the significant contribution from U -VC.
The white region corresponds to αC > 1. (b) Phase diagram in the
absence of U -VC. Anisotropic dx2−y2 -wave state appears in wide
parameter region. The gap function on Fermi surface for (c) s-wave
and (d) dx2−y2 -wave.

s-wave superconductivity. For instance, s-wave state emerges
even at g = 0.025. This is much smaller than Coulomb inter-
action u = 0.31.

In contrast, the s-wave region in Fig. 6(a) is drastically
reduced if we neglect U -VC (�̂ch = 1̂) as shown in Fig. 6(b).
In this case, dx2−y2 -wave state appears in wide parameter
region. Furthermore, the eigenvalue λ for dx2−y2 -wave state
in Fig. 6(b) is much smaller than that for s-wave state in
Fig. 6(a), so Tc of dx2−y2 -wave state should be very low if
realized. Therefore we clearly confirmed that U -VC is impor-
tant for realizing the s-wave superconductivity. Obtained gap
functions on Fermi surface for s- and dx2−y2 -wave states are
expressed in Figs. 6(c) and 6(d), respectively. The obtained
s-wave gap function is almost isotropic while the dx2−y2 -wave
gap function has accidental nodes in addition to the symmetry
nodes.
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FIG. 7. (a) The energy level of the f -orbital states in the present
model. (b) �E dependence of the ratio of the DoS Df1 (0)/Df2 (0).
The ratio goes to unity at �E � 0.12. Obtained phase diagram at
(c) �E = 0.06 and (d) 0.12.

In conclusion, once the small electron-phonon interaction
exist, fully gapped s-wave superconducting state can appears
in f -electron system near the magnetic QCP. This counter-
intuitive result is given by the large U -VC caused by multiple
(higher-rank) multipole fluctuations. We comment that the
obtained large eigenvalues λ in Fig. 6 are overestimated since
the self-energy effects (such as the mass renormalization and
the quasiparticle damping) are dropped in the gap equation.

Finally, we show that multiorbital nature is a necessary
condition for realizing the s-wave superconductivity. In the
present model, f orbitals |f1〉 and |f2〉 have different itin-
erancy: |f1〉 is relatively itinerant and |f2〉 is relatively lo-
calized. We also introduce the CEF splitting �E between
|f1〉 and |f2〉: E1 = E2 + �E as shown in Fig. 7(a). In this
model, the ratio between the f -orbital DoS at the Fermi
level, Df1 (0)/Df2 (0), is much larger than unity at �E = 0,
and the ratio decreases with �E as shown in Fig. 7(b). The
ratio reaches unity at �E � 0.12. In Figs. 7(c) and 7(d), we
show the obtained phase diagram at �E = 0.06 and �E =
0.12, respectively. The region of s-wave state at �E = 0.12
is much wider than that at �E = 0.06, which means that
s-wave state is favored as �E increases. As a result, the
condition Df1 (0) ≈ Df2 (0) is significant for realizing the
s-wave superconducting state. In other words, the multiorbital
nature on Fermi surface is important for realizing s-wave
states. Therefore the s-wave state emerges in the presence of
finite CEF splitting of f levels when the s-f hybridization
has strong orbital dependence. This situation is expected to be
realized in CeCu2Si2 at P = 0 [25].

VIII. SUMMARY

In this paper, we proposed a mechanism of s-wave su-
perconductivity in multiorbital heavy-fermion systems based
on the recently developed beyond Migdal formalism. In
the present two-orbital PAM, various odd-rank multipole

fluctuations strongly develop simultaneously, due to the com-
bination of strong SOI and Coulomb interaction as shown in
Fig. 2(b). We verified that the result in Fig. 2(b) is qualitatively
same as those for �E = 0 ∼ 0.2. These developed fluctua-
tions give significant U -VCs, by which the model Coulomb
interaction is strongly modified. Especially, the coupling con-
stant between electron and charged-boson (=uÛ 0,c + 2gŴ )
is prominently magnified by the U -VC as shown in Figs. 4 and
5. For this reason, even-rank multipole fluctuations give large
attractive interaction when the system is close to the magnetic
QCP. We revealed that s-wave superconductivity is strongly
enhanced near the magnetic criticality in multiorbital heavy-
fermion systems, once moderate phonon-induced multipole
fluctuations exist as shown in Fig. 6. Note that the depairing
effect of Coulomb interaction is reduced by the multiorbital
screening effect [35]. The present mechanism may be re-
sponsible for the fully gapped s-wave superconducting state
realized in CeCu2Si2.

The main results of the present study on the two-orbital
periodic Anderson model with strong SOI are summarized
as follows: near the magnetic QCP, we find that (i) several
(higher-rank) multipole fluctuations strongly develop simul-
taneously, whereas rank-1 orbital-diagonal spin susceptibility
solely develops in 3d-electron systems. (ii) Multiple multipole
fluctuations give large U -VC cooperatively, leading to the
violation of Migdal theorem. (iii) Thanks to U -VC, electric-
multipole fluctuation mediated s-wave superconductivity is
realized when Df 1(0) ≈ Df 2(0), which is a necessary con-
dition for realizing moderate quadrupole or hexadecapole
fluctuations.

In this study, we introduced a phenomenological inter-
action term in Eq. (11) in order to realize the moderate
A+

1 -channel multipole fluctuations. This term can originate
from moderate electron-phonon interaction, as we discussed
in the main text. In fact, strong coupling between f elec-
trons and phonons via the s-f hybridization and f -orbital
level is expected in heavy-fermion systems, as discussed
in Refs. [51–53], For example, large Gruneisen parameter
in heavy-fermion systems (η ≡ −dlogTK/dlog� ∼ 30 − 80)
indicates the significance of electron-phonon interaction [51].
The phonon-mediated s-wave superconductivity in heavy-
fermion systems discussed in Refs. [51–53] becomes a re-
alistic scenario by considering the significant role of U -VC
revealed in the present study. Another promising microscopic
origin of Eq. (11) is the AL-type VCs for the susceptibility. In
fact, in 3d-electron systems without SOI, the AL-type VCs
causes large orbital fluctuations [29]. Recently, the present
authors found that the AL-type VCs give large even-rank
multipole fluctuations in heavy-fermion systems with strong
SOI, which we will discuss in future publication [45].

There are many important future issues. For example, it is
interesting to apply the present theory to more realistic three-
dimensional model for CeCu2Si2. Also, study of self-energy
correction, which gives strong mass-enhancement whereas
neglected in the present study, is an important future issue. In
addition, the present theory may be applicable for spin-triplet
superconductor UPt3. In fact, we analyzed the multiorbital
Hubbard model for Sr2RuO4, and found that the triplet state is
realized under the coexistence of spin and orbital fluctuations
[54,55].
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APPENDIX A: s- f HYBRIDIZATION

Here, we derive the expression of s-f hybridization given
in Eq. (4). In the LS basis, the wave functions of f electrons
in Eq. (2) are given by

|f1 ⇑〉 = a

{√
6

7
| − 3,↑〉 −

√
1

7
| − 2,↓〉

}

+ b

{√
2

7
|1,↑〉 −

√
5

7
|2,↓〉

}
, (A1)

|f1 ⇓〉 = a

{√
1

7
|2,↑〉 −

√
6

7
|3,↓〉

}

+ b

{√
5

7
| − 2,↑〉 −

√
2

7
| − 1,↓〉

}
, (A2)

|f2 ⇑〉 = −a

{√
2

7
|1,↑〉 −

√
5

7
|2,↓〉

}

+ b

{√
6

7
| − 3,↑〉 −

√
1

7
| − 2,↓〉

}
, (A3)

|f2 ⇓〉 = −a

{√
5

7
| − 2,↑〉 −

√
2

7
| − 1,↓〉

}

+ b

{√
1

7
|2,↑〉 −

√
6

7
|3,↓〉

}
, (A4)

where ↑ (↓) is the real spin. Note that the wave functions for
Lz = ±2 are proportional to z as follows:

〈�r | ± 2, σ 〉 ∝ z.

Now, we consider the hybridization between f electrons in
Eqs. (A1)–(A4) and s electron. In 2D system, the hybridiza-
tion between s orbitals at �Ri site and |±2, σ 〉 at �Rj site goes
to zero, that is, 〈s, σ, �Ri | ± 2, σ, �Rj 〉 = 0. Then, we obtain

〈s ↑ |f1 ⇑〉 =
√

6

7
〈s ↑ | − 3,↑〉, (A5)

〈s ↓ |f1 ⇓〉 = −
√

6

7
〈s ↓ |3,↓〉, (A6)

〈s ↑ |f2 ⇑〉 = −
√

2

7
〈s ↑ |1,↑〉, (A7)

〈s ↓ |f2 ⇓〉 =
√

2

7
〈s ↓ | − 1,↓〉, (A8)

where a = 1 and b = 0. Therefore we obtain the relation
〈s ↑ |fl ⇓〉 = 〈s ↓ |fl ⇑〉 = 0. As a result, we confirm that

FIG. 8. (a) Definition of multiorbital Coulomb interaction in the
pseudospin representation; U 1, U 2, J, J ⊥, J ′, J x1, and J x2.
(b) Obtained value for the Coulomb interaction when a = 1 and
(F0, F2, F4, F6) = (5.3, 9.09, 6.927, 4.756) in unit eV. These val-
ues are normalized as U 1 = 1.0. (Before the normalization, U 1 =
6.1 eV.)

the pseudospin is conserved in the s-f hybridization in
the present two-orbital model. Therefore we can use the
pseudospin channel (s, s ⊥, c), in the present study, which is
a great merit for performing detailed analysis.

APPENDIX B: COULOMB INTERACTION

Here, we explain about the Coulomb interaction in Table I
in more detail. The Coulomb interaction is obtained by the
following steps. First, we calculate the Lz-basis-Coulomb
interaction Ūlz,l′z,l′′z ,l′′′z

by using Eq. (6). The obtained Coulomb
interaction is written by using the Slater integral parameters
(F0, F2, F4, F6). Note that Ūlz,l′z,l′′z ,l′′′z

= 0 for lz + l′′′z �=
l′z + l′′z . Next, we transfer it from the Lz-basis into the L =
(l, σ ) basis, which is given by the unitary transformation
from the right-hand to the left-hand parts in Eqs. (A1)–(A4).
The obtained Coulomb interaction satisfies the axial rotational
symmetry expressed as Eq. (7) after antisymmetrization. In
the case of a = 1 and b = 0, the obtained Coulomb interaction
is written by using the U 1, U 2, J, J⊥, J ′, J x1, and J x2.
The definition of each element is given in Fig. 8(a), and
the obtained values are shown in Fig. 8(b). Although the
other elements not listed in Fig. 8 (e.g., U

0;ch
11;12) are zero at

a = 1, they become finite for a � 1. Note that, in 3d-electron
systems without SOI, the relations J = J⊥ and J x1 = J x2 =
0 are satisfied.

Finally, Table I is obtained by introducing the anti-
symmetrization of the Coulomb interaction. The Table I
becomes equal to the table of Coulomb interaction in 3d-
electron systems [35] if we put J = J⊥ and J x1 = J x2 = 0
in Table I. We stress that the pseudospin is conserved even for
a �= 1.
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APPENDIX C: MULTIPOLE OPERATOR

Here, we explain about the multipole operators in Table II.
We numerically obtain each operators by using 4 × 4 tensor
J (k)

q in Eq. (10). As a result, electric (even-rank) multipole
operators in D4h symmetry are expressed as

A+
1

⎧⎨
⎩

1̂ = σ̂ 0τ̂ 0

Ô20 = σ̂ 0(2.00τ̂ 0 + 3.00τ̂ z)
Ĥ0 = σ̂ 0(−5.73τ̂ 0 + 11.5τ̂ z − 12.8τ̂ x )

,

A+
2

{
Ĥ z = −19.8σ̂ zτ̂ y , (C1)

E+
{
Ôyz = −3.87σ̂ x τ̂ y

Ôzx = +3.87σ̂ y τ̂ y .

Magnetic (odd-rank) multipole operators are given by

A−
1

{
D̂4 = +29.8iσ̂ 0τ̂ y ,

A−
2

⎧⎨
⎩

Ĵ z = σ̂ z(0.50τ̂ 0 + 2.00τ̂ z)

T̂ z = σ̂ z(9.00τ̂ 0 − 1.50τ̂ z)
D̂z = −29.8σ̂ zτ̂ x

,

(C2)

E−

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ĵ x = −1.12σ̂ x τ̂ x

Ĵ y = −1.12σ̂ y τ̂ x

T̂ x = σ̂ x (3.75τ̂ 0 − 3.75τ̂ z + 5.03τ̂ x )

T̂ y = σ̂ y (3.75τ̂ 0 − 3.75τ̂ z + 5.03τ̂ x )

D̂x = σ̂ x (23.0τ̂ 0 − 6.56τ̂ z − 3.14τ̂ x )

D̂y = σ̂ y (23.0τ̂ 0 − 6.56τ̂ z − 3.14τ̂ x )

,

where σ̂ μ and τ̂ μ(μ = x, y, z) are Pauli matrices for the
pseudospin and orbital basis, respectively. σ̂ 0 and τ̂ 0 are
identity matrices. We express the obtained 16 matrix ex-
pressions in Eqs. (C1) and (C1) as OQ(Q = (�, φ)).
Note that

∑
LL′ O

(�,φ)
LL′ O

(�′,φ′ )∗
LL′ = 0 for � �= �′, whereas∑

LL′ O
(�,φ)
LL′ O

(�,φ′ )∗
LL′ �= 0 A+

2 (E+) electric multipole operators
belong to pseudospin s (s⊥) channel since it is proportional
to σ̂ z(σ̂ x, σ̂ y ). Also, A−

1 magnetic multipole operators belong
to the charge channel since it is proportional to σ̂ 0. In sum-
mary, some electric (magnetic) multipole operators belong to
pseudospin (charge) channels as summarized in Table II. The
relation between multipole and pseudospin (charge) channels.
We have to take care of this fact in analysis.

APPENDIX D: EFFECTS OF f - f HOPPING

In this section, we discuss the effects of f -f hopping. In
the main text, we neglected f -f hopping, and therefore the
fl-orbital weight is quite isotropic on Fermi surface as shown
in Fig. 1(e). However, this orbital-isotropy can be broken if we
introduce finite f -f hopping. Now, we introduce the orbital-
dependent f -f hopping. In this case, f -electron energy El

have k dependence. As a result, the fl-orbital weight comes
to have θ dependence on the Fermi surface. The f -f hopping
is expressed as

Ĥff =
∑
klσ

Ek,lf
†
klσ fklσ . (D1)

Here, we set Ek,1 ≡ E1 + δEk and Ek,2 ≡ E2 − δEk, where
the k-dependence of δEk is shown in Fig. 9(a). Technically,
to realize the δEk, we introduce the intraorbital f -f hopping

FIG. 9. (a) The Fermi surface with f -f hopping. Each number
at k shows intra-orbital energy shift δEk. (b) Obtained θ dependence
of the fl-orbital weight on Fermi surface. The red (green) line cor-
responds to f1(f2) orbital. (c) αS dependence of magnetic multipole
susceptibilities, which are almost equal to those in Fig. 2(b).

up to the fifth nearest-neighbor hopping integrals according to
Ref. [36]. In Fig. 9(b), we show the obtained fl-orbital weight
along θ axis on Fermi surface. It shows strong θ dependence
irrespective of the fact that |δEk|(∼ 0.2) is much smaller than
|tsf |(=0.7).

One may suspect that higher rank multipole susceptibilities
may be suppressed when the f -orbital weight is θ dependent,
since the orbital off-diagonal components of χs

ll′mm′ may be
suppressed. To answer this question, we perform the RPA
analysis. Figure 9(c) shows the obtained magnetic multipole
susceptibilities. We find that multiple higher-rank magnetic
multipole susceptibilities develop, which is quite similar to
our result without f -f hopping in Fig. 2(b). This unex-
pected results originate from the fact that many body effects
away from Fermi energy also contribute to the multipole
susceptibility. This result strongly indicates that U -VC is still
important even in the presence of small f -f hopping. We
study this issue in more detail in the future publication [45].

APPENDIX E: MULTIPOLE EXPANSION

In this section, we explain about the derivation of the
coefficient a�,φ,φ′

in Eq. (36). First, we solve the characteristic
equation for the f -electron susceptibility in the L = (l, σ )
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basis, ∑
MM ′

χLL′MM ′ (q )vi
MM ′ (q ) = λi (q )vi

LL′ (q ), (E1)

where λi (q ) is ith real eigenvalue (i = 1 ∼ 16). vi
LL′ (q )

is a 16-dimensional eigenvector. In the present model,
χ (�,φ),(�,φ′ ) = 0 for � �= �′. Thus, for each i, vi

LL′ (q ) is
classified into the corresponding IR (�). If we normalize �vi

as
∑

LL′ v
i
LL′ (v

j

LL′ )∗ = δi,j , the f -electron susceptibility is
expressed as

χLL′MM ′ (q ) =
∑

i

vi
LL′ (q )λi (q )vi

MM ′ (q )∗. (E2)

Then, we expand �vi (q ) for i ∈ � on the basis of the multipole
matrices Ô (�,φ) for φ = 1 ∼ N� listed in Eqs. (C1) and (C2)
as follows:

vi
LL′ (q ) =

N�∑
φ=1

bi,φ (q )O (�,φ)
LL′ , (E3)

where the coefficient bi,φ (q ) is uniquely determined. Note that
the basis { �O (�,φ)} is complete but not orthogonal within the

same �. By inserting Eqs. (E3) into (E2), we obtain

χLL′MM ′ (q ) =
∑

�,φ,φ′
a�,φ,φ′

(q )O (�,φ)
LL′ O

(�,φ′ )∗
MM ′ , (E4)

where

a�,φ,φ′
(q ) =

∑
i∈�

bi,φ (q )λi (q )bi,φ′
(q )∗. (E5)

As a result, the decomposition of χLL′MM ′ (q ) in Eq. (36) is
obtained. In the same way, the paring interaction I in Eq. (37)
can be decomposed. Using a�,φ,φ′

, the multipole susceptibility
χ (�,φ),(�,φ′ ) defined in Eq. (21) is expressed as

χ (�,φ),(�,φ′ ) =
∑
φ′′φ′′′

a�,φ′′,φ′′′(
T �

φ,φ′′
)∗

T �
φ′,φ′′′ , (E6)

where

T �
φ,φ′ =

∑
MM ′

O
(�,φ)
MM ′

(
O

(�,φ′ )
MM ′

)∗
. (E7)
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